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Abstract

Precision weed management offers a promising solution for sustainable cropping systems through the use of chemical-
reduced/non-chemical robotic weeding techniques, which apply suitable control tactics to individual weeds. There-
fore, accurate identification of weed species plays a crucial role in such systems to enable precise, individualized
weed treatment. Despite recent progress, the development of a robust weed identification and localization system in
the presence of unstructured field conditions remains a serious challenge, requiring supervised modeling using large
volumes of annotated data. This paper makes a first comprehensive evaluation of deep transfer learning (DTL) for
identifying common weeds specific to cotton (Gossypium hirsutum L.) production systems in southern United States
(U.S.). A new dataset for weed identification was created, consisting of 5187 color images of 15 weed classes col-
lected under natural lighting conditions and at varied weed growth stages, in cotton fields (primarily in Mississippi
and North Carolina) during the 2020 and 2021 field seasons. We evaluated 27 state-of-the-art deep learning models
through transfer learning and established an extensive benchmark for the considered weed identification task. DTL
achieved high classification accuracy of F1 scores exceeding 95%, requiring reasonably short training time (less than
2.5 hours) across models. ResNet101 achieved the best F1-score of 99.1% whereas 14 out of the 27 models achieved
F1 scores exceeding 98.0%. However, the performance on minority weed classes with few training samples was
less satisfactory for models trained with a conventional, unweighted cross entropy (CE) loss function. To address
this issue, a weighted cross entropy (WCE) loss function was adopted, which achieved substantially improved accu-
racies for minority weed classes (e.g., the F1-scores for MnasNet and EfficientNet-b2 on the Spurred Anoda weed
increased from 20% to 80% and 40% to 80%, respectively). Furthermore, a deep learning-based cosine similarity
metrics was employed to analyze the similarity among weed classes, assisting in the interpretation of classifications.
Both the codes (https://github.com/Derekabc/CottonWeeds) for model benchmarking and the weed dataset
(https://www.kaggle.com/yuzhenlu/cottonweedid15) of this study are made publicly available, which expect
to be be a valuable resource for future research in weed identification and beyond.
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1. Introduction

Weeds are critical threats to crop production; poten-
tial crop yield loss due to weeds is estimated at 43%
on a global scale [1]. In cotton production, poor weed
management can lead to yield loss of up to 90% [2].
Weeds control is traditionally performed through ma-
chines or by hand weeding. With the advent of trans-
genetic, glyphosate-tolerant crops since 1996, over 90%
of the U.S. farm lands for field crops such as cot-
ton, are planted with herbicide-resistant seeds [3]. The

weed control has become predominantly reliant on her-
bicide application [4, 5]. Intensive, blanket, broad-
cast application of herbicides, however, has adverse
environmental impacts and facilitates the evolution of
herbicide-resistant weeds (e.g., Palmer Amaranth and
Waterhemp), which in turn substantially increases man-
agement costs [6].

Precision weed management (PWM) has recently
emerged as a promising solution for sustainable, effec-
tive weed control, which incorporates sensors, computer
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systems and robotics into cropping systems [7]. By
recognizing the biological attributes of different weed
species, PWM enables precise and minimum necessary
treatments according to site-specific demand and tar-
geting individual weeds or a small cluster [8], which
can lead to significant reduction in the consumption of
herbicides and other resources. For instance, a robotic
weeder can spray a particular type or volume of her-
bicide or use mechanical weeder or lasers to treat spe-
cific weed species, avoiding unnecessary application to
crops, bare soil or plant residuals [9]. Therefore, suc-
cessful implementation of integrated, precise weed con-
trol strategies relies on accurate identification, localiza-
tion and monitoring of weeds. Currently, machine vi-
sion and robotic technology for automated weed control
have been demonstrated in certain speciality crops [10].
However, commercial-scale applicability to row crops
such as cotton in varying growing conditions has yet to
be evaluated or demonstrated. Lack of a robust machine
vision system capable of weed recognition with accu-
racy exceeding 95% in unstructured field conditions has
been identified as one of the most critical technological
bottlenecks towards full realization of automated weed-
ing [11]. The key to addressing this bottleneck thus lies
in the development of image analysis and modeling al-
gorithms of high and robust performance.

Image analysis methods based on the extraction of
color and texture features, followed by thresholding or
supervised modeling, are widely used for weed classifi-
cation and detection [12, 13]. A variety of color indices
that accentuate plant greenness have been proposed for
separating weeds from soil backgrounds [13, 14]. The
color indices that are developed from empirical obser-
vations are however not robust enough in dealing with
images acquired under variable field lighting condi-
tions [15]. In [16], texture features including local bi-
nary pattern and covariance features were used to per-
form weed classification, and the extracted features that
were applied to a robotic platform, achieved an accu-
racy of 92.3% on the dataset containing 40 images of 6
weed species. Local shape and edge orientation features
were used in [17] for discriminating monocot and di-
cot weeds, which achieved an overall accuracy of 98.4%
based on AdaBoost with Naı̈ve Bayes. In [18], Fourier
descriptors and invariant moments were extracted and
fed into support vector machine for classifying four
common weeds in sugarbeet fields, resulting in an ac-
curacy of 93.3% accuracy. Despite promising results,
the aforementioned color or texture feature-based ap-
proaches require engineering hand-crafted features for
given weed detection/classification tasks, which may
not adapt satisfactorily to a more diverse set of imag-

ing conditions.
Recently, data-driven methods such as deep learning

(DL), e.g., convolutional neural networks (CNNs), have
been researched for weed classification and detection
[19]. CNNs are able to capture spatial and temporal de-
pendencies of images through the use of shared-weight
filters and can be trained end-to-end without explicit
feature extraction [20], empowering neural networks to
adaptively discover the underlying class-specific pat-
terns and the most discriminative features. In [21], a
CNN model, which was trained on a dataset contain-
ing 10413 images with 22 plant species at early growth
stage, achieved a classification accuracy of up to 98%.
A graph-based DL architecture with multi-scale graph
representations was developed in [22] for weed classifi-
cation, achieving an accuracy of 98.1% on the Deep-
Weeds dataset [23]. While successful, training such
DL models from scratch are very time-consuming and
resource-intensive, requiring high-performance compu-
tation units and large-scale, high-quality annotated im-
age datasets, which may not be readily available.

Transfer learning, a methodology that aims at trans-
ferring the knowledge across domains, can greatly re-
duce the training time and the dependence on mas-
sive training data by reusing already trained models for
new problems [24]. Therefore, deep transfer learning
(DTL, i.e., transferring DL models) only involves fine-
tuning model parameters using new datasets in the tar-
get domain. DTL has recently been investigated for
weed identification. In [23], two pretrained DL models
were fined-turned and tested on the DeepWeeds dataset,
achieving average accuracies above 95%. In [25], the
authors found that fune-tuning DL models on agricul-
tural datasets helped reduce training epochs while im-
proving model accuracies. They fine-tuned four DL
models on the Plant Seedlings Dataset [26] and the
Early Crop Weeds Dataset [27] and improved the clas-
sification accuracy by 0.51% to 1.89%, respectively. In
[28], six pretrained DL models wer adopted to classify
sugarbeet and volunteer potato images and achieved the
best accuracy of up to 98.7%. In [29], three pre-trained
CNN models, were used for weed classification, achiev-
ing 98.8% accuracy in classifying four weed species in
corn and soybean fields. These studies, however, only
experimented a small number of DL models. Given
active developments in DL model architectures [30], it
would be beneficial to the research community to evalu-
ate a broad range of state-of-the-art DL models on weed
identification, so as to facilitate informed selection of
high-performance models in terms of accuracy, training
time, model complexity, and inference speed.

Despite transfer learning strategies, having large vol-
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umes of annotated image data is highly desirable for
powering DL models in visual categorization tasks [31].
Currently, the dearth of such datasets remains a crucial
hurdle for exploiting the potential of DL and advanc-
ing machine vision systems for precision agriculture
[32, 33]. In weed detection, to achieve high accuracy
and robustness requires a dataset that provides adequate
representation of important weed species and accounts
for the variations associated with environmental factors
(e.g., soil types and characteristics, field light, shadows)
as well as growth-stage-related morphological or phys-
iological variations. Recently, Lu and Young (2020) re-
viewed 15 publicly available weed image datasets ded-
icated to weed control [32], such as DeepWeeds [23],
Early crop weed dataset [27], Open Plant Phenotyp-
ing Database [34], among some others. Most of these
datasets target a small number of weed species, with im-
ages acquired from a single growth season in geograph-
ically similar field sites. No image datasets of weeds
specific to cotton production systems have been pub-
lished so far.

In this paper, we present a new weed dataset collected
in cotton fields in multiple southern U.S. states over the
two consecutive seasons of 2020 and 2021. We establish
a comprehensive benchmark of a large set of DL archi-
tectures for weed classification on the new dataset. This
research is expected to provide a valuable reference for
future research on developing machine vision systems
for cotton weed control and beyond. The contributions
of this paper are highlighted as follows:

1. The presentation of a unique, diverse weed dataset1

consisting of 5187 images of 15 weed classes spe-
cific to the U.S. cotton production systems.

2. A comprehensive evaluation and benchmark of 27
state-of-the-art DL models2 through transfer learn-
ing for multi-class weed identification.

3. A novel DL-based cosine similarity metric for as-
sisting in the interpretation of DL output and a
weighted loss function for improving classification
accuracies for minority weed classes.

2. Materials and Methods

2.1. Cotton Weed Dataset
RGB (Red-Green-Blue) images of weed plants were

collected from cotton fields using either smartphones or
hand-held digital color cameras. For the sake of im-
age diversity, following the recommendations in [32],

1https://www.kaggle.com/yuzhenlu/cottonweedid15
2https://github.com/Derekabc/CottonWeeds

images were captured from different view angles, un-
der natural field light conditions, at varying stages of
weed growth, at different locations across the U.S. cot-
ton belt states (primarily in North Carolina and Missis-
sippi). Regular visits to cotton fields were conducted
throughout June to August in the growing seasons of
2020 and 2021 for weed image collection. In 2020,
images were mainly acquired in the cotton fields of
North Carolina State University research stations, in-
cluding Central Crops Research Station (Clayton, NC),
Upper Coastal Plain Research Station (Rocky Mount,
NC) and Cherry Research Farm (Goldsboro, NC). In
2021, more weed images were acquired in cotton fields
of R. R. Foil Plant Science Research Center (Starkville,
MS) and Black Belt Experiment Station (Brooksville,
MS) of Mississippi State University. To create a di-
verse, large-scale dataset, weed scientists at different in-
stitutions were invited to participate in the image collec-
tion effort. A Google form3 was created and shared for
uploading weed images and associated metadata (e.g.,
weed species, field sites, weather conditions).

The acquired images were first annotated for weed
species by weed experts during image submission
through the Google from, and the received images were
then annotated by trained individuals, and the final an-
notations were examined again by experts to ensure an-
notation quality. The images with multiple classes of
weeds were cropped so that each resultant image con-
tained a single class of weeds. The weed classes were
defined by common names of weed plants. At the time
of writing, the entire dataset contains more than 10000
images for over 50 weed species, which will be docu-
mented in detail in a future study. Here the weed dataset
used for benchmarking DL models consists of a total
of 5187 images for 15 common weed classes. The im-
age number for each weed class is shown in Fig. 1. It
should be noted that all weed classes, except Morning-
glory, correspond to single weed species. The images of
different Morningglory species (e.g., Ivy Morninglory,
Pitted Morningglory, Entireleaf Morningglory and Tall
Morningglory) were grouped together as a single weed
class, because of their similarity in weed management.
Overall the weed classes including Morningglorg, Car-
petweed, Palmer Amaranth, Waterhemp and Purlane are
the four major classes in terms of image number, as op-
posed to weed species like Crabgrass, Swinecress and
Spurred Anoda, corresponding to minority classes. It
is clear that the present dataset has unbalanced classes.
The class imbalance generally poses a challenge to ma-

3https://forms.gle/zr9wa1uu7qHTFiK2A
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Figure 1: Bar plot of the cotton weed dataset. Images per weed class are randomly partitioned into 65%-20%-15% splits of train, validation and
test subsets, respectively. Numbers above the bars represent the total number of images for the corresponding weed classes.

chine learning modeling, which will be discussed in
Sections 2.4 and 3.2.

Fig. 2 shows example images from the cotton weed
dataset. The images within the same weed class have
large variations in leaf color and morphology, soil
background and field light conditions, which are de-
sirable for building models robust to image conditions
or dataset shift. The image variations vary among
weed classes; despite distinct identifying characteris-
tics, some weed classes exhibit relatively high similari-
ties in the plant morphology. For instance, some young
Morningglory and Spurred Anoda seedlings have simi-
lar, broad leaves, and the latter is also similar to Prickly
Sida in terms of toothed leaf margins. Goosegrass and
Crabgrass are both grassy weeds that grow prostrate on
the ground, with similar leaf shapes. Palmer Amaranth
and Waterhemp that are both pigweed species may look
similar and are difficult to distinguish from each other.
These similarities may contribute to errors in weed iden-
tification by DL models. A quantitative DL-based sim-
ilarity measure along with a similarity matrix will be
discussed in later sections (see Sections 2.5 and 3.3) to
characterize the similarity among weed classes.

2.2. Transfer learning

Deep transfer learning (DTL) starts with a pre-trained
DL model on a large-scale dataset (e.g., ImageNet [35])
and then fine-tunes the model on a new dataset from the
specific domain of interest [24]. For the weed classifi-
cation in this study, we replace the last fully-connected
(FC) layers of DL models with a layer that has 15 neu-

rons corresponding to the same number of weed classes
in the cotton weed dataset.

Literature review was conducted to select appropri-
ate DL models for weed identification. The main se-
lection criterion was the demonstrated performance of
models in visual categorization tasks in the computer vi-
sion community and the availability of their source-code
implementations. As a result, a suite of 27 state-of-the-
art CNN models of different architectures, as summa-
rized in Table 2 , were selected for classifying the cotton
weed images here. Some of them including Xcpetion
[36], VGG16 [37], ResNet50 [38], InceptionV3 [39]
and DenseNet [40] has recently been evaluated for clas-
sifying weeds in other cropping systems [27, 23, 29].
The majority of these models, such as EfficientNet [41]
and MnasNet [42], remain to be evaluated for weed clas-
sification tasks.

The DL models were trained with a conventional
cross entropy (CE) loss function as follows:

CEloss = −

C∑
i=1

ti log(pi), (1)

where pi ∈ R15 is a vector of a Softmax output layer
[43] indicating the probability of the 15 weed classes.
Here C = 15 is the number of weed classes, and ti de-
notes the true probability and is defined as:

ti =

1, if i is the true label;
0, otherwise.

(2)

For model development and evaluation, the cotton
weed dataset was randomly partitioned into three sub-
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Figure 2: Example images from the cotton weed dataset. Each row displays randomly selected images from each of the 15 weed classes.
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sets: 65% for training, 20% for validation and 15% for
testing, as shown in Fig. 1. All training and validation
images were resized to 512 × 512 pixels in size before
being fed into DL models (images of 256 × 256 and
1080 × 1080 pixels were also examined, but the size
of 512 × 512 pixels was found to be better in terms of
accuracy and speed). The image pixel intensities per
color channel were normalized to the range of [−1, 1]
for enhanced image recognition performance [44]. In
addition, for better model accuracy, real-time data aug-
mentation was conducted by randomly rotating images
in the range of [−180o,+180o] and random flipping dur-
ing the training process.

Because of the random nature of dataset partition,
it would be desirable to run model training and test-
ing multiple times for obtaining a reliable estimate of
model performance [45]. In this study, DL models were
trained with 5 replications, with different random seeds
that were shared by all the models, and the mean accu-
racies on test data were computed for performance eval-
uation. All the models were trained for 50 epochs (that
were found sufficient for modeling the weed data) with
the SGD (stochastic gradient descent) optimizer and a
momentum of 0.9. The learning rate was initially set to
be 0.001, and dynamically decreased by a factor of 0.1
every 7 epochs for stabilizing model training. The DL
framework Pytorch (version 1.9) with Torchvision (ver-
sion 0.10.0) [46] were used for model training, in which
a multiprocessing package4 was employed with 32 CPU
cores to speed up the training. The experiments were
performed on an Ubuntu 20.04 server with an AMD
3990X 64-Core CPU and a GeForce RTX 3090Ti GPU
(24 GB GDDR6X memory). Readers are referred to
the open-source codes5, for detailed implementation of
transfer learning for the 27 DL models.

2.3. Performance Metrics

The performance of the DL models in weed identi-
fication was evaluated in terms of number of model pa-
rameters, training and inference times, confusion matrix
and F1-score.

2.3.1. Number of Model Parameters
In this study, pretrained DL models were fined tuned

by updating all the model parameters for the weed clas-
sification task. Thus the number of model parameters
refer to all the weights (and biases) in the network that

4https://docs.python.org/3/library/

multiprocessing.html
5Code at: https://github.com/Derekabc/CottonWeeds

are updated/learnt during the training process through
back-propagation. The parameter number is a direct
measure of model complexity: networks with a larger
number of parameters potentially require greater de-
ployment memory and incur longer training and infer-
ence times (see Subsection 2.3.2).

2.3.2. Training and Inference Times
The training time is the time required to train a DL

model with prescribed model configurations and com-
puting resources. The training time depends on factors
such as model architecture, number of model parame-
ters, data size, hyper-parameters, DL framework as well
as computing hardware. The training time is an im-
portant consideration where development time and re-
sources are constrained.

A trained DL model is to be used to make predic-
tions (also known as inference). The inference time (i.e.,
latency) is one crucial aspect in deploying DL models
for real-time applications (e.g., in-field weed identifica-
tion). It is the time that a trained DL model takes to
make a prediction given an image input. In this paper,
for reliable estimation, the inference time was measured
as the average time needed to predict 30 weed images
randomly selected from the testing dataset.

2.3.3. Confusion Matrix and F1-score
The confusion matrix on testing images, which pro-

vides the accuracy for each class while revealing de-
tailed misclassifications, was presented to show the
classification for individual weed classes. The classifi-
cation accuracy was measured in terms of F1 score. For
the multi-class weed classification, the micro-averaged
F1 score [47] was calculated as the classification accu-
racy. In micro-averaging, the per-class classifications
are aggregated across classes to compute the micro-
averaged precision P and recall R by counting the total
true positives, false negatives and false positives, and
then a harmonic combination of P and R, i.e., Micro-
F1, as follows:

F1 =
2PR

P + R
. (3)

2.4. Weighted Cross Entropy Loss

The CE loss function defined in Eqn. 1 does not ac-
count for the class imbalance encountered in the cotton
weed dataset (Fig. 2) in this study. Training with the CE
loss may result in large classification errors for minority
weed classes (e.g., Spurred Annoda). To mitigate this
issue, a weighted cross entropy (WCE) [48] loss func-
tion was introduced, performing re-weighting according
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to image numbers for each weed class as follows:

WCEloss = −

C∑
i=1

wi ti log(pi), (4)

where w is a weighting vector that assigns individual-
ized penalty to each class, preferentially placing larger
weights on minority classes. The conventional CE loss
without considering class imbalance corresponds to a
weighting vector of ones (the CE column in Table 1). In
this study, an inverse-proportion weighting strategy [48]
was adopted to assign the weight to the ith weed class
as follows:

wi =
Nmax

Ni
, (5)

where Ni denotes the number of images for the ith weed
class and Nmax represents the maximum number of im-
ages among classes, i.e., 1115 (for Morningglory). As
a result, weed classes with fewer images are assigned
with relatively greater weights. For example, the weight
for Spurred Anoda is set to be 18.3 (1115/61). This
strategy, which enforces larger penalties on misclassifi-
cations for minority classes, can potentially enhance the
classification accuracy for these classes. In preliminary
testing, it is observed that the direct inversion of image
ratios may lead to sub-optimal performance, hence the
final adopted weights are fine-tuned and empirically set
as shown in the WCE column in Table 1. Other dif-
ferent choices of weighting strategies are discussed in
Section 4.1.

Table 1: Weighting coefficients of weed classes for CE loss, Eqn. 5
and WCE loss functions.

# of images
Weighting Coefficients
CE Eqn. 5 WCE

Morningglory 1115 1.0 1.0 1.4
Carpetweed 763 1.0 1.463 2.05

Palmer Amaranth 689 1.0 1.62 2.27
Waterhemp 451 1.0 2.47 3.46

Purslane 450 1.0 2.48 3.47
Nutsedge 273 1.0 4.09 5.72
Eclipta 254 1.0 4.39 4.39

Spotted Spurge 234 1.0 4.77 4.77
Sicklepod 240 1.0 4.65 4.65

Goosegrass 216 1.0 5.16 5.16
Prickly Sida 129 1.0 8.64 8.64

Ragweed 129 1.0 8.64 8.64
Crabgrass 111 1.0 10.05 10.05

Swinecress 72 1.0 15.49 15.49
Spurred Anoda 61 1.0 18.28 18.28

2.5. Deep Learning-based Similarity Measure
To assist in the interpretation of DL classifications, an

inter-class (or within-class) analysis was conducted by

quantifying the similarity of the images of weed classes.
Euclidean distance is the most commonly used measure
of inter-class similarity, but it is sensitive to varying im-
age conditions (e.g., variable ambient light, variations
in camera view angle and position), which are typical
of the cotton weed images collected under natural field
conditions. Cosine similarity (CS), which measures the
cosine of the angle between two vectors and is thus not
sensitive to magnitude, offers an effective alternative to
the Euclidean distance [49].

In this study, we employed a DL-based CS measure
for quantifying inter-class similarities. A DL model was
used as feature extractor to obtain hierarchically learnt
high-level representation of weed images, based on
which the CS was calculated between two weed classes.
Specifically, the VGG11 [37] model was trained on the
cotton weed dataset through DTL, and the output of the
first FC layer was taken as the feature vector, which is of
length 4,096 (i.e., the output size of the FC layer in the
VGG11 network [37]). While other DL models can also
be used for feature extraction, the VGG11 was chosen
because it achieved the best trade-off between classifi-
cation performance and training time (see Table 2), par-
ticularly with high accuracies for minority weed classes
(see Table 3). Given the extracted features for any two
weed classes, the CS was calculated as follows [49] :

CS (x, y) =
1
N

N∑
i

xi
T yi

‖xi‖ ‖yi‖
, (6)

where xi and yi are two feature vectors extracted by the
VGG11 model and we randomly sample N = 30 pairs
of images from two weed classes of interest and com-
pute the averaged similarity value. The CS values range
from -1 to 1, where 1 means the two classes are perfectly
similar and -1 means they are perfectly dissimilar.

3. Experimental Results

3.1. Deep Learning Model Performance
Table 2 summarizes the number of model parame-

ters, training and inference times and F1 score of the
selected 27 DL models. There is a large variation in
the number of parameters across the models, ranging
from 0.74 M (million) in the SqueezeNet to 139.6 M
in the VGG19. Depending on model architectures, the
training time ranged from 37 min to 144 min. Models
with a larger number of parameters tended to require
a longer training time (see Fig. 3 left), because of in-
creased model complexity. The inference times also ex-
hibited an increasing trend with the number of parame-
ters (see Fig. 3 right), although it had a notably smaller
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Figure 3: Training and inference time v.s. number of parameters. The DL models are from the same family are labeled with the same marker.
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Figure 4: Training accuracy and loss curves for the deep learning models.

difference among models, ranging from 188 ms to 256
ms. Inference is mainly a forward propagation pro-
cess that requires no parameter estimation and is thus
far more efficient than training. Particularly, models in-
cluding AlexNet, SqueezeNet, GoogleNet, ResNet18,
ResNet50, VGGs, and MobileNets required inference
times less than 200 ms, translating into a prediction
speed of over 5 frames per second. The DL models
overall show good potential to be deployed for real-time
weed identification.

Figure 4 shows the training accuracy and loss curves
of the DL models. All the DL models exhibited promis-
ing training performance in terms of fast convergence
speed, low training losses and high training accuracies
(F1 scores). The training accuracies tended to plateau
after 10 epoches at a level exceeding 90%. Regard-
ing test accuracies (Table 2), ResNet101 achieved the
best overall F1-score of 99.1%, followed by ResNet50
with the F1=99.0%. There were other 12 models that

gave F1 scores exceeding 98%, such as three Densenet
variants, DPN68, MobilenetV3-large, mong others, and
the top-10 models achieved an average F1 score of
98.71%. On the other hand, three models including
AlexNet, SqueezeNet and MnasNet, yieleded the low-
est F1 scores that were close to or less than 96%, al-
though they were all superiorly efficient to train and fast
to make inferences.

The confusion matrices on test data for all the DL
models are available on our Github page6. Due to space
constraints, we only show the confusion matrices for
one top F1-score model, ResNet-101, and one low-
performant model, MnasNet (MnasNet1.0), in Fig. 5
and Fig. 6, respectively. The ResNet-101 yielded per-
fect classifications for 12 out of 15 weed classes, al-
though it misclassified 3%, 4% and 20% of the images

6https://github.com/Derekabc/CottonWeeds/tree/

master/Confusing_Matrices
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Table 2: Performance of 27 state-of-the-art deep learning models on the cotton weed dataset. Note that the variations in training time are negligible
so its standard deviation is not included. The top-10 testing accuracies of DL models are highlighted in bold. “M” stands for a million.

Index Model Parameter Number Training Time Training F1-Score Testing F1-Score Inference Time (ms)

1 AlexNet [50] 57.1M 37m 2s 95.4 ± 0.2 95.3 ± 0.4 188.5 ± 2.2

2 SqueezeNet [51] 0.743M 46m 7s 96.4 ± 0.2 95.8 ± 0.5 187.3 ± 1.6

3 GoogleNet [52] 5.6M 52m 28s 94.7 ± 0 97.8 ± 0.3 196.3 ± 0.5

4 Xception [36] 20.8M 89m 9s 94.7 ± 0.2 97.5 ± 0.4 211.3 ± 1.8

5 DPN68 [53] 11.8M 79m 10s 98.5 ± 0.1 98.8 ± 0.2 219.0 ± 6.9

6 MnasNet [42] 3.1M 51m 3s 91.8 ± 0.2 96.0 ± 0.4 191.2 ± 2.0

7 ResNet

ResNet18 [38] 11.2M 47m 30s 96.9 ± 0.1 98.1 ± 0.2 188.9 ± 0.9

ResNet50 [38] 23.5M 73m 17s 98.0 ± 0.1 99.0 ± 0.1 195.6 ± 0.4

ResNet101 [38] 42.5M 92m 55s 98.3 ± 0.1 99.1 ± 0.2 207.0 ± 0.6

10 VGG

VGG11 [37] 128.8M 67m 46s 97.3 ± 0.1 98.1 ± 0.2 194.1 ± 1.3

VGG16 [37] 134.3M 99m 25s 97.7 ± 0.2 98.1 ± 0.3 195.7 ± 1.4

VGG19 [37] 139.6M 112m 41s 97.9 ± 0.1 97.9 ± 0.2 197.2 ± 1.4

13 Densenet

Densenet121 [40] 7.0M 75m 40s 97.9 ± 0.1 98.7 ± 0.1 212.4 ± 0.8

Densenet161 [40] 26.5M 133m 42s 98.4± 0.1 98.9 ± 0.4 227.4 ± 0.5

Densenet169 [40] 12.5M 85m 1s 98.1 ± 0.1 98.9 ± 0.3 226.8 ± 0.5

16 Inception

Inception v3 [39] 24.4M 73m 50s 96.7 ± 0 98.4 ± 0.3 206.3 ± 0.4

Inception v4 [54] 41.2M 120m 42s 95.9 ± 0.1 98.1 ± 0.4 235.4 ± 0.8

Inception-ResNet v2 [54] 54.3M 124m 36s 94.0 ± 0.2 97.6 ± 0.4 255.9 ± 1.4

19 Mobilenet

MobilenetV2 [55] 2.2M 53m 27s 97.4 ± 0.1 98.4 ± 0.1 191.1 ± 0.8

MobilenetV3-small [56] 1.5M 41m 27s 94.5 ± 0.2 96.6 ± 0.1 193.1 ± 1.2

MobilenetV3-large [56] 4.2M 49m 4s 96.6 ± 0.1 98.6 ± 0.2 193.8 ± 2.0

22 EfficientNet

EfficientNet-b0 [41] 4.0M 63m 39s 93.0 ± 0.1 97.4 ± 0.4 202.0 ± 5.6

EfficientNet-b1 [41] 6.5M 77m 8s 93.8 ± 0.2 97.3 ± 0.4 203.8 ± 0.8

EfficientNet-b2 [41] 7.7M 78m 56s 94.1 ± 0.2 97.8 ± 0.1 204.5 ± 1.7

EfficientNet-b3 [41] 10.7M 92m 51s 95.0 ± 0.2 98.2 ± 0.1 211.3 ± 1.2

EfficientNet-b4 [41] 17.6M 113m 12s 94.1 ± 0.2 97.8 ± 0.2 216.3 ± 1.3

EfficientNet-b5 [41] 28.4M 144m 44s 94.1 ± 0.3 97.4 ± 0.1 224.1 ± 1.5

of Goosegrass, Palmer Amaranth and Spurred Ann-
oda, respectively. Spurred Anoda was the most chal-
lenging weed class to distinguish from others. The
ResNet-101 achieved the classification accuracy of 80%
for this species, misclassifying 20.0% of the weed as
PricklySida. The MnasNet model only achieved the
accuracy of 20% in the identification of Spurred Ann-
oda, as shown in Fig. 6, misclassifying 60% and 20% of
the weed as Prickly Sida and Palmer Amaranth, respec-
tively. The poor accuracies are presumably because of
the smallest number of images available in the dataset
(61 as shown in Fig. 1). Similar low accuracies were
also observed for other minority weed classes such as
Crabgrass and Ragweed, with an accuracy of 88% and
80%, respectively, by the MasNet. To improve the per-

formance of DL models on the minority weed classes,
the proposed WCE loss function is discussed next.

3.2. Performance Improvement with the WCE Loss

Fig. 7 shows the confusion matrix achieved by the
MnasNet model trained with the WCE loss function
(Eqn. 4). The WCE-based model achieved remarkable
improvements over the counterpart (Fig. 6) trained with
the regular CE function (Eqn. 1) in classifying minor-
ity weed classes. The classification accuracy of Spurred
Annoda jumped from 20% to 80%, and the accuracies
for Crabgrass and Ragweed were improved from 88%
to 94% and from 80% to 95%, respectively.

Table 3 compares the classification accuracies by five
selected models (including the aforementioned Mnas-
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Figure 5: The confusion matrix of the ResNet-101 model on the test dataset.
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Figure 6: The confusion matrix of the MnasNet model on the test dataset.

Net) using the CE loss and the WCE loss. The confu-
sion matrices for all the DL models trained with the CE
and WCE loss separately are available at the site7. Em-
phasis here is placed on classifying two majority weeds,

7https://github.com/Derekabc/CottonWeeds/tree/

master/Confusing_Matrices

Morningglory and Waterhemp, and two minority weeds,
Crabgrass and Spurred Anoda. Considerable improve-
ments were achieved by all these models for the mi-
nority weed classes. Notably, in addition to MnasNet,
EfficientNet-b2 and Xception achieved improvements
of 40% and 20% in identifying Spurred Anoda, respec-
tively, compared to the models the CE loss.
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Figure 7: The confusion matrix of the MnasNet model with the weighted cross entropy loss strategy evaluated on the test dataset.

Despite improvements on minority classes, models
like Xception, MnasNet and EfficientNet-b2 resulted in
a slightly decreased accuracy for Morningglory. This is
because the WCE strategy that placed stronger weights
on minority classes might negatively affect the classi-
fication for major classes. Nonetheless, the significant
improvements on the minority classes outweighed the
decrease accuracy in the majority classes, leading to
overall improvements in F1-score by these models. Par-
ticularly, DenseNet161 achieved an overall F1-score of
99.24%, outperforming the ResNet101 that achieved the
best accuracy (99.1%) among all the CE-based mod-
els. The VGG11 saw a slight decrease in the overall
F1-score, but it is encouraging to see that the model
achieved 100% classification for Spurred Anoda that
has only 61 images in the weed.

3.3. Weed Similarity Analysis

Fig. 8 shows an inter-class CS (cosine similarity)
matrix based on the features extracted by the VGG11
model (with the CE loss) (Section 2.5). The CS matrix
helps explain misclassifications by DL models among
weed classes. Weed classes that share more common
features tended to have higher CS values. For example,
Goosegrass and Crabgrass that are both grassy weeds
in the Poaceae family, had a CS of 0.69, greater than
their similarities with all other weeds. The high CS is
in agreement with the classification errors observed be-
tween the two classes (see Fig. 5, Fig. 6 and Fig. 7).

For the ResNet101 model, for instance, all the 3% mis-
classifications for Goosegrass were due to misclassify-
ing the weed as Crabgrass (Fig. 5). Spurred Anoda and
Prickly Sida are another pair of similar weeds, which
both have toothed leaf margins and are members of the
Mallow family. The globally highest CS of 0.73 was
observed between the two classes. Their strong similar-
ity, along with the fact that Prickly Sida has more than
twice as many images as Spurred Anoda, explains the
significant proportion of Spurred Anoda misclassified
as Prickly Sida (see Fig. 5, Fig. 6 and Fig. 7).

4. Discussion and Future Research

In this section, we discuss two potential approaches
to improving the performance on minority weed classes,
which will be investigated in future studies.

4.1. Weighted Loss Functions

The WCE loss function (Eqn. 4) improves the CE
loss by adaptively assigning weights to individual weed
classes to account for class imbalance. In addition to
the weighting in Eqn. 5, there are other weighting [48]
or cost-sensitive methods [57] to cope with imbalanced
data.

The class-balanced (CB) loss introduced in [58] re-
balances the classification loss based on the effective
number of samples for each class.
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Table 3: Performance comparison between cross entropy (CE) loss and weighted cross entropy (WCE) loss for each weed class and the overall
F1-score (%).

Morningglory Waterhemp Crabgrass Spurred Anoda Overall F1-score

CE WCE CE WCE CE WCE CE WCE CE WCE

Densenet161 100 100 98.53 100 100 100 70 80 98.85 99.24

Xception 100 98.21 100 100 94.12 100 50 70 97.58 97.96

Mnasnet 98.81 95.83 97.06 97.06 88.24 94.12 20 80 95.67 96.06

EfficientNet-b2 98.81 97.02 100 100 94.12 100 40 80 97.71 97.96

VGG11 99.4 97.02 98.53 100 100 94.12 90 100 97.84 97.07
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Figure 8: The similarity matrix achieved by the deep learning-based similarity measure scheme 2.5 on the cotton weed dataset. The diagonal entries
indicate the perfect similarity of each class with itself

The CB loss is defined as:

CBloss = −

C∑
i=1

1 − β
1 − βn ti log(pi), (7)

When β = 0, the CB loss is equivalent to the CE loss
and β → 1 corresponds to re-weighting by inverse
class frequency, which enables us to smoothly adjust
the class-balanced term between no re-weighting and
re-weighing by inverse class frequency [58].

Focal loss (FL), which was originally proposed in
[59], offers another promising alternative for imbal-
anced learning, which is calculated as follows:

FLloss = −

C∑
i=1

(1 − pi)γ ti log(pi), (8)

where (1 − pi)γ is called the modulating factor, which
allows down-weighting the contributions of easy exam-

ples or majority classes during training while rapidly
focusing on challenging classes that have few images.
Here, γ ≥ 0 is the focusing parameter, and FL loss is
reduced to the conventional CE loss when equivalent to
γ = 0.

In future research, we will experiment and evaluate
these weighted loss functions for improved classifica-
tion of minority weed classes.

4.2. Data Augmentation
In this paper, although overall DL models achieved

remarkable weed identification accuracy, some models
that prove to be powerful in visual categorization tasks,
like EfficientNet [41], did not perform well as expected,
especially on minority weed classes8. This is likely due

8https://github.com/Derekabc/CottonWeeds/tree/

master/Confusing_Matrices/csv
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to the fact that these models are heavily reliant on large-
scale data to be sufficiently optimized while avoiding
overfitting [60]. One intuitive solution is to collect more
images for the under-performed weed classes. Unfortu-
nately, many weed species may be difficult to collect
due to unpredicted weather conditions and limited ac-
cess to a diversity of field sites.

Data augmentation (DA) offers an effective means to
address the insufficiency of physically collected image
data. In DA, a suite of techniques [60], such as geo-
metric transformations, color space augmentations and
generative adversarial networks (GANs), can be used to
enhances the size and quality of training images such
that deep learning models can be trained on the arti-
ficially expanded dataset and then gain better perfor-
mance. Particularly, GANs have received increasing at-
tention, representing a novel framework of generative
modeling through adversarial training [61]. Recently,
GAN methods have been investigated for weed classi-
fication tasks [62, 62] to address the lack of large-scale
domain datasets. In this paper, we also applied geo-
metric transformation methods such as random rotation
and pixel normalization, but did not fully explore the
potential of DA techniques in the classification of weed
images, which will be a subject of future research.

5. Conclusion

In this study, a first, comprehensive benchmark of a
suite of 27 DL models was established through trans-
fer learning for multi-class identification of common
weeds specific to cotton production systems. A ded-
icated dataset consisting of 5187 images of 15 weed
classes was created by collecting images under natural
light conditions and at varied weed growth stages from a
diversity of cotton fields in southern U.S. states over two
growth seasons. DTL proved to be effective for achiev-
ing high weed classification accuracies (F1 score >95%)
within reasonably short training time (<2.5 hours).
ResNet101 was the best-performant model in terms of
the highest accuracy of F1=99.1%, and the top-10 mod-
els resulted in an average F1-score of 98.71%. A WCE
loss function was proposed for model training, in which
individualized weights were assigned to weed classes to
account for class imbalance, which achieved substan-
tial improvements in classifying minority weed classes.
A DL-based cosine similarity metric was found to be
useful for assisting the interpretation of the misclassifi-
cations. Both the source codes for model development
and evaluation and the weed dataset were made pub-
licly accessible for the research community. This study
provides a good foundation for informed choice of DL

models for weed classification tasks, and can be benefi-
cial for precision agriculture research at large.
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