
 
 

Delft University of Technology

Numerical simulation framework for radio wave soil treatment for pathogen suppression

Sturm, G. S.J.; van der Wurff, A.; Linnenbank, S.; Bonnet, J.; Koppert, A.

DOI
10.1016/j.compag.2023.107992
Publication date
2023
Document Version
Final published version
Published in
Computers and Electronics in Agriculture

Citation (APA)
Sturm, G. S. J., van der Wurff, A., Linnenbank, S., Bonnet, J., & Koppert, A. (2023). Numerical simulation
framework for radio wave soil treatment for pathogen suppression. Computers and Electronics in
Agriculture, 211, Article 107992. https://doi.org/10.1016/j.compag.2023.107992

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1016/j.compag.2023.107992
https://doi.org/10.1016/j.compag.2023.107992


Green Open Access added to TU Delft Institutional Repository 

'You share, we take care!' - Taverne project  
 

https://www.openaccess.nl/en/you-share-we-take-care 

Otherwise as indicated in the copyright section: the publisher 
is the copyright holder of this work and the author uses the 
Dutch legislation to make this work public. 

 
 



Computers and Electronics in Agriculture 211 (2023) 107992

Available online 13 July 2023
0168-1699/© 2023 Elsevier B.V. All rights reserved.

Numerical simulation framework for radio wave soil treatment for 
pathogen suppression 

G.S.J. Sturm a,*, A. van der Wurff b, S. Linnenbank c, J. Bonnet d, A. Koppert c 

a Process & Energy department, Delft University of Technology, Leeghwaterstraat 39, 2628 CB Delft, the Netherlands 
b Groen Agro Control, Distributieweg 1, 2645 EG Delfgauw, the Netherlands 
c Koppert Machines B.V., Vlotlaan 616, 2681 TX Monster, the Netherlands 
d Stichting Control in Food & Flowers, Distributieweg 1, 2645 EG Delfgauw, the Netherlands   

A R T I C L E  I N F O   

Keywords: 
Pathogen suppression 
Radio wave treatment 
Numerical simulation 

A B S T R A C T   

Thermal pathogen suppression in glasshouse horticulture by treatment with steam generated through combus
tion of fossil fuel will become progressively less desirable. Radio wave treatment could be an alternative. It has 
several advantages, the most notable is that it generates heat where it is needed in soil, so that it avoids heat 
losses and long process duration associated with heat transport. Radio wave treatment is a more dynamic and 
more complex process though, therefore more advanced development tools are needed to apply it effectively. To 
this end, this study describes the development of a framework for numerical simulation of this process to aid in 
the development of the radio wave treatment process. The modeling framework is COMSOL Multiphysics in 
combination with MATLAB, and the computational requirements are constrained to workstation grade hardware. 
Simulation results are presented to demonstrate the simulation.   

1. Introduction 

Presently steam treatment is being used for pathogen suppression in 
glasshouse horticulture. This is an energy and labor intensive process. In 
particular, regarding the latter aspect, it involves combustion of fossil 
fuels, which is undesirable due to the CO2 emissions that are entailed. In 
view of these drawbacks, an alternative would be much desired. The 
context of this study is one such alternative. Specifically, treatment of 
soil with a radio frequency field, to heat the soil and thereby suppress 
pathogens. The primary system considered herein is the Agritron vehicle 
(Fig. 1) developed by Koppert Machines B.V., though the approach of 
this study can be generalized for similar applications. The Agritron is a 
tracked vehicle with a powerful radio frequency source that directs 
electromagnetic energy into the soil in an open ground horticulture 
context. In the soil, this energy is dissipated into heat, which causes 
suppression of pathogens. The vehicle directs a maximum of 100 kW of 
radio wave energy at a frequency of 915 MHz through an antenna into 
the soil that the vehicle rides over. The prototype treats a path of 1.2 m 
width; its operation is illustrated by the thermogram included in Fig. 1 
(acquired with a FLIR A655sc thermal camera) that shows the heated 
track behind the vehicle. Video footage of an earlier prototype can be 
found online (Koppert Machines, 2014). 

In comparison to current steam treatment practices, radio wave 
treatment has compelling attributes. In principle, it can be automated to 
reduce the labor requirement. It could potentially accommodate 
renewable electrical energy sources. It may also allow for more selective 
application of energy to soil, since at any instance only a relatively small 
amount of soil is treated, as opposed to a large surface bed that is treated 
in the case of steam treatment. Despite the compelling features, there are 
also considerable challenges. It involves complex and expensive custom- 
built equipment. Furthermore, the physical and biological processes that 
are involved with the treatment processes are more intricate. A plain 
trial and error approach would therefore be difficult to sustain. 

To support the development of this treatment process, a computer 
simulation would be helpful to manage the complexities in an inex
pensive and flexible manner. The goal of this present study is therefore 
to develop a framework for numerical simulation of radio wave treat
ment of horticulture soil. At present, there is little experimental data on 
this treatment process, especially with respect to the particular fre
quency band that is employed. Consequently, it would be problematic to 
validate the model, or to establish directions to guide its development 
towards. Accordingly, it is decided not to develop a model for a 
particular use case, but instead to develop a framework that maintains 
flexibility. As a body of practical and experimental experience on the 
process will materialize over time, this will allow subsequent iteration of 
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Appendix A List of Symbols 

B magnetic flux vector 
c diffusion coefficient in PDE interface 
c0 speed of light in vacuum 
Cn function coefficients for coefficients numbered 0 to 7 
Cp,a specific heat of air 
Cp,s dry specific heat of solids in soil 
Cp,sl specific heat of solids and liquids in soil 
Cp,wl specific heat of liquid water 
Cp,wv specific heat of water vapor 
da damping or mass coefficient in PDE interface 
E electric field vector component of the radio wave field 
∂tHs,sl,cc enthalpy rate of change due to advection of temperature 

gradient 
∂tHs,sl,dc enthalpy rate of change due to liquid water diffusion 
∂tHs,sl,hc enthalpy rate of change due to thermal conduction 
Ea activation energy 
f source term in PDE interface 
f spatial volume fraction 
fA function of Antoine equation that relates vapor pressure of 

water to temperature 
fD function that relates diffusivity of moisture in soil to its 

moisture content 
fε function of humidity variation of Debye dielectric model 

parameters 
g gravitational acceleration 
Gr Grashof number 
H magnetic field vector component of the radio wave field 
hn,m mass transfer coefficient for natural convection 
hn,T heat transfer coefficient for natural convection 
Hs,sl sensible enthalpy of liquid and solid part of soil 
Hs,av sensible enthalpy of water vapor and air in soil 
Hv,0 Hv enthalpy of vaporization of water 
i imaginary unit 
ISM Freiquency bands available for Industrial, Scientific, and 

Medical purposes. 
j species number 
k permeability for Darcy flow 
k0 vacuum wavenumber 
k(T) temperature dependent rate constant of pathogen 

inactivation kinetics 
kTref rate constant of pathogen inactivation kinetics at reference 

temperature 
L characteristic length for natural convection 
Ls length scale related to surface evaporation boundary 

condition 
Ma molecular weight of air 
Mw molecular weight of water 
mw
mt 

mass ratio of humidity in soil to the total soil mass 
N pathogen population number 
n molar bulk density of a fluid in soil 
n vector orthogonal to surface 
na molaxr bulk density of air in soil 
NL pathogen population number on logarithmic scale 
Nu Nusselt number 
nwl molar bulk density of liquid water in soil 
nwv molar bulk density of water vapor in soil 
p pressure 
p̃ pressure with respect to ambient pressure 
p0 ambient pressure 
PDE partial differential equation 
Pr Prandtl number 
pv vapor pressure of water 
QRF electxromagnetic heat generation 

Qv heat of evaporation 
Qv,bc heat of evaporation to surroundings in vicinity of soil 

surface 
QΔT sensible heat transfer 
R gas constant 
Ra Rayleigh number 
RF radio frequency 
rv rate of evaporation 
rv,bc heat of evaporation in vicinity of soil surface 
Sc Schmidt number 
Sh Sherwood number 
T temperature 
t time 
Tamb ambient temperature 
Tav temperature of gas and vapor 
THv,0 reference temperature for enthalpy of vaporization of 

water 
Tsl temperature of solid and liquid 
Tref reference temperature for pathogen inactivation kinetics 
u0 vehicle velocity 
uav gas and vapor velocity in soil, including imposed advection 
uDarcy flow in porous medium according to Darcy’s Law, not 

including imposed advection 
uw flow velocity in direction of coordinate w 
V arbitrary variable 
V arbitrary vector variable 
V̂ smoothed arbitrary variable, indicated by caret 
V(t) function of separated variable t 
w coordinate perpendicular to boundary plane 
WR975 waveguide, rectangular of 9.75″ width 
W(w) function of separated variable w 
α thermal diffusivity of ambient air 
α conservative flux convection coefficient in PDE interface 
αcombi combined diffusivity 
αp diffusivity of gas and vapor pressure in soil 
αs smoothing parameter 
αv diffusivity of water vapor in air 
αw diffusivity of moisture in soil 
β thermal expansion coefficient of ambient air 
β convection coefficient in PDE interface 
βv relaxation length 
γp inverse length scale related to pressure boundary condition 

in soil 
γs inverse length scale related to surface evaporation 

boundary condition 
ΔT characteristic temperature difference between soil surface 

and ambient air 
ε dielectric permittivity 
ε’ real part of the complex relative permittivity 
ε’’ imaginary part of the complex relative permittivity 
ε∞ dielectric permittivity at infinite frequency 
ε0 permittivity of vacuum 
εe dielectric permittivity of environment species 
εi dielectric permittivity of inclusion 
εj dielectric permittivity of j-th species 
εeff effective dielectric permittivity 
εr complex relative dielectric permittivity 
εs dielectric permittivity at zero frequency 
κ thermal conductivity of soil 
κ thermal conductivity of ambient air 
κav thermal conductivity of air in porous volume of soil 
μ dynamic viscosity 
μ dynamic viscosity of ambient air 
μ0 magnetic permeability of vacuum 
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the model. In effect, we propose to develop the practical and experi
mental knowledge in parallel with supporting computer models. The 
simulation framework that is presented herein hence amounts to the first 
step on the simulation side, and is to be improved upon at later stages. 

This article continues in Section 2 with an overview of the context of 
the development, and the objectives for the numerical model. Section 3 
presents a general overview of the model, while Sections 4 to 7 discuss 
the model descriptions of the individual sub-processes. Section 8 dem
onstrates and evaluates the model with simulation results, and is fol
lowed by a concluding section. 

2. Context and objectives for model development 

The objective for the simulation framework is to facilitate evaluation 
of several aspects relevant to the context of radio wave treatment of soil. 
These are: the dynamic nature of the radio wave treatment process; the 
effect of the operating frequency; the potential occurrence of intricate 
biological mechanisms that relate in a complex manner to temperature 
development; and the integration with wider energy supply systems. 

2.1. Rapid treatment process, more parameters 

Steam treatment (Dabbene, et al., 2003), the method for pathogen 
suppression that radio wave treatment intends to replace, is outlined as 
follows. First a large sheet is manually placed over the soil, and weights 
are placed around the edges to contain the gaseous volume under the 
sheet. Then, superheated steam is injected under the sheet. Optionally, 
porous vacuum lines are installed in the soil to provide suction to draw 
heat into the soil. Over a period of several hours the soil temperature will 
rise sufficiently and down to a sufficient depth to suppress or eliminate 
pathogens that damage crops. For steam treatment, the treatment pa
rameters essentially are limited to the duration and the suction pressure 
applied to porous tubing in the soil. 

Radio wave treatment, in contrast, involves many more factors. Pa
rameters to consider are: the much shorter duration of the exposure; the 

desired peak temperature; the desired rate of temperature rise; the 
vehicle velocity; the radio wave power; and the potential implementa
tion of demand response integration with the electricity network as will 
be explained in the next section. Optimum treatment settings are to be 
determined for each case that is defined by: soil type and composition; 
type and number of pathogens that are present; and the crop that is 
cultivated. This increased complexity makes it more difficult to find an 
optimum treatment solution via practical trials alone. 

2.2. Operating frequency selection 

Much of the difficulty stems from the introduction of radio wave 
heating equipment into a horticulture environment. In particular 
because it concerns less accessible custom-built 915 MHz equipment. 
For heating applications, several frequency bands are available that are 
known as ISM (Industrial, Scientific and Medical) bands (ITU, 2020). For 
other ISM bands, equipment is more readily available, most notably 
domestic microwave ovens for the 2450 MHz band. Hence studies would 
understandably gravitate towards those other frequencies. A review by 
Nelson (1996) reports on several works on the application of electro
magnetic fields for soil disinfestation dating back to the 1970s. In it, the 
author includes a few studies that use radio frequency fields in either the 
27 MHz or the 40 MHz ISM bands. Aside from these, all other studies use 
the 2450 MHz band, many by means of domestic microwave ovens. 
What Nelson concludes is that applicability of microwave energy is 
restricted due to the limited depth to which the microwave field can 
penetrate into soil, in addition to the high energy demand. One of the 
studies mentioned is the work by Ferriss (1984), who concludes that 
microwave energy is indeed effective, though only on a small scale. 

Research has been ongoing. Rasing and Jansen (2007) demonstrate 
the effectiveness of electromagnetic heating on potting soil and agri
cultural substrates. They report on both a 27 MHz and a 2450 MHz 
source. In a later work (Rasing & Jansen, 2010), they report on the 
feasibility of a variety alternatives for steam treatment, including the 
Agritron system. In a development similar to the scope of the Agritron, 

μr complex relative magnetic permeability 
ρ density of ambient air 
ρs dry density of solids in soil 
ρwl density of liquid water 
σ electric conductivity 

τ relaxation time constant of dielectric polarization 
τv relaxation time constant 
φ relative porous volume 
ω angular frequency of the radio wave field 
ωbc characteristic radial frequency of process dynamics  

Fig. 1. Agritron prototype in operation; thermogram captured with FLIR A655sc with 24.6 mm T197922 lens.  
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Brodie and co-workers (2012) (2015) (2020) show the effectiveness and 
operational flexibility of 2450 MHz systems. Their studies involve irra
diation through antennas downward onto soil, both in a configuration 
with a column of soil exposed by a static generator, and in a different 
configuration with a mobile generator that is drawn over the soil surface 
in a field. 

The choice for a particular frequency in many cases is likely expe
diently decided upon based on availability and cost of equipment. The 
selection in particular cases can be entirely valid, though it must be 
noted that the frequency band impacts the effectiveness of the treat
ment. The domestic microwave ovens that are often used for research 
purposes are not designed specifically for the purpose of soil disinfes
tation, rather their purpose is to prepare food. Likewise, the 2450 MHz 
frequency band that is used in these devices has been intended primarily 
for food preparation. The power output of these devices is limited to 
around a kilowatt, though industrial generators that provide up to 6 kW 
are also available. For small scale processes this may suffice, as does the 
efficiency of 60–70 % (Radoiu, 2011) (Meredith, 1998) that is typically 
offered by the magnetron tubes at this frequency. In contrast, thermal 
treatment of large volumes of soil, be it in open ground horticulture or 
batch-wise substrate volumes is much more energy-intensive. This di
rects the design of equipment to 915 MHz water–cooled magnetrons that 
have a much larger output of 100 kW and better efficiency of 80–90 % 
(Radoiu, 2011) (Meredith, 1998). In addition, the longer wavelength of 
915 MHz systems allows for deeper treatment of soil. Specifically, the 
depth of penetration scales by approximation with the ratio of the fre
quencies. Thus, at the longer wavelength of a 915 MHz radio wave field, 
the treatment can be expected to be about three times deeper than at 
2450 MHz. This also explains the restricted treatment volume reported 
in aforementioned prior studies (Nelson, 1996) (Ferriss, 1984). It has to 
be noted though, that a rule of thumb argument that states that 915 MHz 
is always preferable would not be well-considered. For example, the 
aforementioned studies by Brodie and co-workers aim for a shallow 
treatment. Consequently, in their case the higher operating frequency is 
preferred. 

2.3. Intricate biological processes 

Another aspect that may determine if radio wave heating is suitable, 
and if this is the case, what frequency is preferred, is the expected 
mechanism of action. At present, much remains unknown about the 
exact mechanism by which pathogens or crops are affected by radio 
wave fields. It is known, however, that intricate biological effects can be 
at play. Ample literature is available on the effects of thermal treatment 
of soil, on pathogens in soil, and the ability of soil to support crops and 
organisms. A comprehensive source in this context primarily on the 
topic of soil solarization is the work edited by Katan and DeVay (1991a). 
They mention in one of their contributions (Katan & DeVay, 1991b) non- 
monotonic and interdependent interactions between soil and the or
ganisms that it supports, for example the need to avoid “disturbing the 
biological balance” and the risk of “creating a ‘biological vacuum’ which 
may facilitate a rapid and severe reestablishment of reinfesting patho
gens”. Some of their co-contributors (Griffin & Baker, 1991) (Chen, 
et al., 1991) refer to such processes as “the boomerang effect”, the 
general case in which a treatment creates an opportunity for pathogens 
to reestablish and reinfest, which negates the desired effect of the 
treatment process. A different publication provides an example related 
specifically to steam treatment; Roux-Michollet et al. (2010) showcase a 
treatment in which the number of bacteria – fluorescent pseudomonads 
populations – increases considerably. It is hypothesized that the slow 
acting steam treatment allows time for these bacteria to counteract the 
elevated temperature, and to subsequently quickly repopulate after 
temperature has dropped. A more rapid treatment may inhibit pathogen 
survival mechanisms such as spore formation or relocation. Aside from 
permitting time to deploy survival mechanisms, steam treatment might 
also release the water-soluble part of organic matter, which may benefit 

undesired organisms. This concerns bacteria in particular (Bollen, 
1969), but may include certain species of fungi too, such as Aspergillus 
fischeri, Penicillium luteum and P. baarnense (Warcup, 1951). A more 
dynamic treatment method could avoid such occurrences, in particular 
when the maximum temperature is regulated below a pre-determined 
threshold at which organic matter is released. For steam treatment 
this could be difficult, because steam is invariantly at a boiling tem
perature of 100 ◦C. In contrast, for radio wave treatment there is more 
flexibility in the maximally applied temperature. The intricacy of 
interacting biological systems is further illustrated several examples 
included herein. The work of Abbey, et al. (2017) who investigate the 
treatment with microwave energy of vermicasts to increase the 
bioavailability of nutrients and induce plant growth enhancement. Miler 
& Kulus (2018) investigate the potential of microwave irradiation for 
mutation breeding of chrysanthemum. Mahdi, et al. (2021) study the 
effect of microwave radiation on fungi, bacteria and growth character
istics. Khan, et al. (2016) investigate the effect of microwave treatment 
to enhance wheat yield. These studies all employ a microwave field at 
2450 MHz, and observe effects beyond a straightforward thermal effect 
of microwave exposure on pathogen inactivation. Consequently, despite 
the fact that the Agritron operates at a frequency that is close to but 
different from the 2450 MHz frequency that is used in these studies, it 
must be noted that a provision is desired in the modeling framework that 
allows more intricate biological effects like the ones mentioned here to 
be included in it, as well as to allow for a different operating frequency. 

2.4. Integration into energy infrastructure 

A final aspect that relates to the development of radio wave treat
ment of soil are the global environmental challenges. As the past re
strictions of pesticides, fumigation agents or other chemical means of 
pest control were important incentives for the shift towards thermal 
treatment of soil with steam, a similar transition is likely to occur if 
progressively more restrictions on carbon dioxide emissions come into 
force. If renewable electrical power becomes the sole source of energy 
that is available for thermal treatment of soil, then radio wave heating is 
the straightforward design option. The main benefit is that it enables 
heat to be generated selectively in the location where it is actually 
needed, rather than being generated in a boiler and subsequently 
transferred by steam or another heat transfer agent, incurring losses in 
the process, and being applied non-selectively to a large volume of soil. 
Moreover, a fluctuating renewable source can in principle be accom
modated by real-time coordinated adjustment of both the generation of 
radio wave power and the driving speed of the vehicle. In this manner, 
radio wave treatment of soil could serve a secondary purpose as a de
mand response application (Conchado & Linares, 2012) that is inte
grated with short term electricity markets, specifically the intraday 
market and imbalance market (Welle, 2016) (Agro Energy, 2017). As 
such, dynamic variation of electricity consumption could be used to take 
advantage of low short term electricity prices. Possibly radio wave 
treatment could even be used to directly control the imbalance between 
supply and demand on the electricity grid. 

2.5. Objectives 

To address these contextual aspects, the modeling framework would 
primarily have a physics and engineering focus. At this stage a high fi
delity simulation is not called for, although this may change at a later 
stage. The following features would be desired, 

- Flexibility to be adapted to particular treatment cases as an inter
mediate step in the development of optimum treatment procedures 
for such cases. 

- Flexibility to be expanded with detailed biological process de
scriptions to evaluate the effects of these process variations on the 
treatment effectiveness via parametric studies. 
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- The possibility to evaluate and iterate the designs of the equipment 
for radio wave treatment via simulation as an intermediate step in 
the design process, i.e. to provide a “Virtual Agritron”.  

- The possibility to evaluate the effects of dynamic variation of the 
availability of renewable electrical energy sources.  

- A sufficiently low computational requirement to run the simulation 
on workstation grade hardware. 

3. Model overview 

The model described herein is developed to simulate radio wave 
heating of soil for disinfestation purposes. It is primarily intended as a 
tool for engineering and design of both the equipment for radio wave 
treatment of soil and for the processes of soil treatment with radio wave 
energy. Consequently, the aim is to make the modelling approach 
accessible on workstation grade hardware, and therefore several mea
sures are taken to reduce the computational requirements. Moreover, it 
is desired to use commercial software packages for numerical simula
tion. For this study, COMSOL Multiphysics 5.5 (COMSOL AB, 2019) in 
combination with MATLAB (The Mathworks, 2019) are selected. This 
combination has sufficient flexibility to allow progressive improvement 
of the modeling approach upon an initial framework. This section con
tinues with an outline of the modeling methodology and the approach to 
reduce the computational requirements. It discusses: the model geom
etry; the manner in which the respective sub processes are handled; and 
the simulation steps including the arrangement for antenna motion. 

3.1. Model geometry 

In order to reduce the computational requirements and to generalize 
the approach, a simplified geometry is used instead of the particular 
design of the Agritron prototype. The radio wave heating system is 
represented by a horn antenna as described by R. Meredith (1998) that is 
directed downwards into a body of soil while moving over it, as is 
depicted in Fig. 2. The input dimensions of the horn are equal to a 
WR975 waveguide, which is in accordance with the 915 MHz operating 
frequency. The model geometry includes only one symmetry half to 
reduce the computational requirement. The modeled soil volume is 3 m 
long, 0.6 m wide, and 0.5 m deep; this amounts to one symmetry half. 

3.2. Sub-processes 

The soil treatment process – depicted in Fig. 3 – is divided over four 
sub-processes: the electromagnetic process; the heat and mass transfer 
process; the pathogen inactivation; and crop growth. The first three 
processes are included in the simulation approach described herein. 

The first is the electromagnetic process concerning the transmission 
of the radio wave field through the antenna into the soil and possibly 
also the surroundings. This process causes heat generation in the soil. In 
the simulation, an electromagnetic inlet port condition is imposed on the 
horn antenna; for simplicity no additional radio wave equipment is 
included in the simulation. Electromagnetic energy transmission is 
simulated through the antenna and into the soil. Partial scattering to the 
above ground surroundings is also included. Section 5 and 6 discuss the 
electromagnetics model and the dielectric model respectively. 

The next sub-process is comprised of the transport phenomena of 
heat and mass transfer in the simulated soil volume. In general, coupled 
diffusion of moisture, heat, and vapor pressure through a porous me
dium may combine into more convoluted physical interactions (Henry, 
1948). In our case, soil is moist but not saturated with water; the soil 
zone that is being heated lies above the water table (Bear, 1972). This 
soil is porous, and pressure in its pore volume is therefore not due to 
hydraulic pressure of liquid water, but due to atmospheric pressure and 
– at elevated temperature – due to the vapor pressure of water. Heat 
transfer occurs through several mechanisms. There is thermal conduc
tion in soil, but also convection of heat though diffusion of liquid water. 
Moreover, since temperatures in excess of 70 ◦C are reached, vapor is 
generated which induces flow of air and water vapor present in soil. This 
subsequently causes additional convective heat transfer with this gas 
and vapor flow. In the simulation this flow is represented by Darcy’s law 
(King Hubbert, 1956); in effect it represents internal “steam” heating in 
the soil that is driven by vapor pressure caused by moisture heated by 
the radio wave field. The physical phenomena are mutually coupled, i.e. 
the electromagnetic field causes temperature and pressure variations in 
soil that drive the transport phenomena, but the resulting variations of 
temperature and humidity alter the electromagnetic properties of soil so 
there is a feedback effect back towards the electromagnetic interactions, 
as is indicated in Fig. 3. Section 4 discusses the simulation of transport 
phenomena in this study. 

The final sub-process that is considered herein are the kinetics of 
pathogen inactivation in response to radio wave heating. In contrast to 
the two aforementioned sub-processes, pathogen inactivation is not 
simulated in COMSOL Multiphysics, instead the temperature development 
is exported into MATLAB to calculate the response in pathogen numbers 
by means of an Arrhenius model. The focus of this present study is on the 
physical processes, i.e. the first two sub-processes of Fig. 3. A simple 
pathogen inactivation model is nevertheless included to explore the 
interaction of the biological processes with the physical processes. 
Section 7 provides more detail on the pathogen inactivation model. 

3.3. Motion through advection and simulation steps 

The overall modeling approach is comprised of three steps:  

1. For physical interactions that involve the radio wave interactions a 
three-dimensional stationary simulation is used.  

2. For physical interactions that do not involve the radio wave field and 
occur over longer time scales, specifically time scales of minutes and 
hours after the antenna has passed, a two-dimensional dynamic 
simulation is used.  

3. Finally, biological interactions are simulated from the combined 
results of the two prior steps that consider physical interactions. 

In the first step that uses the three-dimensional modeling approach 
(geometry shown in Fig. 2) the horn is not moving over the soil, instead 
the horn is stationary while an advection velocity u0 is imposed on the Fig. 2. Model geometry.  
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soil domain. In short, the soil is made to move in the simulation rather 
than the horn. This arrangement avoids the need for a time dependent 
simulation with a variable geometry. Furthermore, it also allows for 
frugal meshing of the model geometry, as a fine mesh can be concen
trated in the zone directly under the horn while for other parts of the 
geometry a courser mesh suffices. In the step that follows, a two- 
dimensional simulation is performed over longer time durations in a 
cross section of soil that is perpendicular to the direction of motion. The 
antenna is not included here, because it will have long since moved 
away. Moreover, gradients along the direction of motion will be rela
tively small, which justifies a two-dimensional modeling approach. The 
transition between the three–dimensional and two-dimensional ap
proaches is performed via interpolation functionality available in COMSOL 

Multiphysics. As mentioned in the introduction to Section 3 and in 
Section 3.2, in the third step the temperature data is finally exported into 
a MATLAB environment to compute the pathogen response. 

4. Transport phenomena in soil 

This section describes the model for the coupled transport phenom
ena of heat and moisture in soil. These phenomena are not represented 
by the default physics description in the software package. A custom 
model description is therefore developed. An overview of key aspects 
related to the transport phenomena model is provided below. In 
particular: the relevant transport phenomena that occur are introduced; 
the manner in which moisture transfer between liquid phase and vapor 
phase inside the soil volume is handled; the state variables are intro
duced; and finally the method for maintaining numerical stability of the 
simulation is described. Following this overview subsequent sections 
provide a detailed discussion of the modeling methodology of transport 
phenomena: Section 4.1 discusses medium properties; Section 4.2 de
tails the coupling between gas/vapor and liquid/solid phases; Section 
4.3 presents the model equations for transport phenomena; finally 
Section 4.4 discusses the boundary conditions for transport phenomena. 

The transport phenomena in soil comprise of: 1) flow induced by 
pressure variations in gas and vapor, which is expressed by Darcy’s law; 
2) diffusion of water vapor though air present in the porous soil volume; 
3) diffusion of liquid water in soil; 4) thermal conduction in soil; 5) 
convective heat transfer by the flowing media; and 6) the virtual 
transport of heat through imposed advection that represents the relative 
motion of soil under the horn antenna. 

Inside the soil volume, moisture is transferred between liquid and 
vapor phase. This is accommodated by simulating two coinciding do
mains of different phase in the soil volume. The first domain describes 
the gas and vapor phases, comprising of air and evaporated moisture. 
The second domain describes solid soil and liquid water. The state of the 
former is defined by gas/vapor temperature (Tav), gas/vapor pressure 
(p), and molar bulk density of water vapor (nwv). The state of the latter 
domain is defined by the solid/liquid temperature (Tsl), and molar bulk 
density of liquid water (nwl). Note that the two volumetric bulk densities 
are expressed in mol/m3 over the total soil volume, i.e. not just over a 
porous or non-porous/condensed volume fraction. As most of the ther
mal mass is contained in the solid/liquid phase domain, for those cases 
in which a temperature T is considered that does not relate to a specific 
phase domain, this temperature will be approximated by the one of the 

solid/liquid domain, i.e. T ≈ Tsl. 
As it turned out, the mesh size of the model could not be made suf

ficiently fine to suppress Runge’s oscillations, i.e. instabilities due to 
advection of discontinuities at transitions between mesh elements. The 
requirement to run the simulation on workstation grade hardware 
directed towards a different approach to suppress these numerical arti
facts. A diffusive smoothing parameter αs = 6.25⋅10-6 m2 term was 
applied according to the following equation, 

αs∇
2 V̂ + V̂ = V (1) 

here V represents the particular variable and the caret indicates 
smoothing. Despite the fact that this could be considered an alteration to 
the physics representation, the diffusive effect is small enough for the 
purposes of this model. Specifically, the diffusive smoothing parameter 
was progressively reduced in subsequent trial simulations until the 
simulation was close to instability. At that instance the characteristic 
length of this effect was determined to be 

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
6.25 • 10− 6

√
= 2.5 • 10− 3 

meter. This was judged to be acceptable in relation to the larger length 
scales over which the treatment process is evaluated. 

4.1. Medium properties 

This section introduces many new model parameters and variables. 
Appendix A lists their symbols and meaning in combination with all 
other parameters, variables, and other abbreviations in this study. 

A simplified viscosity (μ) model is implemented for the gas/vapor 
phase of a constant value of 15 μPa⋅s. The Engineering Toolbox provides a 
value of 17 μPa⋅s for air (2003b), and provides a value of 11 to 12 μPa⋅s for 
steam or water vapor (2004c). The value of 15 μPa⋅s is a suitable 
approximation to lump the respective values together. From Bear (1972) 
representative values were obtained for porosity and permeability; the 
porous volume available to air and vapor (φ) was set at 0.05, and 
permeability (k) at 10-9 cm2. These values correspond to fine sand. Data 
from Mills (1999) for thermophysical properties of soil was adapted to 
bring it in accordance with the aforementioned data from Bear for dry and 
wet soil at 0 resp. 300 kg water per cubic meter of soil. The values for the 
thermophysical properties are as follows. Density: dry 1500 kg/m3, 
wet 1800 kg/m3 (300 kg of moisture per m3 of soil); specific heat: dry 
1900 J/kgK, wet 2280 J/kgK; and thermal conductivity (κ): dry 1 W/mK, 
wet 2 W/mK. In the model calculations, soil and moisture are handled 
separately; symbols for soil (excluding water) density and specific heat are 
resp. ρs and Cp,s. The thermal conductivity is linearly interpolated between 
the two aforementioned values. 

The thermophysical properties of water, water vapor, and air as they 
are used herein are listed as follows. Specific heat of liquid water (Cp,wl) 
is constant at 4180 J/(kg⋅K) (The Engineering Toolbox, 2003d); specific 
heat of water vapor (Cp,wv) is constant at 1870 J/(kg⋅K) (2005); the 
enthalpy of vaporization of water (Hv,0) is 2477 kJ/kg (2010) at a 
reference temperature of 10 ◦C (THv,0 ) and varies linearly with temper
ature to account for the accumulating variation in sensible heat between 
liquid and vapor as temperature increases; the density of liquid water 
(ρwl) is 1000 kg/m3 (2003d); the specific heat of air (Cp,a) is constant at 
1006 J/(kg⋅K) (2004b); molecular weight of air (Ma) is 29 g/mol 
(2004a); molecular weight of water (Mw) is 18 g/mol. The thermal 
conductivity of air is κav = 24.35 mW/mK (2003c). The diffusivity of 

Fig. 3. Sub-processes of radio wave treatment.  
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water vapor in air is αv = 0.28 cm2/s (Wikipedia, 2019). 
The diffusivity of liquid water in soil is too variable with the moisture 

content to impose a constant or linearly varying value. Table 1 presents 
the values from Staple (1965) (in part extrapolated) for the diffusivity 
(αw) of moisture in soil. A function is defined from these values that 
relates the diffusivity expressed in m2/s to liquid molar bulk density 
(nwl) expressed in mol/m3, 

αw = fD(nwlMw/ρwl) (2) 

Another variable that cannot be represented by a constant or a linear 
relation is the vapor pressure of water (pv). The Antione equation from 
the NIST webbook (2018) is used with the 71 – 100 ◦C fit, as this is the 
range where vapor and air flow driven by a pressure differential is 
strongest. 

log10(pv) = 10.08354 −
1663.125

T − 45.622
(3) 

In this equation, temperature (T) and vapor pressure (pv) are 
expressed in K and Pa, and the Antoine equation is represented by a 
function pv = fA(T). 

4.2. Coupling between gas/vapor and liquid/solid phases 

In principle, for a porous medium like soil, it can be assumed that the 
liquid and vapor phases of water are at thermal equilibrium throughout 
the soil due to the intimate contact between the two phases. However, if 
that were to be implemented in a simulation, then the stiff interaction 
between the respective sets of model equations makes finding a 
converged solution difficult. In order to facilitate convergence, a first 
order relaxation process is imposed between the two coinciding domains 
of different phase. The rate of this relaxation process is defined in terms 
of a characteristic relaxation length βv that is converted to a time con
stant through division by the antenna velocity, 

τv = βv/u0 (4) 

The characteristic length βv is set to 10 mm. A sequence of trial 
simulations has determined that this is close to the shortest length at 
which the simulation still converges. This characteristic length is suffi
ciently short to not impact the simulation results over length scales of 
interest in the scope of this study. 

The rate at which moisture transfer between the respective solid/ 
liquid and gas/vapor domains occurs is calculated as follows, Vapor 
pressure of equilibrium in soil is defined as, 

pv = fA(Tsl) (5) 

The ideal gas law is used to calculate the molar bulk density of water 
vapor at equilibrium. The difference of the actual molar bulk densities of 
water vapor (nwv) and the equilibrium value divided by the time con
stant determines the volumetric rate of moisture transfer between the 
solid/liquid domain and the gas/vapor domain due to evaporation and 
condensation, 

rv =

(
pvφ
RTsl

−
nwv + n̂wv

2

)
1
τv

(6) 

A positive value of rv is defined to constitute evaporation; the symbol 

R is the ideal gas constant. It was found that calculating an arithmetic 
average of the non-smoothed and smoothed volumetric molar bulk 
density of vapor facilitates convergence. In addition, a soft constraint is 
imposed to limit the volumetric rate of evaporation to negative values (i. 
e. only allowing condensation) once the volumetric molar bulk density 
of liquid water approaches zero. 

The heat of evaporation includes a correction for the difference be
tween the solid/liquid temperature and gas/vapor temperature, and is 
defined as, 

Qv = rv
[
Mw

( (
Tsl − THv,0

)(
Cp,wv − Cp,wl

)
+ Hv,0

)
+MwCp,wv(Tav − Tsl)

]
(7) 

The relaxation in the temperature difference is imposed by defining a 
volumetric heat transfer relation between the respective domains of 
different phase, 

QΔT = (Tsl − Tav)
(
MwCp,wvnwv +MaCp,ana

) 1
τv

(8)  

4.3. Model equations for transport phenomena 

The transport of heat and moisture in soil is described by a set of five 
coupled diffusion equations. The default physics description of COMSOL 

Multiphysics does not include the particular set of equations. Hence a 
custom set of model equations is implemented in this software package 
through its Partial Differential Equations (PDE) interface. The physics 
description is based on: the diffusion processes, flow through porous 
media according to Darcy’s law (Eq. (9), and the ideal gas law (Eq. (10). 
To facilitate readability of the text, the complete derivation of the model 
equations is not presented in this section. This derivation is instead 
provided in Appendix B. This section continues by listing the model 
equations and the process variables that are associated with it. 

The flow vector of gas and vapor in the soil volume is described by 
Darcy’s law according to, 

uDarcy = −
k

μφ
∇p (9) 

The ideal gas law includes φ to account for the porosity of soil; the 
symbol n generally represents the molar bulk density for an arbitrary gas 
or vapor, 

pφ = nRT (10) 

Diffusion of liquid water governs the bulk molar density of liquid 
water nwl. Its transport in soil is described by Eq. (11), 

∂tnwl +∇ • ( − αw∇nwl)+ u0 • ∇nwl +
αw

αs
nwl = − rv − rv,bc +

αw

αs
nwl (11) 

A new term rv,bc is introduced here. It represents the evaporation and 
condensation of moisture between ambient air and the topmost layer of 
soil. Section 4.4.4 discusses it in more detail in relation to the handling 
of boundary conditions in the simulation. 

The temperature of soil and liquid water Tsl is governed by Eq. (12) 
according to, 

∂tTsl
(
ρsCp,s +MwCp,wlnwl

)
+∇ • − κ∇Tsl +

(
ρsCp,s +MwCp,wlnwl

)
u0

• ∇Tsl +
κ
αs

Tsl

=
κ
αs

Tsl − Qv − Qv,bc − QΔT +QRF (12) 

This equation introduces a pair of new heat source/sink terms. In 
addition to variables Qv and QΔT (Section 4.2), the power density of radio 
wave heating QRF is introduced, as well as Qv,bc, which is the latent heat 
of evaporation or condensation of moisture between ambient air and the 
topmost layer of soil. The term QRF is discussed in more detail in Section 
5, while Qv,bc is discussed in relation to boundary equations modeling in 
Section 4.4.4. 

The temperature of gas and vapor inside the soil volume – Tav – is 

Table 1 
Diffusivity of moisture in soil vs. moisture content.  

Moisture [m3/m3] Diffusivity [cm2/day] 

0 0.0 
0.05 0.1 
0.1 0.3 
0.15 1.0 
0.2 3.0 
0.25 10 
0.3 30  
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described by Eq. (13) according to, 
(
MwCp,wvnwv + MaCp,ana

)
∂tTav +∇ • − κav∇Tav +

(
MwCp,wvnwv

+ MaCp,ana
)
(

k
μφ

∇p − u0

)

• ∇Tav +
MwCp,wvnwv + MaCp,ana

τv
Tav

=
MwCp,wvnwv + MaCp,ana

τv
Tsl (13) 

Note that a new variable is introduced here. The term na represents 
the molar bulk density of air. 

The pressure of gas and vapor inside the soil volume – p – is governed 
by Eq. (14), 

∂tp+∇ • −
kp̂
μφ

∇p+
(

kp
μφ

∇Tsl

Tsl
+ u0 −

k
μφ

∇p̂
)

• ∇p −
(
∇Tsl

Tsl

• u0 +
∂tTsl

Tsl

)

p

=
TslR

φ
rv (14) 

Finally, the bulk molar density of water vapor – nwv – is described by 
Eq. (15), 

∂tnwv +∇ • − αv∇nwv −

(
k∇p
μφ

− u0

)

• ∇nwv −
k∇2p

μφ
nwv = rv (15)  

4.4. Boundary conditions for transport phenomena 

On the planes surrounding the soil volume, a set of boundary con
ditions are applied to account for the interactions of the transport pro
cesses with the surroundings. The planes in this discussion are defined 
according to Fig. 2. 

COMSOL Multiphysics allows for two types of boundary condition: a 
flux boundary condition, in which a gradient of a variable normal to the 
boundary is prescribed; and a Dirichlet boundary condition, in which a 
particular value for a variable is prescribed. With respect to a flux 
boundary condition, it can be defined as a gradient that is proportional 
to a variable, for example a heat transfer coefficient, or it can be defined 
as a gradient of fixed value. Regarding Dirichlet boundary conditions, 
these can also be left undefined so that no particular boundary condition 
is imposed. 

Before boundary conditions can be defined, Section 4.4.1 analyses 
the diffusivities and characteristic lengths of the respective transport 
processes. This affects the selection of boundary condition types, as 
described in Sections 4.4.2–4.4.4 for the various planes that envelop the 
soil volume. 

4.4.1. Diffusivity and characteristic length of transport processes 
The selection of boundary condition for diffusion processes depends 

on the degree to which the effects of these processes reach the bound
aries. If a particular process acts only locally and outside of the vicinity 
of a boundary, then the boundary condition for the associated variable 
may be fixed to an invariant value. Therefore, the diffusivity of the 
respective diffusion processes is first quantified, in order to assess the 
characteristic lengths of these processes. The thermal diffusivity of soil is 
at most κ/(ρCp) = 0.44⋅10-6 m2/s (Mills, 1999); the diffusivity of liquid 
water in soil is at most 3.5⋅10-8 m2/s (Staple, 1965); the thermal diffu
sivity of air is 1.9⋅10-6 m2/s (Wikipedia, 2020) although this tempera
ture is primarily coupled to the temperature of the solid/liquid domain; 
and the diffusivity of water vapor in air is 2.8⋅10-5 m2/s, (Wikipedia, 
2019), although the molar bulk density of water vapor primarily de
pends on the local thermal equilibrium. Assuming a radio wave treat
ment process in the order of a minute, for these diffusivities the 
characteristic lengths would be respectively 5.1 mm, 1.4 mm, 10.7 mm, 
and 41 mm. These are all distances that will cause the effects of their 
associated processes to remain localized with respect to the soil volume. 
For pressure this is different though. 

Combining the ideal gas law (Eq. (9), Darcy’s law (Eq. (10) with the 
general mass balance for gasses and vapors, 

∂tn = − n∇ • uav − uav • ∇n (16) 

yields, 

∂tp =
k

μφ
(
p∇2p+∇p • ∇p

)
(17) 

as a diffusion description for pressure. Assuming only small pressure 
variations close to pressure p0 and linearization simplifies the expression 
to, 

∂tp = αp∇
2p (18) 

which corresponds to a plain linear diffusion equation with 
diffusivity, 

αp =
kp0

μφ
(19) 

For k = 10-9 cm2, p0 = 101325 Pa, μ = 15 μPa⋅s and φ = 0.05, the 
diffusivity is αp = 1.35⋅10-2 m2/s. The characteristic length that is 
associated with this is 0.9 m. Consequently, pressure variations stretch 
over the width and depth of the simulated soil volume, and likely also 
beyond it. 

4.4.2. Boundary conditions at the center, front, and back plane 
Due to symmetry, a zero flux boundary condition can be applied to 

the center plane. The conditions at the front plane correspond to the 
initial conditions in soil, hence a Dirichlet boundary condition specifies 
for each variable its initial condition. At the back plane, unspecified 
Dirichlet boundary conditions are used, which is appropriate for the 
simulated situation in which conditions beyond the back plane cannot 
influence the soil volume, because of the imposed advection. 

4.4.3. Boundary condition adjacent to soil 
The bottom and side planes lie adjacent to soil beyond the simulated 

soil volume. An interaction with the soil outside of the simulated soil 
volume is feasible if the diffusion processes that are caused by radio 
wave heating can stretch to these planes. As per the discussion in Section 
4.4.1, this can only occur for the gas and vapor pressure inside the soil 
volume. For the other variables, i.e. the solid/liquid temperature Tsl, the 
gas/vapor temperature Tav, the bulk molar density of liquid water nwl, 
and of water vapor nwv, the effects of the treatment process do not stretch 
to these planes. Hence, for those variables, Dirichlet boundary condi
tions are imposed that equal the initial conditions for each variable. 

In contrast, for pressure a flux boundary condition is developed that 
approximates the response of soil beyond the simulated soil volume. 
This boundary condition is defined as, 

− n • −
p̂k
μφ

∇p = −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p0kωbc

2μφ

√

(p − p0) −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p0k

2μφωbc

√

u0∂xp (20) 

In this equation, the symbol n represents the normal vector of the 
boundary plane; p0 is the ambient pressure; ωbc is the angular frequency 
characteristic for the treatment process. Preliminary simulation has 
estimated its value at 0.01 rad/s. Appendix C.1 presents the derivation 
of the expression for this boundary condition. 

4.4.4. Boundary conditions at the top plane 
A variety of descriptions is applied for the boundary conditions at the 

top plane that characterize the interactions between the soil volume and 
the ambient air. These are outlined as follows. 

For the pressure of gas and vapor p, a Dirichlet boundary condition is 
applied that equals the pressure of ambient air. 

The bulk molar density of water vapor nwv is also defined at this 
boundary with a Dirichlet boundary condition, in this case as the cor
responding value for vapor–liquid equilibrium with respect to the solid/ 
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liquid temperature, i.e. nwv = φfA(Tsl)/(RTsl). 
For Tav an unspecified boundary condition is applied. This temper

ature does not significantly contribute to the overall balance of sensible 
heat due to the low thermal mass of gas and vapor with respect to the 
solid and liquid species in soil, therefore its effect on the overall heat 
balance is omitted. 

The solid/liquid temperature, in contrast, does affect the heat bal
ance significantly. A flux boundary condition is applied that describes 
natural convection of heat to the surroundings, 

− n • ( − κ∇Tsl) = − hn,T(T − Tamb) (21) 

The calculation of the heat transfer coefficient for natural convection 
hn,T is provided in Appendix C.3. The convection coefficient is calculated 
to be 6.1 W/(m2K). 

For the bulk molar density of liquid water nwl, a zero flux boundary 
condition is applied, as diffusion of liquid water will not occur into 
ambient air. 

The evaporation and condensation of moisture to and from the 
ambient air also needs to be included in the simulation. The rate at 
which this occurs is defined by means of a convective mass transfer 
coefficient that is also calculated in Appendix C.3. Its value is deter
mined to be hn,m = 6.36 mm/s. Unfortunately, few options remain to 
represent this transfer of moisture with the standard boundary condition 
descriptions that are available in COMSOL Multiphysics. Instead, an 
interaction layer is defined in the vicinity of the top plane for the transfer 
of moisture between the soil volume and the ambient air. In this inter
action layer, the evaporation and condensation at the top plane is 
implemented as the volumetric source and sink terms rv,bc and Qv,bc that 
have already been introduced in Section 4.3. By employing the char
acteristic angular frequency of the treatment process ωbc of 0.01 rad/s, a 
characteristic length for the influence of moisture transfer between the 
upper layers of the soil volume and the ambient air is calculated. The 
details of this calculation are presented in Appendix C.2; the resulting 
characteristic length is 9.4 mm. Accordingly, an interaction layer of 10 
mm is imposed under the top plane where the surface flux of moisture 
due to evaporation and condensation is converted into the volumetric 
source/sink terms. Specifically, these terms rv,bc and Qv,bc are distributed 
in the interaction layer along a parabolic profile that falls to zero at the 
ultimate depth of this layer of 10 mm. 

5. Electromagnetic model equations and implementation 

The Radio-Frequency Module (RF-Module) of COMSOL Multiphysics is 
used to simulate the radio wave field. This module solves the wave 
equation representation of Maxwell’s electromagnetic field equations 
for the time harmonic electric field, 

∇×
(
μ− 1

r ∇× E
)
− k2

0εrE = 0 (22) 

The electromagnetic field is represented by the electric field vector E 
in this equation. Analogous expressions that instead use the magnetic 
field vector H or the magnetic flux density vector B can be found in 
literature too. The symbol μr represents the relative magnetic perme
ability of the medium under consideration. In the context of this study 
no particular magnetic properties are considered, therefore μr = 1, 
which is the relative permeability of vacuum. Soil, the medium under 
consideration, does have particular dielectric properties, so the relative 
dielectric permittivity εr determines propagation of radio wave energy 
and heat generation. In Eq. (22), k0 is the free space wavenumber at the 
frequency of the field, 

k0 =
ω
c0

= ω ̅̅̅̅̅̅̅̅̅ε0μ0
√ (23) 

Here c0 is the speed of light in vacuum, μ0 the magnetic permeability 
of vacuum, ε0 is the dielectric permittivity of vacuum. Medium prop
erties are typically not expressed in absolute permittivity values, but in 
permittivity relative to vacuum. As such, the relative permittivity of 

vacuum is 1. The relative permittivity of a dissipative material like soil is 
a complex valued variable, i.e. εr = ε’ – iε’’. Heat generation due to 
dissipation (QRF) depends on the loss factor ε’’, angular frequency ω, and 
the intensity of the electric field vector E according to, 

QRF =
1
2

ωε0ε″E • E* (24) 

The next section describes the dielectric properties model that is 
applied in this study. For the interested reader, a more detailed discus
sion on the dielectric properties is included in Appendix D. Furthermore, 
the work by Pozar (2005) provides a good introductory text on elec
tromagnetics and microwave engineering in case this is desired. 

Fig. 4 presents the domain in which electromagnetic physics are 
simulated. The radio wave field is simulated in the antenna, in a soil 
domain under the antenna, and in an air domain around the antenna. 
The simulation domain is enclosed in a perfectly matched layer that 
simulates the wider surroundings by absorbing the field as it travels 
beyond the direct vicinity of the antenna. 

6. Dielectric medium model 

Section 5 describes the model equations that are used to simulate the 
radio wave field. It also introduces the dielectric properties, and shows 
how they appear in these equations. In all, the narrative of Section 5 is 
straightforward, because it is a brief outline of the default imple
mentation of the RF–Module of COMSOL Multiphysics. The discussion on 
the dielectric medium model is more involved, though. There are no 
model databases available for dielectric properties of horticulture soils 
at 915 MHz. In lieu of pre-existing data, and in accordance with the 
framework approach of this study, a model is developed that provides an 
adequate initial description of the dielectric properties. Subsequently, in 
later works, this initial description can be iterated upon to provide a 
more accurate description of the medium properties in specific horti
culture soils. This section proceeds by first outlining the medium prop
erties measurement of soil via the coaxial probe method, and by then 
describing how dielectric models are fitted to this measurement data. In 
summary, a dielectric mixing model is developed that allows for the 
evaluation of variation of 1) temperature; 2) moisture content; 3) 
salinity; and 4) porous volume. 

6.1. Properties measurement of compressed soil 

The dielectric properties of three soil samples are measured. These 
are glasshouse horticulture samples, two samples at different humidity 
have been obtained from a glasshouse horticulture company, a third is 
prepared by drying a portion of one of the original samples. The 
dielectric properties are measured over a 500 MHz to 5 GHz interval. 
The measurement equipment is an Agilent 85070E kit with performance 
probe option connected to an Agilent E5071C network analyzer and an 

Fig. 4. Spatial domain of electromagnetic field simulation (dark color).  
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Agilent N4691B ECal module. The probe is pressed into the soil sample 
with consistent force so that sufficient contact is achieved. Fig. 5 pre
sents the spectral measurements of the three soil samples. 

A parametrized dielectric model is fitted onto the measured spectra 
in Fig. 5. This model is the single relaxation Debye dielectric model with 
a conductivity term added to it (Kremer & Schönhals, 2003). This was 
found to provide a suitable fit in the 500–2000 MHz frequency range. 
This single relaxation model with conductivity term is expressed as, 

ε(ω) = ε∞ +
εs − ε∞

1 + iωτ − i
σ

ε0ω (25) 

where ε∞ is the real part of the permittivity approximated at infinite 
frequency, εs is the static permittivity, τ is the time constant of the 
dielectric relaxation, and σ is the electrical conductivity. The un
dulations that are present in the dielectric spectra are measurement 
artifacts that are not representable in the model equation. Hence, the 
parametrized fit filters out these undulations, and allows for a more 
precise determination of the medium properties at a specific frequency. 
Table 2 lists the model parameters and filtered relative permittivity for 
the three soil samples at 915 MHz. On a side note, the conductivity term 
is appreciable, which suggests that conductivity losses caused by salts 
dissolved in the water content of the soil contribute a significant portion 
of the overall heat generation. 

6.2. Effective medium model for heterogeneous soil 

Two dielectric mixing models are commonly used to determine the 
dielectric properties of heterogeneously mixed media. These models are 
the Maxwell-Garnett formula and the Bruggeman formula presented in 
Eqs. (26) resp. 27 below (Sihvola, 1999). 

εeff = εe + 3f εe
εi − εe

εi + 2εe − f (εi − εe)
(26)  

∑N

j=1
fj

εj − εeff

εj + 2εeff
= 0 (27) 

Both these equations assume the heterogeneous mixture to consist of 
spherical inclusions of a particular dielectric medium inside an envi
ronment of a different dielectric medium. The two approaches are 
different though. The Maxwell-Garnett approach applies only to binary 
mixtures, in which one species of this mixture forms the inclusion, and 
the other the environment. The Bruggeman approach is to consider all 
species inclusions, with the environment having dielectric medium 

properties equal to the mixed dielectric properties. The Bruggeman 
approach allows for an indefinite number of species. However, it is an 
implicit formula, which is less conveniently implemented than the 
Maxwell-Garnett formula. Sihvola (1999) presents a study that com
pares several dielectric mixing formulas to a finite difference time 
domain FDTD simulation of a heterogeneous mixture, and shows that 
the Bruggeman approach performs best. In the Maxwell-Garnet formula, 
εeff are the effective or mixed dielectric properties, εe are the dielectric 
properties of the environment species, εi are the properties of the in
clusion species, and f is the volume fraction of the inclusions. In the 
Bruggeman formula, εeff are the effective or mixed dielectric properties, 
εj are the properties of the j-th species, and fj is the volume fraction of the 
j-th species. 

With these formulas, the properties of the individual species in the 
measured samples are estimated. The conductivity contributions are 
subtracted; and using the inverted Bruggeman formula and dielectric 
reference data for water from Kaatze (1989) and the known water 
content of the samples, the contributions for dry soil are calculated. In 
doing so, it turned out that the contributions of dry soil did not converge 
towards a constant value. It was therefore concluded that the assump
tions behind the dielectric mixing models do not strictly hold. This could 
be caused by a non-spherical morphology of the species, or by chemical 
and/or physical bonding between species. Detailed investigation of the 
relations between moisture content and dielectric properties of soil 
would lead out of the scope of the present study. Instead an expedient 
approach is taken by making the dielectric contribution of soil depen
dent on moisture content. A single relaxation Debye parametrization 
with conductivity term is fitted to the dielectric contributions of dry soil, 
and a function (fc) is defined based on a simple exponential curve (Eq. 
(28) to interpolate the parametrizations between moisture levels. The 
function varies with the ratio of moisture to total weight mw

mt 
expressed in 

mass percentage. Table 3 presents the function coefficients C5 to C7 for 
the respective Debye parameters. 

fε

(
mw

mt

)

= C5 +C6e
mw
mt C7 (28) 

With the data obtained so far, the respective contributions of the 
heterogeneous soil mixture can be combined to calculate to the effective 
dielectric medium properties: Equation (28) provides the parameters for 
a single relaxation Debye model with conductivity term. These param
eters are then applied to Equation (25) to calculate the properties of dry 
soil. The temperature dependent dielectric properties of water at 915 
MHz are calculated from reference data from Kaatze (1989). For the 
properties of the porous volume of soil that contains air, vapor and/or 
gasses the permittivity of vacuum is a suitable approximation. 

In the overall simulation, the Bruggeman formula is not practical 
because it is an implicit relation, despite the fact that it is reported to 
give a more accurate estimation that the Maxwell-Garnett approach. It is 

Fig. 5. Dielectric spectra of soil samples at 0 m%, 21.50 m%, and 25.57 m%. 
The spectra are measured with Agilent equipment: an 85070E performance 
probe kit, an E5071C network analyzer, and an N4691B ECal module. 

Table 2 
Dielectric model fit, measurements were performed at 20 ◦C.  

sample 0 m% 21.50 m% 25.57 m% 

εs [-] 1.5 11.95 17.21 
ε∞[-] 1.5 8.86 12.05 
τ [ps] 0 95.92 105.42 
σ [mS/m] 0 80.35 115.62 
ε at 915 MHz [-] 1.5 – 0i 19.6 – 4.57i 28.10 – 7.04i  

Table 3 
Dry soil model parameters.   

C5 C6 C7 

εs [-] – 0.384  1.883  0.0874 
ε∞[-] – 0.483  1.983  0.0721 
τ [ps] 149.98  – 149.98  – 0.0475 
σ [mS/m] – 20.86  20.86  0.0734  
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instead used as a reference to determine the best manner in which the 
Maxwell-Garnett formula can be applied. 

The effective permittivity of the heterogeneous mixture is deter
mined by first calculating the permittivity of the non-porous soil and 
water mixture. It was found that for the real relative permittivity of the 
soil/water mixture, the Maxwell-Garnett formula with water as inclu
sion works best. For the imaginary part of the relative permittivity the 
best correspondence was found by calculating the permittivity twice, 
once with water as inclusion, and once with soil as inclusion, and by 
calculating the average of the resulting two imaginary numbers. 

The contribution to electromagnetic dissipation and heat generation 
due to conduction is subsequently added to the loss factor (the imagi
nary part of the soil/water effective dielectric permittivity). The exact 
ionic content is not known, therefore an equivalent NaCl contribution is 
calculated. It is found that the conductivity term of the 21.50 m% 
sample corresponds to an equivalent of a 0.058 %ds of NaCl. The 
equivalent NaCl concentration is determined at 13.34 mM by correlating 
the conductivity value of 80.35 mS/m to data from Polle and Chen 
(2015). The salinity contribution to the loss factor is determined by 
linearly scaling from these values. 

Finally, the effect of the porous volume of air and vapor in the soil 
was implemented via the Maxwell-Garnett formula with air as inclusion 
in a non-porous mixture of soil and saline water. 

7. Pathogen inactivation model 

An Arrhenius expression is employed for the thermal inactivation 
model for pathogens in this study. There are valid criticisms for this 
choice, but there is also an advantage to it. As for the criticism, in their 
review, Peleg et al. (2012) correctly point out that it was “originally 
derived for reactions between gas molecules or molecules in solution 
[and] should not be used in lieu of its independent validation”. More
over, the authors correctly identify the “conceptual problems and 
practical deficiencies” of the Arrhenius model, in particular the in
congruity of specifying an activation energy “per mole” of biological life, 
and the use of the ideal gas constant despite the fact that biological 
entities are many orders of magnitude heavier than gas molecules and 
equally more complex. 

Nevertheless, the Arrhenius expression is a familiar concept in the 
fields of energy production and engineering of energy systems. This 
facilitates a common language between these fields and the biological 
disciplines, in which these expressions are nevertheless adopted for the 
prediction of organism inactivation, despite the fact that alternative 
models are available (Peleg, et al., 2012) (Fujikawa & Itoh, 1998) 
(Pullman, et al., 1981). We are of the opinion that a common language is 
a notable advantage, and hence the Arrhenius model is adopted in our 
present study too. 

Fujikawa and Itoh (1998) report on pathogen inactivation described 
via a first order Arrhenius expression. They demonstrate the adequacy of 
the approach by fitting such an expression on data reported by Pullman 
et al. (1981) on four fungal pathogens: R. solani, V. dahliae, P. ultimum 
and T. basicola. The model expression is found to be consistent with the 
data for the respective pathogens. 

It is this model fit that is used as the Arrhenius expression for path
ogen inactivation in this present study. The temperature dependence of 
the inactivation rate constant is, 

k(T) = kTref exp
[

Ea

R

(
1

Tref
−

1
T

)]

(29) 

here kTref is the rate constant at a specified reference temperature Tref . 
This resulting temperature dependent rate constant k(T) expresses the 
exponential decay in pathogen population N, 

N(t) = N0e− k(T)t (30) 

which corresponds to the following first order differential equation, 

∂tN = − k(T)N (31) 

which suggests an exponentially decaying relation. Exponential 
variations that change over many orders of magnitude are more 
conveniently expressed on a logarithmic base in order to maintain the 
feasibility of their numerical representation. Therefore the following 
transformation is applied, 

log10N = NL , N = 10NL (32) 

Substitution and rearranging yields, 

∂t(NL) = −
kTref exp

(
Ea

RTref

)

ln10
exp

(

−
Ea

RT

)

(33) 

At the starting point of the treatment, the population has experienced 
no inactivation. The pathogen number is expressed relative to its initial 
number, i.e. N0 = 1, and NL,t=0 = 0. Integration over time yields, 

NL(t) = −
kTref exp

(
Ea

RTref

)

ln10

∫ t

0
exp

(

−
Ea

RT(t)

)

dt (34) 

The model parameters are derived from Pullman et al. (1981) and are 
applied in this present study as follows: Ea = 5.333⋅105 J/mol, kTref =

11.51 1/h, Tref = 48.52 ◦C. The temperature profiles simulated in COMSOL 

Multiphysics are exported into the MATLAB environment to evaluate the 
integral expression in Eq. (34). 

Fig. 6 shows curves of pathogen inactivation versus temperature at 
four different durations of exposure. These curves are calculated with 
Eq. (34); The durations of exposure vary from 10 s to 2 h. The threshold 
temperature at which the pathogens are inactivated depend on the 
duration of exposure. Since radio wave treatment is a more rapid process 
than steam treatment, it can be expected that due to the reduced process 
time, the threshold temperature will be higher. 

8. Process simulation and evaluation of modeling approach 

The simulation approach described in the previous sections is 
demonstrated by simulating a treatment process with the antenna 
moving at 6 mm/s over the soil, a power output of 56 kW over the width 
of the antenna, and a soil humidity of 21.5 m%. Note that the power 
level of 56 kW was imposed on the entire antenna, not just the simulated 
symmetrical half; consequently, the simulated antenna half had 28 kW 
imposed on its input port. Soil porosity is 5 %, and the free ion content is 
0.058 %ds NaCl equivalent, i.e. mass percent of dry soil. The initial soil 
temperature is 10 ◦C, and the temperature of ambient air is 20 ◦C at a 
relative humidity of 40 %. 
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Fig. 6. Model calculation of pathogen inactivation versus temperature at 
various durations of exposure. 
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This section proceeds with discussions on: the simulation results and 
the resulting simulated treatment depths; the performance of the 
simulated antenna versus the antenna design that is used in the Agritron 
prototype (Fig. 1); and an evaluation of simulated transient. 

8.1. Simulation results and treatment depth 

The simulation results show how the radio wave field is transmitted 
from the antenna into the soil, how the radio wave energy decays as it 
travels into the soil, and how it is partially scattered towards the sur
roundings (Fig. 7a). The decay of radio wave energy causes heat gen
eration inside the soil underneath the antenna (Fig. 7b), and the 
formation of a track of elevated temperature behind the antenna 
(Fig. 8a). Evaporation of moisture forms an area of elevated pressure in 
front of the antenna, while a zone of reduced pressure forms behind the 
antenna (Fig. 8b). The effect on the moisture balance of the treatment 
process shows a quick response in the bulk density of water vapor 
(Fig. 9a), while a delayed effect occurs for liquid moisture (Fig. 9b). The 
bulk molar density of water vapor is proportional to the vapor pressure, 
which is directly related to temperature. Hence, water vapor density 
forms a similar track of elevated values as temperature does. In contrast, 
the liquid fraction of moisture in soil is only gradually reduced by 
evaporation in a shallow top layer of soil above the track of elevated 
temperature. This may allow for a simplification in the manner in which 
the dielectric permittivity of soil is modeled. In the zone directly un
derneath the antenna, there is little alteration in the fraction of liquid 
moisture. Therefore, dynamic variation of the dielectric properties due 
to alteration of the moisture fraction may possibly be omitted from the 
simulation. 

Pathogen inactivation contours show a treatment effect that pro
gresses rapidly during the first minutes of the treatment (Fig. 10). It 
reaches a depth of 4 to 5 cm into the soil for the particular set or 
treatment parameters that was simulated. In the hours following radio 
wave exposure, only little additional treatment effect is gained, which 
demonstrates the swift dynamic nature of radio wave treatment. The 
associated threshold temperature that corresponds to the depth of 
treatment is approximately 60 ◦C. 

In order to verify whether the simulation approach can replicate 
treatment depths that have been observed during field trials, a second 
simulation has been performed that applies more radio wave energy. 
Specifically, the treatment parameters are: a vehicle velocity of 0.2 m/ 
min or 3.33 mm/s; a radio wave power of 100 kW; a soil humidity of 10 
m%, and a salinity of 0.058 %ds NaCl equivalent. In addition, a pre- 
treatment of the soil was applied that exposes the soil for 72 h to 
ambient air of 20 ◦C and 40 % relative humidity. Consequently, the 

starting temperature of soil is higher and the threshold is reached more 
easily. Furthermore, the moisture content of the top soil layer is lower, 
so that less radio wave energy is dissipated in this layer and more of it is 
allowed to travel deeper into the soil. With these parameters, a deeper 
treatment is achieved (Fig. 11). Two minutes after the initial exposure 
the treatment depth is approximately 12 cm. In the hours after exposure, 
the heat that was introduced travels deeper into the soil and extends the 
treatment depth to about 15 cm. These depths are in line with pathogen 
effects that have been observed during field trials (Staalduinen, 2022). 
In accordance with the first simulation, the majority of the treatment 
effect is achieved during the first minutes. 

8.2. Antenna efficiency, simulated geometry versus prototype 

With respect to the efficiency of this particular antenna configuration 
and its simulated performance, some clarifications need to be included 
here. A standing wave pattern is apparent in the horn antenna (Fig. 7a), 
which is indicative of a reflection loss, i.e. an amount of radio wave 
energy scattered back towards the radio wave source after reflection 
upon the soil surface. In addition, the emission of radio wave energy 
towards the surroundings above soil constitute an emission loss. The 
reflection and emission losses of the simulation amount to 35.7 % and 
3.64 % respectively. These figures relate to the simplified antenna ge
ometry that is used to develop the simulation approach. These numbers, 
however, bear no relevance with respect to the performance of the prototype 
depicted in Fig. 1; the prototype design has features similar to the simulated 
antenna geometry, but it is distinctly different and includes additional design 
features that counteract the aforementioned losses. The antenna geometry 
that is used in the simulation is chosen because it presents a relevant 
antenna design, while avoiding the need to disclose proprietary design 
features of the prototype. Furthermore, it enables the use of software 
packages that are under academic license, because it avoids simulation 
of a commercial prototype. To avoid any confusion, by no means do we 
want to suggest that the efficiencies of the simulated antenna are indicative in 
general for any radio wave heating systems of soil. The particular antenna 
design in the simulation was chosen for expediency, not for a high efficiency. 
To further elaborate the point, the Agritron prototype has demonstrated 
in field studies the ability to be tuned to reduce the reflection loss to 
close to zero. Moreover, during field studies, radio wave field emissions 
have been verified to fall well below action levels of maximum allowable 
radio wave emission. Specifically, at the operating frequency of 915 
MHz the action level for the radio wave energy flux is 22.9 W/m2 (Eu
ropean Parliament and Council, 2013). Measurements around the pro
totype confirm that this value is not reached. These are performed both 
with a ETS-Lindgren HI-1600 survey meter as well as a Siglent 

Fig. 7. Simulated electromagnetic effects, left (a): logarithm of the electric field amplitude; right (b): volumetric heat generation due to radio wave heating.  
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Fig. 8. Simulated temperature (left, a) and pressure (gauge, right, b) is the soil volume that is being treated with radio wave energy.  

Fig. 9. Moisture bulk density variations, left: water vapor; right: liquid water.  
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Fig. 10. Simulated pathogen inactivation in a soil cross section at various time 
instances after the start of treatment. 
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Fig. 11. Simulated pathogen inactivation for the second simulation that applies 
more energy. The contours are drawn over a soil cross section at various time 
instances after the start of treatment. 
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SVA1015X spectrum and vector network analyzer in combination with a 
Texbox TBPS01 probe kit. 

8.3. Transient evaluation 

Simulated temperature and pressure transients from the first simu
lation are juxtaposed to transients measured during two separate field 
trials at different horticulture companies. One of the trials recorded 
temperature, the other pressure. The temperature recordings were per
formed with a set of three Rugged Monitoring Lsens-U fiber optic tem
perature sensors positioned vertically aligned at depths of 20 mm, 40 
mm, and 100 mm under the path of the Agritron prototype. Pressure was 
measured with a SMC PSE543A pressure transducer connected to a 
length of pneumatic tube of 6 mm outer diameter. The open end of the 
tube was placed at a depth of around 10 cm in the soil under the path of 
the Agritron prototype; the end with the pressure transducer was kept 
outside the path of the Agritron vehicle to avoid interference of the radio 
wave field on the pressure transducer. 

There is similarity between the experimental and simulated tem
perature transients, but they are not exactly the same. The measured 
temperature transients have different dynamics following the applica
tion of radio wave energy compared to the simulated ones (Fig. 12). 
Moreover, the experimental transients have greater temperature devel
opment at the deeper 100 mm depth. The pressure transients also differ 
considerably. Soil of the field trial has a much higher pressure increase 
and the pressure recording has strong fluctuations (Fig. 13). These dif
ferences are likely due to a mismatch in Darcy permeability, but also due 
to soil deformation that occurred during the field trial as the prototype 
vehicle travels over it. 

A final aspect on model validity that is evaluated here is the coupling 
between the solid/liquid and gas/vapor phase domains. These simulated 
temperature and pressure transients are overlaid in Fig. 14. The tem
perature transients have similar shape, but have an approximately 
constant gap between them. This temperature difference maintains the 
heat transfer between the two domains of different phase. A smaller time 
constant for coupling between the domains (τv, Eq. (4), 6, and 8) would 
have reduced the difference, though this would require a finer spatial 
discretization of the soil domain in order to maintain numerical stabil
ity. The temperature difference would not be detrimental to the overall 
energy balance however. Moreover, unlike the temperature curves, the 
transients for equilibrium vapor pressure and actual vapor pressure 
show closer agreement. 

In summary, for as far as can be evaluated at this point, the simu
lation approach provides an adequate representation of the radio wave 
treatment process. Differences with respect to experimental data can 

tentatively be attributed to a mismatch with the physical and biological 
parameters. This would advocate for the development of instruments to 
quantity these parameters. The spatial resolution of the simulation is 
restricted by the computational constraints that are imposed on it. If it 
would be required for a particular study, a better resolution can surely 
be achieved, provided that the increased computational expense is 
supported. In case the motion of the antenna with respect to soil is no 
longer accounted for by soil advection, but instead by the deformable 
mesh feature of COMSOL Multiphysics and if a much finer mesh is applied, 
then stabilization by smoothing could likely be omitted. This would 
however also increase computational expense. In addition, to achieve a 
particularly high resolution, a small volume section of soil could be 
represented by a heterogeneous porous geometry to better approximate 
soil physics. Likewise a more involved model could be developed for the 
release of nutrients and for biological effect. Such refinements could be 
subject of follow-up studies. In any case, the present model enables an 
extensive parametric study to evaluate the effect of physical process 
variations, which will be subject of a next work. 

9. Conclusions 

A model is developed that simulates heating and transport phe
nomena in soil during radio wave treatment of soil. This model is a 
simulation framework that combines relevant physical and biological 
processes. It is a starting point for model refinement that can be adapted 
to specific treatment cases, although in its present form it does not match 
a specific case. The model is intended to aid in the development of radio 
wave treatment for pathogen suppression in glasshouse horticulture. It 
facilitates development of all design aspects of the treatment process, 
comprising of the radio wave equipment, the integration with renewable 
energy sources, development of treatment strategies for specific horti
culture cases, and adaptation of the soil structure to optimize the 
effectiveness of the application of radio wave energy. The modeling 
framework is COMSOL Multiphysics in combination with MATLAB, and the 
computational requirements are limited to workstation grade hardware. 
Simulation results are presented to demonstrate the simulation. The 
modeling framework enables a parametric study to gain insight into how 
the respective process parameters affect the treatment process, and into 
what prioritization the parameters need in relation to the development 
of the overall treatment process, which will be the topic of a subsequent 
study. 
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Appendix B. Derivation of transport equations. 

The transport phenomena in soil are presented by a custom set of partial differential equations that are expressed via the PDE interface of the 
mathematics module of COMSOL Multiphysics. The coefficient form PDE option is used, which requires the system equations to be expressed as second 
order differential equations of the general form, 

da∂tu+∇ • ( − c∇u)+ β • ∇u+ au = f (35) 

The subsequent sections of this appendix details the derivation of the custom differential equations for transport equations. 

B.1. Mass balance of liquid water 

For liquid water diffusion, convection due to the advection of soil under the antenna, and the volumetric evaporation of water are combined into 
the following equation, 

∂tnwl = αw∇
2nwl − u0 • ∇nwl − rv − rv,bc (36) 

The term rv,bc accounts for the evaporation to and condensation from the ambient air above the soil. The manner in which these boundary 

Fig. 13. Measurements of pressure at a depth of 10 cm during a field trial (left), and simulated pressure transients (right). A SMC PSE543A pressure transducer was 
used for the measurement. The dashed line is included to guide the eye. 

Fig. 14. Comparison of simulated transients for temperature and vapor pres
sure between the gas/vapor and solid/liquid domains. 
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conditions are imposed are discussed in Section 4.4.4. The equation is brought into a form suitable for the coefficient form PDE interface in accordance 
with Eq. (35), 

∂tnwl +∇ • ( − αw∇nwl)+ u0 • ∇nwl = − rv − rv,bc (37) 

and additional terms to the left and right of the equation are added to improve stability, 

∂tnwl +∇ • ( − αw∇nwl)+ u0 • ∇nwl +
αw

αs
nwl = − rv − rv,bc +

αw

αs
nwl (38)  

B.2. Heat balance in soil and liquid water 

For mathematical simplicity in this study the enthalpy is defined with reference to 0 K. The expression for sensible enthalpy of the solid/liquid 
domain is the sum of the sensible enthalpy of soil and liquid water, 

Hs,sl = Tsl
(
ρsCp,s +MwCp,wlnwl

)
(39) 

Several factors affect this variable over time. These are expressed as time derivatives of the constituent parts of this enthalpy and volumetric heat 
source or sink terms. The terms make up the overall enthalpy balance according to the following equation, 

∂tHs,sl = ∂tHs,sl,dc + ∂tHs,sl,cc + ∂tHs,sl,hc − Qv − Qv,bc − QΔT +QRF (40) 

The terms Qv and QΔT are volumetric heat source and sink terms for the heat of evaporation and heat transfer between the solid/liquid domain and 
gas/vapor domain. These are described in Section 4.2. The term Qv,bc represents the latent heat of evaporation and condensation between the soil 
surface and the air above it; this term is discussed in Section 4.4.4. The final source term – QRF – is the heat generation by the radio wave field, which is 
discussed in Section 5 (Eq. (24). 

The term ∂tHs,sl,dc expresses the transport of heat along with the transport of liquid water due to diffusion, moisture gradient advection with the soil, 
and evaporation, 

∂tHs,sl,dc = TslMwCp,wl
(
αw∇

2nwl − u0 • ∇nwl − rv
)

(41) 

The term ∂tHs,sl,cc expresses heat transport due to temperature gradients advection with soil, 

∂tHs,sl,cc = −
(
ρsCp,s +MwCp,wlnwl

)
∇Tsl • u0 (42) 

The term ∂tHs,sl,hc expresses the conduction of heat in soil, 

∂tHs,sl,hc = κ∇2Tsl (43) 

The model equation is derived as follows. Differentiation of Eq. (39) to time yields, 

∂tHs,sl = ∂tTsl
(
ρsCp,s +MwCp,wlnwl

)
+TslMwCp,wl∂tnwl (44) 

Eq. (37) is substituted into Eq. (44), 

∂tHs,sl = ∂tTsl
(
ρsCp,s +MwCp,wlnwl

)
+TslMwCp,wl

(
αw∇

2nwl − u0 • ∇nwl − rv
)

(45) 

Further substitution of Eqs. (40)–(43) into Eq. (45) is applied, 

∂tTsl
(
ρsCp,s + MwCp,wlnwl

)
+ TslMwCp,wl

(
αw∇

2nwl − u0 • ∇nwl − rv
)
= TslMwCp,wl

(
αw∇

2nwl − u0 • ∇nwl − rv
)
−
(
ρsCp,s + MwCp,wlnwl

)
∇Tsl • u0 + κ∇2Tsl − Qv

− Qv,bc − QΔT + QRF

(46) 

Rearranging the equation and eliminating terms yields, 

∂tTsl
(
ρsCp,s +MwCp,wlnwl

)
= −

(
ρsCp,s +MwCp,wlnwl

)
∇Tsl • u0 + κ∇2Tsl − Qv − Qv,bc − QΔT +QRF (47) 

Additional rearrangement is applied to bring the equation into a form suitable for the PDE interface. In addition terms are added left and right of 
the equation to improve stability, 

∂tTsl
(
ρsCp,s +MwCp,wlnwl

)
+∇ • − κ∇Tsl +

(
ρsCp,s +MwCp,wlnwl

)
u0 • ∇Tsl +

κ
αs

Tsl =
κ
αs

Tsl − Qv − Qv,bc − QΔT +QRF (48)  

B.3. Gas and vapor temperature 

The sensible enthalpy of the gas/vapor domain is the sum of the sensible enthalpy of water vapor and air, 

Hs,av = Tav
(
MwCp,wvnwv +MaCp,ana

)
(49) 

The local heat balance in the gas/vapor domain, accounting for conduction of heat, convection of heat, and heat transfer from the solid/liquid 
phase domain is expressed as follows, 

∂tHs,av = κav∇
2Tav − MwCp,wv(Tavnwv∇ • uav + nwv∇Tav • uav + Tav∇nwv • uav) − MaCp,a(Tavna∇ • uav + na∇Tav • uav + Tav∇na • uav) + rvMwCp,wvTav + QΔT

(50) 

The time derivative of the sensible enthalpy (Eq. (49) is, 
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∂tHs,av = ∂tTav
(
MwCp,wvnwv +MaCp,ana

)
+ Tav

(
MwCp,wv∂tnwv +MaCp,a∂tna

)
(51) 

Substituting Eq. (50), 56 and 57 (Section B.4), into Eq. (51), and neglecting the αv diffusion terms that cancel out by approximation yields, 

∂tTav
(
MwCp,wvnwv + MaCp,ana

)
+ Tav

(
MwCp,wv( − nwv∇ • uav − uav • ∇nwv + rv) + MaCp,a( − na∇ • uav − uav • ∇na)

)

= κav∇
2Tav − MwCp,wv(Tavnwv∇ • uav + nwv∇Tav • uav + Tav∇nwv • uav) − MaCp,a(Tavna∇ • uav + na∇Tav • uav + Tav∇na • uav) + rvMwCp,wvTav + QΔT (52) 

Elimination of terms left and right of the equal sign, substituting Eq. (58) from Section B.4 and Eq. (8) from Section 4.2, and rearrangement results 
in, 

∂tTav
(
MwCp,wvnwv +MaCp,ana

)
= κav∇

2Tav +
(
MwCp,wvnwv +MaCp,ana

)
∇Tav •

(
k

μφ
∇p − u0

)

+
(
MwCp,wvnwv +MaCp,ana

)
(Tsl − Tav)

1
τv

(53) 

which is rearranged into, 

(
MwCp,wvnwv + MaCp,ana

)
∂tTav +∇ • − κav∇Tav +

(
MwCp,wvnwv + MaCp,ana

)
(

k
μφ

∇p − u0

)

• ∇Tav +
MwCp,wvnwv + MaCp,ana

τv
Tav =

MwCp,wvnwv + MaCp,ana

τv
Tsl

(54)  

B.4. Gas and vapor pressure 

The ideal gas law relates pressure, molar bulk densities of air and vapor, and temperature as follows, 

pφ = (nwv + na)RTav ≈ (nwv + na)RTsl (55) 

Note that the porosity is included in his equation. Moreover, the solid/liquid temperature is used as an approximation for the gas/vapor tem
perature because this improves convergence. The local mass balance for water vapor over a control volume is, 

∂tnwv = αv∇
2nwv − nwv∇ • uav − uav • ∇nwv + rv (56) 

For air a similar equation is defined. The diffusion term αv∇
2nwv recurs here since water vapor that is transported through diffusion is displaced by 

air, 

∂tna = − αv∇
2nwv − na∇ • uav − uav • ∇na (57) 

The symbol uav represents the flow velocity of gas and vapor in soil. This velocity is the sum of the imposed advection velocity, and the velocity of 
flow in porous media due to pressure variation according to Darcy’s Law, 

uav = −
k

μφ
∇p+ u0 (58) 

Differentiation of Eq. (55) to time yields, 

φ∂tp = (∂tnwv + ∂tna)RTsl +(nwv + na)R∂tTsl (59) 

and substitution of Eqs. (55)–(58) into Eq. (59) yields, 

φ∂tp =

[(

αv∇
2nwv +

k
μφ

nwv∇
2p +∇nwv •

(
k

μφ
∇p − u0

)

+ rv

)

+

(

− αv∇
2nwv +

k
μφ

(
pφ

RTsl
− nwv

)

∇2p +∇

(
pφ

RTsl
− nwv

)

•

(
k

μφ
∇p

− u0

))]

RTsl +

[

nwv +

(
pφ

RTsl
− nwv

)]

R∂tTsl (60) 

Simplifying and applying the quotient rule 
(
∇
(

f
g

)
=

g∇f − f∇g
g2

)
yields, 

φ∂tp =

[
k
μ

p
Tsl

∇2p+φ
Tsl∇p − p∇Tsl

Tsl
2 •

(
k

μφ
∇p − u0

)

+Rrv

]

Tsl +
pφ
Tsl

∂tTsl (61) 

which is rearranged to bring the equation into the form of Eq. (35), 

∂tp+∇ • −
kp̂
μφ

∇p+
(

kp
μφ

∇Tsl

Tsl
+ u0 −

k
μφ

∇p̂
)

• ∇p −
(
∇Tsl

Tsl
• u0 +

∂tTsl

Tsl

)

p =
TslR

φ
rv (62)  

B.5. Water vapor bulk density 

The mass balance accounting respectively for the diffusion of water in air, the convection of water vapor with pressure driven flow, and the 
evaporation and condensation between the solid/liquid domain and gas/vapor domain is, 

∂tnwv = αv∇
2nwv − nwv∇ • uav − uav • ∇nwv + rv (63) 

Substitution of the velocity expression for flow of gas and vapor (Eq. (58) and rearranging yields, 

∂tnwv +∇ • − αv∇nwv −

(
k∇p
μφ

− u0

)

• ∇nwv −
k∇2p

μφ
nwv = rv (64) 

G.S.J. Sturm et al.                                                                                                                                                                                                                              



Computers and Electronics in Agriculture 211 (2023) 107992

18

Appendix C. Derivation of boundary equation expressions. 

This appendix details derivations of formulations that are used to describe boundary conditions for the transport phenomena at the edge of the soil 
domain. In Section C.1 the boundary condition for pressure at the boundary adjacent to soil outside of the simulated soil volume is determined. In 
Section C.2 the characteristic length is calculated of the interaction due to evaporation between soil volume and the ambient air above it. In Section 
C.3 the heat and mass transfer coefficients due to natural convection are calculated at the top plane boundary between soil and ambient air. 

C.1. Pressure boundary condition adjacent to soil 

The pressure variations in soil outside of the simulated soil volume cannot be neglected. However, it is undesired to extend the size of this volume 
so that the pressure variations would approximate zero at its boundaries, because this would likely increase of the computational requirements beyond 
the practical constraints on computational hardware that are imposed in the scope of this work. 

An alternative approach is applied, in which a boundary condition description is developed that approximates the behavior of a soil domain 
beyond the boundary. These are needed only in the boundaries that are parallel with the direction of motion of the soil volume relative to the antenna. 
To this end, it is assumed 1) that the flow beyond these planes extends into an infinite domain; 2) that this flow only occurs in the direction 
perpendicular to these planes, i.e. it is a one-dimensional flow; 3) that the effect decays and approaches zero with increasing distance to the plane; and 
4) that pressure does not deviate much from the ambient pressure. 

A spatial coordinate w is introduced that is the distance perpendicular to the boundary plane in an outward direction. The relation between flow 
and pressure follows from Darcy’s law, 

uw = −
k

μφ
∂wp (65) 

The ideal gas law determines the relation between the molar bulk density of gas and vapor, and pressure, 

n = p
φ

RT
(66) 

The mass balance for air and water vapor combined is, 

∂tn = − n∂wuw − uw∂wn (67) 

Substitution of Eq. (65) and (66) into Eq. (67) yields, 

∂tp =
k

μφ
(∂wp)2

+
k

μφ
∂2

w(p)p (68) 

With the assumption that pressure does not deviate much from the ambient pressure, Eq. (68) can be simplified as follows, 

∂tp̃ = p0
k

μφ
∂2

w(p̃) (69) 

in which p̃ represents the pressure variations relative to the ambient pressure, 

p̃ = p − p0 (70) 

The differential equation is solved via separation of variables, 

p̃(w, t) = W(w)V(t) (71)  

W(w)V′(t) = p0k
μφ

W″(w)V(t) (72)  

V′(t)
V(t)

=
p0k
μφ

W″(w)
W(w)

= C0 (73) 

To find a fitting solution, a time harmonic approximation is applied to account for time-dependence. Preliminary simulation has shown that a 
radial frequency ωbc = 0.01 rad/s characterizes the dynamics at the boundaries. This defines coefficient C0 as follows, 

V(t) = C1exp(iωbct) (74a)  

V’(t) = iωbcC1exp(iωbct) (74b)  

C0 = iωbc (74c) 

Coefficient C0 must therefore be an imaginary number. A fitting solution is found as follows, 

W(w) = C2exp
(
− (1 + i)γpw

)
(75a)  

W’’(w) = (1 + i)2γp
2C2exp

(
− (1 + i)γpw

)
(75b)  

C0 =
p0k
μφ

(1 + i)2γp
2 =

p0k
μφ

2iγp
2 (75c) 

Hence, 
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iωbc =
p0k
μφ

2iγp
2  

γp =

̅̅̅̅̅̅̅̅̅̅̅̅̅μφωbc

2p0k

√

(76) 

and the function that fits differential equation Eq. (69) is, 

p̃(w, t) = C3exp
(

iωbct − (1 + i)
̅̅̅̅̅̅̅̅̅̅̅̅̅μφωbc

2p0k

√

w
)

(77) 

Combining this pressure expression with Darcy’s law (Eq. (65) yields, 

uw(w, t) = (1+ i)

̅̅̅̅̅̅̅̅̅̅̅̅̅
kωbc

2p0μφ

√

C3exp
(

iωbct − (1 + i)
̅̅̅̅̅̅̅̅̅̅̅̅̅μφωbc

2p0k

√

w
)

uw(w, t) =

̅̅̅̅̅̅̅̅̅̅̅̅̅
kωbc

2p0μφ

√

p̃+ iωbc

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
k

2p0μφωbc

√

p̃ (78) 

Which corresponds to the following differential equation under the assumption of a time harmonic variation, 

uw(w, t) =

̅̅̅̅̅̅̅̅̅̅̅̅̅
kωbc

2p0μφ

√

p̃(w, t) +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
k

2p0μφωbc

√

∂tp̃(w, t) (79) 

Reintroducing absolute pressure (Eq. (70), substituting Darcy’s Law (Eq. (65), and using the pressure gradient in the soil volume multiplied with 
the speed of motion of the antenna as an expression for the time derivative of pressure yields, 

−
k

μφ
∂wp =

̅̅̅̅̅̅̅̅̅̅̅̅̅
kωbc

2p0μφ

√

(p − p0)+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
k

2p0μφωbc

√

u0∂xp (80) 

This differential equation describes the boundary condition for pressure at the boundaries of the soil volume that are adjacent to soil. Specifically, 
this relates to the boundaries at the bottom and side planes of the soil volume as defined in Fig. 2. Two subsequent operations are applied to bring the 
equation in the form required by the PDE interface of COMSOL Multiphysics for flux boundary conditions. First the spatial derivative in the w-direction is 
expressed as the inner product of the pressure gradient inside the soil volume with the normal vector n of the boundary plane. Second, the equation is 
multiplied by pressure. The assumption is made herein that at the boundary, the pressure does not deviate much from the ambient pressure. The 
expression for the boundary condition becomes, 

− n • −
p̂k
μφ

∇p = −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p0kωbc

2μφ

√

(p − p0) −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p0k

2μφωbc

√

u0∂xp (81)  

C.2. Characteristic length of soil/air interaction layer 

The boundary conditions related to evaporation and condensation of moisture between soil and ambient air are represented by a volumetric 
source/sink term. An interaction layer in soil is defined directly below the top boundary plane where this transfer of moisture takes place. In this layer, 
a distribution function is applied that decays with depth, and that describes the distribution of the influence of transfer of moisture to and from 
ambient air. 

In order to define this distribution function, a characteristic length is calculated. Of the relevant diffusion processes at play, thermal diffusion and 
vapor diffusion have the most significant diffusivities by an order of magnitude, so it is assumed that the characteristic length is determined by these 
two processes. Moreover, it is assumed that the soil top layer is at the vapor–liquid thermodynamic equilibrium; and that the gas/vapor pressure 
equals ambient pressure. The transport parameters are calculated for an approximate average temperature of 40 ◦C and a soil moisture level cor
responding to 21.5 m%. 

The volumetric heat capacity of soil under these conditions is ρslCp,sl = 4568 kJ/m3K; the enthalpy of evaporation is HvMw = 43339 kJ/mol; and the 

temperature derivative of the volumetric molar bulk density of water vapor at equilibrium is ∂Tnwv = ∂T

(
φ
R

fA(T)
T

)
= φ

R
f′
A − fA/T

T = 7.1115 mmol
m3

1
K. The 

diffusion and evaporation/condensation processes are represented by the following equations, 

∂tnwv = αv∇
2nwv + rv (82)  

∂tnwl = − rv (83)  

∂tT = −
HvMw

ρslCp,sl
rv +

κ
ρslCp,sl

∇2T (84)  

∂nwv = ∂T nwv∂T (85) 

Substituting Eqs. (83) and (85) into Eq. (84) and rearranging results in, 

∂tnwl =
ρslCp,sl

HvMw∂T nwv
∂tnwv −

κ
HvMw∂T nwv

∇2nwv (86) 
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Substituting Eq. (83) into Eq. (82) yields, 

∂tnwl = αv∇
2nwv − ∂tnwv (87) 

Combining Eqs. (86) and (87) by equating ∂tnwl results in an expression for a combined diffusivity, 

∂tnwv =
αv +

κ
HvMw∂T nwv

ρslCp,sl
HvMw∂T nwv

+ 1
∇2nwv = αcombi∇

2nwv (88) 

The combined diffusivity is, 

αcombi =
2.8 • 10− 5 + 6.49 • 10− 3

14.8 • 103 + 1
= 4.4 • 10− 7 m2

/

s 

The depth of the interaction layer is calculated by imposing a time-harmonic function with the same radial frequency ωbc = 0.01 rad/s as is used in 
Section C.1, 

nwv(z, t) = C4eγpzeiωbct (89) 

Substitution of Eq. (89) into the differential equation for diffusion (Eq. (88) allows for the calculation of the characteristic depth of the soil/air 
interaction layer Ls, 

iωbc = αcombiγs
2  

γs =
1 + i

̅̅̅
2

√

̅̅̅̅̅̅̅̅̅̅̅
ωbc

αcombi

√

Ls = Re(γs)
− 1

=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2αcombi

ωbc

√

= 9.4 mm 

Following this analysis the interaction layer has a characteristic length of 9.4 mm, or approximately 10 mm. 

C.3. Convective heat and mass transfer coefficients at the top plane boundary 

Natural convection determines the rate of heat transfer and evaporation between the top soil surface and ambient air. The natural convection 
coefficient for heat transfer is determined first. This is done according to Mills (1999) who cites McAdams (1954) on the matter. The calculation first 
determines the Rayleigh number for a characteristic length L of 0.4 m – defined to be the width of the antenna in the model – and a temperature 
difference ΔT of 40 ◦C, which is approximately half the maximum surface temperature rise, 

Ra =
ρβΔTL3g

μα (90) 

The air properties applied here are: a density ρ of 1.25 kg/m3, thermal expansion coefficient β of 3.6⋅10–3 1/K, gravitational acceleration g of 9.81 
m/s2, dynamic viscosity μ of 1.7⋅10-5 Pa⋅s, and thermal diffusivity α of 1.9⋅10-5 m2/s. The Rayleigh number is calculated to be 3.32⋅108, which directs 
to the following relation as appropriate to calculate the Nusselt number, 

Nu = 0.14Ra1/3 (91) 

This results in a value of 96.9. The convection coefficient is calculated from the Nusselt number with a thermal conductivity for air of 2.5⋅10-2 W/ 
(mK), 

Nu =
hn,T L

κ
(92) 

The convection coefficient is calculated to be 6.1 W/(m2K). The properties for air are obtained from several Engineering Toolbox pages (2003a) 
(2003b) (2018) (2009). 

Next, the natural convection coefficient for mass transfer is calculated, based on the analogy between heat and mass transfer (Mills, 1999) (Kays & 
Crawford, 1993). The analogue of the Nusselt number is the Sherwood number. As the Rayleigh number is the product of the Grashof number and the 
Prandtl number, it follows that substituting the product of Grashof number and Schmidt number into Eq. (91) yields the Sherwood number, 

Sh = 0.14(GrSc)1/3
= 0.14

(

Ra
Sc
Pr

)1/3

(93) 

The resulting Sherwood number is 90.8. From the equation for the Sherwood number, the convective mass transfer coefficient is derived, 

Sh =
hn,m

αv/L
(94) 

The resulting mass transfer coefficient is hn,m = 6.36 mm/s. 

Appendix D. Notes on complex dielectric medium properties 

The dielectric medium properties are a key aspect of the radio wave treatment process. However, they are uncommon to both the disciplinary fields 
of biology and transport phenomena. This may lead to misunderstandings with respect to the nature of dielectric properties. Therefore, in this ap
pendix some notes are included to mitigate these misunderstandings in case they occur. 

First, there is the manner in which the dielectric properties are defined. They are defined in the frequency domain, instead of the intuitively more 
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accessible time domain. This stems from the mathematical convenience of converting Maxwell’s electromagnetic field equations from the time domain 
to a frequency domain representation. The time domain representation can be expressed as follows, 

∇× E = − ∂tμH
∇× H = ∂tεE + J (95) 

In these differential equations E is the electric field vector and H is the magnetic field vector, J is the vector for the excitation current. Also present 
in these equations is a time derivative operator ∂t, which signifies that the differential equations describe a process that varies in time, and hence it is a 
representation of the process in the time domain. Electromagnetic fields, however, are typically considered as stationary at a single frequency. For 
example, in the case of radio wave treatment of soil, this frequency is 915 MHz. This allows for a modification of these differential equation by 
imposing a sinusoidally oscillating solution at a single frequency for the electromagnetic field solutions. Specifically, the sinusoidally oscillating field, 
also known as a time-harmonic field has the following general form, 

V(t, x) = eiωtV(x) (96) 

In this expression V is an arbitrary vector variable. By imposing this solution, an algebraic relation can be used for the time derivative of the vector 
fields, i.e. ∂tV = iωV, where ω represents the angular frequency of the excitation. The angular frequency is the regular frequency multiplied by 2π, e.g. 
for the soil treatment process the applied frequency is 915 MHz, and the angular frequency equals 2π⋅915⋅106 = 5.749⋅109 rad/s. By imposing a 
time–harmonic field solution, the following modification to Maxwell’s electromagnetic field equations results, 

∇× E = − iωμH
∇× H = iωεE (97) 

Note that the excitation current J is not included in these expressions. This modification brings Maxwell’s equations into the frequency domain. 
This has several advantages. First, it allows for calculation for just one frequency of interest. All other non-relevant dynamic behavior is avoided, 
which is considerably more efficient computationally. Second, it also requires consideration of medium properties at just one frequency, which greatly 
reduces the required effort in medium properties measurement. The consequence of the shift to the frequency domain is the introduction of com
plex–valued variables. From an everyday perspective this may appear non-intuitive, but that does not weigh up to the conveniences in terms of 
computational requirements and medium properties measurement. 

The introduction of complex–valued variables extends to the medium properties, which explains the typical representation of the dielectric 
properties in the form ε′ − iε″. These dielectric properties define the microscopic polarization of charge inside a medium in response to the application 
of an electric field vector E. The aforementioned form is a simplification; a more comprehensive expression would be, 

ε(ω, T) = ε0εr(ω,T) = ε0(ε′(ω,T) − iε″(ω,T) ) (98) 

This formula shows how the symbol ε is used to express the various definitions of the dielectric properties. These properties are also called the 
dielectric permittivity, or just permittivity. Commonly these properties are expressed as the relative permittivity, denoted by the symbol εr; in that case, the 
permittivity is expressed relative to the permittivity of vacuum, ε0 = 8.8542(…)⋅10-12F/m. The convenience lies in the removal of the long number of 
decimals and the order of magnitude term. The relative permittivity is thus expressed in more manageable dimensionless numbers, which ranges for 
everyday media in absolute values from 1 for vacuum to about 80 for water. 

For lossy materials, as encountered in applications where exposure of a medium to an electromagnetic field causes heating, the relative permit
tivity is complex valued. This is often expressed in the aforementioned form εr = ε′ − iε″. In this expression, the real part ε’ quantifies the electric 
energy stored in a medium due to microscopic charge polarization upon exposure to the electric field vector, while the imaginary ε’’ part quantifies the 
dissipation of electric energy into heat. 

It must be noted here, though, that this form is a simplification. As Eq. (98) shows, both the real and imaginary parts of the relative permittivity can 
be a function of both frequency and temperature. For composite media, such as soil, the relative permittivity is a function of its composition as well. A 
dielectric properties measurement at one particular frequency or temperature can never a priori be assumed to apply at a different frequency or 
temperature. This holds in particular for medium properties determined for static or quasi-static fields versus fields in ultra–high frequency bands 
(UHF, 0.3–3 GHz). Some media such as glasses and other ceramics are relatively invariant, water and organic liquids are typically highly dependent. 
On a final note, for completeness, non–isotropic properties of media may need to be considered, which for example might possibly be induced in soils 
by a dominant direction of root growth. 

The imaginary part ε’’ – also known as the dielectric loss term – lumps purely dielectric heating and conductive heating into a singular term. 
Colloquially this form of heat generation is often referred to as dielectric heating, but conductive heating may be lumped in with it as well. The former 
heating mechanism is caused by impeded rotation of polar species, while the latter is caused by impeded translation of electrically charged species. 
Expressions can be defined in which a distinction is made between the separate dissipation mechanisms, e.g. Eq. (25). A clear distinction between the 
mechanisms cannot be made, however, when only a single measurement is made at one particular frequency. In contrast, a spectral measurement over 
a wide frequency band may enable distinction between dissipation mechanisms. 

For the application that forms the context of this study, i.e. radio wave treatment of soil, only heat generation through dissipation of the electric 
field vector is considered. Magnetic dissipation is presumed not to occur. Therefore, the magnetic permeability μ is set to the permeability of vacuum 
μ0 = 4π⋅10− 7H/m throughout the study. Magnetic dissipation may occur, though, in case the soil under consideration has particular magnetic 
properties. In that case, the mathematical expressions for the magnetic properties of media are largely analogue to the dielectric properties. 
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