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ABSTRACT

The presence of disulfide bonds in proteins has very important implications on the three-dimensional
structure and folding of proteins. An adequate treatment of disulfide bonds in de-novo protein simulations
is therefore very important. Here we present a computational study of a set of small disulfide-bridged
proteins using an all-atom stochastic search approach and including various constraining potentials to
describe the disulfide bonds. The proposed potentials can easily be implemented in any code based on
all-atom force fields and employed in simulations to achieve an improved prediction of protein structure.
Exploring different potential parameters and comparing the structures to those from unconstrained sim-
ulations and to experimental structures by means of a scoring function we demonstrate that the inclusion
of constraining potentials improves the quality of final structures significantly. For some proteins (1KVG
and 1PG1) the native conformation is visited only in simulations in presence of constraints. Overall, we

found that the Morse potential has optimal performance, in particular for the (3-sheet proteins.

1. Introduction

Computational prediction of tertiary structure of proteins with
high accuracy on the basis of primary structure, i.e. the amino-
acid sequence, requires development of transferable protein force
fields as well as powerful optimization methods. In particular, pro-
teins containing disulfide bridges represent major challenge for
computational biophysics. The folding process of several proteins
without disulfide bridges could be studied in detail in simula-
tions (Simmerling et al., 2002; Hubner et al., 2005; Snow et al.,
2002b; Garcia and Onuchic, 2003) using all-atom protein force
fields (Duan and Kollman, 1998), molecular dynamics (Simmerling
et al., 2002; Snow et al., 2002a), replica exchange (Garcia and
Onuchic, 2003), Monte Carlo (Hubner et al., 2005; Yang et al., 2007)
or non-equilibrium methods (Herges and Wenzel, 2004; Herges
and Wenzel, 2005; Verma et al., 2007; Verma et al., 2006). Recently,
folding has been also studied using coarse-grained modelling and
rate constant analysis (Carr and Wales, 2008; Carr and Wales, 2009).
For a long time, the molecular dynamics simulations with atomic
resolution had been limited to nano- and microsecond times scales
and thus could not be employed for structure prediction purposes.
Only recently, Shaw et al. (2010) succeeded to fold proteins, such
as FiP35 and villin, from completely extended conformations and
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studied the dynamics of the disulfide-bridged BPTI in all-atom
molecular dynamics simulations on the millisecond time scale con-
ducted on a special-purpose supercomputer.

Due to the long timescale of the folding process all-atom
simulations have faced difficulties for proteins containing disulfide
bridges (Mart-Renom et al., 1998; Qin et al., 2006). This is why
there were only few works that studied the folding behavior of
proteins with disulfide bonds by means of molecular dynamics
(Mart-Renom et al., 1998; Qin et al., 2006), conformational space
annealing with a united-residue force field (Czaplewski et al., 2004),
lattice models (Abkevich and Shakhnovich, 2000), topology-based
approach (Micheletti et al., 2003), distance geometry (Huang et al.,
1999), neural networks (Muskal et al., 1990) and the island model
(Kobayashi et al., 1992; Watanabe et al., 1991). In other works
(Chen and Hwang, 2005; Fiser et al., 1992; Fiser and Simon, 2000;
Mucchielli-Giorgi et al., 2002; O’Connor and Yeates, 2004) methods
and services for qualitative prediction of occurence and location of
disulfide bonds have been proposed. In the recent two years how-
ever, due to rapid development of molecular dynamics methods as
well as increase of computing power, there was an increased num-
ber of all-atom molecular dynamics studies of disulfide-bonded
proteins (Allison et al., 2010; Aschi et al., 2010; Laghaei et al., 2010;
Sharadadevi and Nagaraj, 2010; Zhang et al., 2009). In particular,
the impact of disulfide bonds on the secondary structure has been
demonstrated for Hepcidin-20 and Hepcidin-25 (Aschi et al., 2010),
for the human Amylin (Laghaei et al., 2010), and for mammalian
Defensins HBD-1 and HNP-3 (Sharadadevi and Nagaraj, 2010). For
instance, in the latter work it was found that for both HBD-1 and
HNP-3 the N-terminal (3-strands unfold in the absence of disulfide
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bonds. In a replica-exchange study of human Amylin (Laghaei
et al., 2010) it was shown that the absence of the disulfide bond
greatly decreases the extent of helix formed throughout residues
5-9 in favor of random coil and [-sheet structure thus indicating
a helix-stabilization due to the disulfide bond.

While disulfide bonds stabilize the protein in the thermody-
namic sense, they may impede the folding process by stabilizing
misfolded intermediates (Rey and Skolnick, 1994), especially in
early folding stages (Abkevich and Shakhnovich, 2000). In the lat-
ter study it was found that stiffness of polypeptide chain due to
constrained motion results in smaller folding rates. Specifically,
disulfide bonds that accelerate folding seem to be mostly formed
in early stages of folding process (in the rate determining forma-
tion of the so called folding nucleus) while those that decelerate the
folding are formed only after the rate determining step. The com-
petition between secondary and tertiary structure formation and
the formation of disulfide bonds of varying topology offers a new
degree of freedom, that may be exploited in the elucidation of the
folding process for small proteins accessible to both experiment
and simulation.

Nevertheless, studies based on molecular dynamics often do
not account for the dynamic formation of disulfide bonds during
the folding process, i.e. they assume fixed disulfide bonds during
the course of simulated folding. Moreover, atomistic treatment of
disulfide-bond formation has been also insufficient in algorithms
for protein-structure prediction. In a recent study, employing the
conformational space annealing method and an united-atom force
field (Czaplewski et al., 2004) various proteins with disulfide
bridges were investigated in which disulfide bonds were modeled
using distance-dependent harmonic potentials. Only one of the four
proteins could be folded without prior knowledge of the disulfide
bond topology.

Using transferable all-atom protein force fields and stochastic
optimization methods the native conformations of a number of pro-
teins have been predicted within experimental resolution (Herges
and Wenzel, 2004; Herges and Wenzel, 2005; Verma et al., 2006).
Recently, the approach has been extended to take into account dif-
ferent secondary structures (Strunk et al., 2009; Verma and Wenzel,
2009; Wenzel, 2006). A further extension of this efficient all-atom
structure prediction technique aiming to treat and correctly predict
disulfide-bonded proteins motivated us to carry out the present
study.

We have recently investigated the potassium channel blocker
1TWQE containing two disulfide bonds using a combination of
the free-energy protein force field PFFO1 and molecular dynam-
ics simulations (Quintilla et al., 2007; Quintilla and Wenzel, 2007)
under reducing conditions. While failing to stabilize the native
configuration, the protein exhibited significant native secondary
structure content and even visited near-native configurations.
Later, we extended our approach to study folding of disulfide-
bridged proteins under oxidizing conditions, i.e. including the
long-timescale process of disulfide bond formation. In a more
recent study (Kondov et al., 2009) we have investigated the fold-
ing mechanism of two disulfide-bonded proteins, the TWQE and
the 18-residue antimicrobial peptide protegrin-1 1PG1, in all-atom
basin hopping simulations starting from completely extended con-
formations. The minimal-energy conformations deviated by only
2.1 and 1.2 A for 1WQE and 1PG1, respectively, from their struc-
turally conserved experimental conformations. A detailed analysis
of their free energy surfaces revealed that the folding mechanism
of disulfide-bridged proteins can vary dramatically from Levinthal’s
single-path scenario to a cooperative process more consistent with
the funnel paradigm of protein folding.

In this paper, we report on all-atom stochastic-search simula-
tions of different proteins containing disulfide bonds (DSB) with
inclusion of an additional constraining potential as energy term.

In particular, we will focus on the efficiency assessment of differ-
ent types of constraining potentials by comparing to experimental
structures and structures found in absence of DSB constraints. The
paper is organized as follows. Section 2 will provide an introduc-
tion the physical model and the computational methods employed
followed by Section 3, in which, exploring DSB proteins of dif-
ferent types and size in a presence of different DSB constraining
potentials, we will assess the applicability and the efficiency of
the constraining potentials and their implications on the compu-
tationally predicted structures. In the last section we will conclude
with a summary. We will show that inclusion of a constraining
potential improves the best final structures significantly compared
with those from a constraint-free simulations and, moreover, it is
essential for correct prediction of the native structure of two of the
studied proteins.

2. Methodology

Recently we have followed a free-energy approach to protein
simulation and structure prediction and developed methods based
on an all-atom forcefield including the most important physical
interactions in proteins. This method (Verma and Wenzel, 2009) is
based on Anfinsen’s thermodynamic hypothesis (Anfinsen, 1973)
suggesting that many proteins in their native conformations are
in thermodynamic equilibrium with their environment and the
native conformation. As a consequence, the native conformation
of a protein corresponds to the global minimum of its free-energy
surface. Within the solvent accessible surface area (SASA) model
(Eisenberg and McLachlan, 1986) each protein backbone conforma-
tion is assigned an “internal free energy”, such that the free-energy
difference between two conformations i and j with energies E; and
E;, respectively, is given by E; — E;. The advantage of this approach
is that it decouples the sampling of the conformational space from
the computation of relative free energies of conformations. Thus,
we can use any sampling technique, including non-equilibrium
methods, such as the basin hopping technique (BHT), to simulate
a protein conformational ensemble, until the low-energy region of
the free-energy surface including the native conformation is suffi-
ciently sampled. Most of the methods outlined below, in particular
the force field, the simulated annealing and the DSB constrain-
ing potentials, have been implemented in the program code POEM
(Herges and Wenzel, 2004) that is developed at the Karlsruhe Insti-
tute of Technology. A more detailed description of the methodology
used in this work has been done recently by Strunk et al. (2009).

2.1. Force field

The free-energy protein force fields PFFO1 (Herges and Wenzel,
2004; Herges and Wenzel, 2005) and PFF02 (Verma and Wenzel,
2009; Wenzel, 2006) have been developed to describe the
free-energy surface. The force field PFFO1 comprises following non-
bonding interactions:
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where r;; denote the inter-atomic distances. The Lennard-Jones
potential depth and equilibrium distance, V;; and R;; respectively,
have been optimized imposing constraints of series of proteins from
the PDB database. The second, electrostatic term depends on the
partial atomic charges q; and pairwise dielectric constants Egg
with g; being the type of amino acid residue pertaining to atomi. The
last two terms provide implicit description of solvent interaction
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Fig. 1. Constraining potentials for disulfide bonds as functions of the distance
r between involved sufur atoms: square-root potential Vss(r) = Eo(y/r —To] — 1)
(Sqrt, dotted line), harmonic potential Vss(r)=—Eo+0.58(r —ro)? (solid line), the
hyperbolic tangent potential Vss(r) = Eg [tanh JIr=ro] — 1] (Tanh, dashed line), the

Morse potential Vss(r) = Eo [(1 - e’*ﬁ(”t)))2 - 1} (dashed-dotted line). For all shown
potentials B=1A -1 (kcalmol-! A-2), ry =2A and E; = 5 kcal/mol.

(the SASA model (Eisenberg and McLachlan, 1986)), where A; is the
contact area for atom i, and the short-range backbone-backbone
hydrogen bonding Vj,;,, respectively.

While PFFO1 was parameterized for helical proteins, its exten-
sion PFF02 (Verma and Wenzel, 2007; Verma and Wenzel, 2009;
Wenzel, 2006) includes terms that allow thermodynamically cor-
rect description of [B-sheets and proteins of mixed secondary
structure. The first additional term differentiates between the back-
bone dipole alignments found in different secondary structure
elements included in the electrostatic potential between atoms i
and j belonging to the backbone NH or CO groups via the dielectric
constants &gg,. The second, torsional potential term for backbone
dihedral angles gives a small contribution (about 0.3 kcal/mol) to
stabilize conformations with dihedral angles in the [3-sheet region
of the Ramachandran plot. To date, over 20 proteins (Verma and
Wenzel, 2007) with 20-60 amino acids could be simulated starting
from extended conformations to structures of an average backbone
root-mean-square deviation (RMSD) of 2.8 A. Thus, the PFF02 pro-
vides an unbiased and transferable description of the free-energy
landscape for proteins containing both 3-sheet and a-helix sec-
ondary structures. In this work, the force field PFF02 will be used.

2.2. Constraining potentials

To promote the formation of disulfide bridges we employ con-
straining potentials of different types as plotted in Fig. 1. In arecent
study, Czaplewski et al. (2004) employed a harmonic potential
biased by 5.5 kcal/mol to describe the disulfide bond with equi-
librium distance of 4.7A defined between the centers of mass
of pertinent cysteine residues. In our study we also use har-
monic potential but we define the equilibrium distance of rp =2.0 A
between the sulfur atoms of pertinent cysteine residues. Because
the potential increases unlimitedly with distance r between sul-
fur atoms we defined a cut-off for all r for which the potential is
positive.

Morse potential Vss(r) = Eo [(1— e—Blr-r0))2 _ 1] also was con-
sidered, where r is the equilibrium distance between the sulfur
atoms forming a disulfide bridge and —Ej is the energy correspond-
ing to rg. The spacial extent of the potential 8 has the meaning of the
inverse distance at which the potential well is one half. For smaller
p values the potential is more extended and for larger 8 more com-
pact. Morse potential has been widely used to describe chemical
bonds in classical forcefields, as well as in studies of atomic clusters
(Miller et al., 1999; Wales, 2010).

In addition, two other potentials, square root (denoted as Sqrt
in the following) and hyperbolic tangent containing a square root
(denoted as Tanh in the following). The Sqrt and Tanh are charac-
terized by very small spatial extents (about 3 A) and singularity at
the equilibrium distance rg. On the other hand, the harmonic and
Morse potentials have a smooth minimum at ry and have broader
wells extending to different ranges depending on S, e.g. to 4-5 A for
B=1 and Ey =5 kcal/mol (cf. Fig. 1). These properties imply larger
binding forces around the minima of the Sqrt and Tanh potentials
compared to the harmonic and Morse potentials. Another impor-
tant property of the binding potentials is their asymptotic behavior.
The Morse and Tanh potentials decay exponentially to zero and
remain negative for long distances. In contrast, the Sqrt and the
harmonic potentials become infinitely large for large distances and
thus have to be cut off at some value. In this study, we cut off the
harmonic potential for distances for which it becomes positive.

In the simulations presented here, we varied the parameters Eg
and § for all constraining potentials and ry was kept fixed at 2.0 A.

2.3. Simulation method

The BHT (Li and Scheraga, 1987; Nayeem et al., 1991; Verma
et al,, 2006; Wales and Doye, 1997) employs a relatively straight-
forward approach to eliminate high-energy transition states of the
free-energy surface: The original free-energy surface is simplified
by replacing the energy of each conformation with the energy of
an adjacent local minimum. This replacement eliminates high-
energy barriers in the stochastic search that are responsible for
the freezing problem in simulated annealing. In many applications
the additional effort for the minimization step is compensated by
the improved efficiency of the stochastic search. The basin-hopping
technique and derived methods (Abagyan and Totrov, 1994) have
been used previously to study the free-energy surface of model pro-
teins (Wales and Dewbury, 2004) and poly-alanines using all-atom
models (Mortenson et al., 2002; Mortenson and Wales, 2004), as
well as for protein structure prediction (Prentiss et al., 2008) and
protein folding studies (Carr and Wales, 2005).

Here we replace the gradient-based minimization step with a
simulated annealing run (Kirkpatrick et al., 1983), because local
minimization generates only very small steps on the free-energy
surface. In addition, the calculation of gradients for the employed
SASA model (Eisenberg and McLachlan, 1986) is computationally
prohibitive. Within each annealing simulation, new configurations
are accepted according to the Metropolis criterion, while the tem-
perature is decreased geometrically from its starting to its final
value. The starting temperature and cycle length determine how far
the annealing step can deviate from its starting conformation. The
final temperature must be small compared to typical energy dif-
ferences between competing metastable conformations, to ensure
convergence to a local minimum. The annealing protocol is thus
parameterized by the starting temperature (Ts), the final temper-
ature (Tg=2K) and the number of steps. We investigated various
choices for the numerical parameters of the method, but have
always used a geometric cooling schedule (Verma et al., 2006). In
every cycle the initial temperature Ts was chosen from an expo-
nential distribution and the number of simulated annealing steps
was increased following (Verma et al., 2006).

At the end of one annealing cycle the new conformation is
accepted if its energy difference to the current configuration is not
higher than a given threshold energy. Throughout this study we
use a threshold acceptance criterion of 1 kcal/mol. For each disul-
fide parameter set we performed 30 independent runs starting the
extended conformation (i.e. all backbone dihedral angles, except for
proline residues, were set to 180°) each containing 300, 300, 600
and 800 basin hopping cycles for 1KVG, TWQE, 1PG1, and 1HD6
respectively. For the three-helical 1HD6 we used a slightly mod-



ified simulation protocol in which we performed two annealing
cycles per BHT cycle.

In addition, 30 simulations of length 300 cycles have been per-
formed for each protein starting from the NMR structure of each
protein under the conditions outlined above. The first structures in
the PDB records of the respective proteins were used as references.
The sets of accepted structures of all runs were used in the further
analysis in which, e.g. the root mean square deviation (RMSD) was
calculated for the backbone atoms. The structures in this work were
visualized with PyMOL (Delano, 2002).

2.4. Secondary structure

To determine secondary structure we used the DSSP program
(Kabsch and Sander, 1983). Then we applied a simple per-residue
scoring function to calculate the match between the secondary
structure of the simulated conformations and that from the PDB.
In this function, every symbol from the DSSP output string is com-
pared with the corresponding symbol in the experimental structure
(see the caption of Table 1 for explanation of symbols). If the sym-
bols match then a unity, otherwise zero, is added to the score. At
the end, the secondary structure score (SSS) is normalized to unity
(100%).

2.5. Native contacts

For the lowest-energy conformation from each simulation the
fraction of native contacts (FNC) was computed. While the back-
bone RMSD for backbone atoms is characteristic for the quality of
the secondary structure and for extent of mutual alignment of heli-
cal regions, native contacts characterize the mutual alignment of
side chains in the tertiary native structure. Therefore, the contact
order and the FNC have been used as folding reaction coordinates
(Kondov et al., 2009; Paci et al., 2005; Plaxco et al., 1998). In this
study, the FNC will be used to estimate the quality of the simu-
lated structures with respect to the alignment of side chains. We
have used the MMTSB tool set (Feig et al., 2004) to calculate the
residue-residue native contacts basing on distances between heavy
atoms. A threshold distance of 4.2A between side-chain heavy
atoms was set.

2.6. Performance assessment

To assess the performance of every different potential for dif-
ferent parameters we introduce an unbiased metric (total score)
defined basing on the pure PFF02 energy, i.e. the total energy sub-
tracting the contributions of DSB constraining potentials, Epsg. For
each simulation set (for given potential type and parameter set) we
select the structure with lowest total energy for which we calculate
a total score

Esc x SSS x FNC
RMSD x Zd,- /n
i

Score = x 1000 (2)

where Esc = |Epproz/Emin, PFFO2|, d; is the length for the ith DSB
out of n DSBs. According to this definition, the higher values of Eg
(being optimal at unity) correspond to better protein structures.
This definition of the total score allows comparison across simu-
lations for different proteins as well as with different constraining
potential type or parameters. Additionally, it captures all quality
information including the RMSD, SSS, FNC and the DSB distances
into one single quantity. For each constraining potential type the
set with the highest total score was selected and used in further
analysis.

Table 1

Characteristics of the best final conformations obtained from simulations starting from the extended conformations with different DSB constraining potentials. Disulfide bond distances are given in A. All energies are given in

=3-sheet, T=turn, S=bend, H=a-helix, B=(3-bridge.

coil, E

kcal/mol. We used following notation for secondary structure: C
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Fig. 2. Best-energy decrease with basin hopping step (left) and a population diagram (right) of the energy versus backbone RMSD for 30 independent simulations for protein

1WQE using the Morse potential with Ep =2 kcal/mol and B=0.5A .
3. Results and discussion
3.1. «a-Helical proteins

3.1.1. TWQE

The 23-amino-acid potassium channel blocker 1WQE
(Chagot et al., 2005) comprises two a-helices (PRO3-HIS11
and VAL15-CYS22) connected by a loop region. The native con-
formation is characterized by two disulfide bonds between the
residues CYS4 and CYS22 (DSB1), and CYS8 and CYS18 (DSB2),
respectively. Previously, this protein has been investigated in
a combination of free-energy and molecular dynamics simula-
tions (Quintilla et al., 2007; Quintilla and Wenzel, 2007). These
simulations were performed under reducing conditions, i.e. they
did not employ a DSB potential. Therein, the free-energy pro-
tocol yielded a low-energy conformation of TWQE with correct
secondary structure, while failing to fully satisfy the disulfide
constraints. The sulfur atoms in the lowest-energy conformation
had a distance of d; =3.3A and d,=5.5A, compared to 2A in the
native conformation for both. Subsequent molecular dynamics
simulations (Quintilla et al., 2007; Quintilla and Wenzel, 2007)
started from this low-energy conformation suggested that the
secondary structure elements are stable. The tertiary arrangement
of the helices fluctuated significantly, but visited conformations
consistent with the correct disulfide bonding pattern on a short
(~50ns) timescale. Later, it was shown (Kondov et al., 2007, 2009)

that near-native conformations of TWQE could be simulated with
and without constraining Morse potential. Moreover, it was found
(Kondov et al., 2009) that TWQE follows the Anfinsen’s funnel
folding scenario (Dill and Chan, 1997; Onuchic et al., 1997), i.e. the
folding pathway has only local low barriers and a global slope lead-
ing to the native state. The DSB formation in such scenario follows
continuously the build-up of secondary and tertiary structures
and the protein reaches its native conformation in the absence of
DSB constraints. In the case with constraints, intermediates with
near-native conformations with partially closed DSBs could be
identified.

In the following, we study the protein in the presence of the
disulfide bridge potential described above in independent basin
hopping simulations. All independent simulations start from the
completely extended conformation at very high energy (cf. Fig. 2).
After every BHT cycle the new structure is accepted either if the
energy is decreasing leading the simulation to exploit the improved
structure or if the energy is increased up to a certain threshold (see
Section 2.3) allowing exploration of larger areas of the conforma-
tion space. On average, best energies decrease for all simulations
as seen in Fig. 2. At the end of the simulation four simulations have
reached lowest values indicating convergence. However, not all
of these four best-energy conformations can be attributed to the
global minimum. As seen in Fig. 2 (right panel) the first two con-
formations with lowest energies have RMSD values of around 2 A.
The next two have RMSDs about 4 and 6, respectively, being far
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Fig. 3. Performance analysis based on best-energy conformations for the protein 1TWQE. The bars on the bottom (left axis) depict the E, SSS, FNC and the Score according
to Eq. (2). The bars descending from the top (right axis) denote the RMSD and the DSB distances.



Fig. 4. Cartoons of the best simulated protein structures starting from extended conformations (shown in green) superimposed on the corresponding native structures from
PDB (shown in cyan). Sulfur atoms of cysteine residues forming disulfide bridges are depicted as spheres in golden color. (For interpretation of the references to color in this

figure legend, the reader is referred to the web version of the article.)

from the native conformation. Therefore, it is always important to
carry out more than one independent simulation in order to capture
the whole ensemble of conformation with energies close to that of
the native state. Moreover, the backbone RMSD in respect to the
experimental structure should be considered, besides the energy,
in order to more properly assess the quality of the final structures.

Analyzing all accepted structures from all simulations and
for each DSB potential the best structures were determined and
characterized. These structures and their characteristics are sum-
marized in Table 1 and depicted in Fig. 3.

For the protein TWQE we found a lowest-energy conforma-
tion with RMSD 2.0 A with the Tanh constraining potential that is
shown in Fig. 4. The helical regions and their alignment are well
reproduced for both with and without constraining potential. In
particular, the obtained secondary structure scores are equal and
near unity, the fractions of native contacts are the same and the
RMSD of the structure from the simulation without DSB poten-
tial is only slightly larger (2.1 A) than that with the Tanh potential
(2.0A, cf. Table 1). Nevertheless, the DSB distances for the uncon-
strained structure, 3.3 and 5.5 A, are much larger than those of the
best structure with Tanh, 2.8 and 2.8 A, respectively. This gives rise
to a large total score of 97 for the Tanh potential and only 59 for
the simulation without constraints. With score of 61 the Morse
potential shows the second best performance after the Tanh poten-
tial. Because the Morse potential around the minimum is flat, the
formed DSBs are loose, 2.9 and 3.0 A, compared to those with the
Tanh potentials. A comparison of the best-energy structures with
the Morse and the Tanh potentials reveals that the tight constrain-
ing potential Tanh improves not only the DSB distances but also the
secondary structure (SSS), helices alignment (RMSD) and alignment
of side chains (FNC) and hence stabilizes the native state of TWQE.

Again due to the flatness, larger DSB distances, 3.0 and 3.4 A, were
obtained with the harmonic potential. The Sqrt potential yields
an overall quality of the best final structure (score of 24) which
is inferior to the best structure obtained without constraints but
results in best DSB distances. In summary, DSB constraining poten-
tials, especially such with asymptotic decay, improve the efficiency
of the stochastic search for the global minimum significantly. On
the other hand potentials with steep increase near the minimum
(“tight” potentials) improve the description of DSBs. For instance,
the square-root potential (Sqrt) yields the best values for the DSB
distances. However, the latter constraining potential affects all
other metrics and the energy, and thus has total score even lower
than the score of the best constraint-free structure (cf. Fig. 3).

3.1.2. 1HD6

The pheromone Er-22 isolated from Euplotes raikovi with PDB
code 1HD6 (Liu et al., 2001) consists of an anti-parallel bundle of
thr