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Few-shot Medical Image Segmentation using a
Global Correlation Network with Discriminative
Embedding
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Abstracit— Despite deep convolutional neural networks
achieved impressive progress in medical image computing
and analysis, its paradigm of supervised learning demands
a large number of annotations for training to avoid over-
fitting and achieving promising results. In clinical prac-
tices, massive semantic annotations are difficult to acquire
in some conditions where specialized biomedical expert
knowledge is required, and it is also a common condition
where only few annotated classes are available. In this
work, we proposed a novel method for few-shot medical
image segmentation, which enables a segmentation model
to fast generalize to an unseen class with few training im-
ages. We construct our few-shot image segmentor using a
deep convolutional network trained episodically. Motivated
by the spatial consistency and regularity in medical im-
ages, we developed an efficient global correlation module
to capture the correlation between a support and query
image and incorporate it into the deep network called global
correlation network. Moreover, we enhance discriminability
of deep embedding to encourage clustering of the feature
domains of the same class while keep the feature domains
of different organs far apart. Ablation Study proved the
effectiveness of the proposed global correlation module
and discriminative embedding loss. Extensive experiments
on anatomical abdomen images on both CT and MRI modal-
ities are performed to demonstrate the state-of-the-art per-
formance of our proposed model.

Index Terms— Few-shot Learning, Medical Image Seg-
mentation, Cross Correlation, Deep Embedding

[. INTRODUCTION

ONVOLUTIONAL neural networks are been success-
fully applied on various tasks in medical image segmen-
tation like brain parcellation [1]-[5] or tumor segmentation [6],
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[7], multi-organ segmentation [8]-[10] and liver segmentation
[11]-[13]. Precise segmentation of tissues, organs or lesions
on imaging scans provide essential information in diagnosis
[14], treatment [15] and prognosis [16]. In a full-supervised
learning framework for a deep network, labeled data pairs are
required to train a segmentor on a specific task on which
the semantic labeling depends. With the increasing number
of model capacity and network parameter, a deep segmentor
is better able to fit the training data and make accurate
prediction conditioned on larger size of a training dataset.
However, if the annotated data pairs are scarce, overfitting
occurs and the model tends to generalize poorly. Such cases
are not uncommon in the applications of medical imaging
where expert knowledge on radiology is required and not all
semantic labeling are sufficiently provided for each tissues,
organs or different types of lesions [17].

To address this problem, methods based on few-shot image
segmentation were proposed to segment objects of unseen
classes in training [18]-[22]. The main few-shot image seg-
mentation instantiates meta learning [23]—[25] approaches in
supervised learning. The basic idea here is to extract the
feature correlation between a query image and an annotated
support image. By episodic training to understand homogenous
information among seen classes, the model is able to transfer
learned knowledge and segment an unseen class in a query
image given one or few labeled support images. Recently, few-
shot image segmentation benchmarks were built for natural
image like customized PASCAL [18], [20], MS-COCO [20]
and dedicated FSS-1000 [26] datasets. However, the study of
medical image segmentation is still relatively lacking despite
of its valuable practical potential. The few-shot segmentation
of medical images is different from the one of natural images
for the following reasons, which justifies ad hoc models.

First, correctly capturing the correlation of foregrounds in
paired query and support images both spatially and semanti-
cally is crucial. The foreground objects in medical images are
consistent in intensity, morphology and structure. As shown
in Figure. [T} the spleen in different MR images show similar
intensity, while the liver in different CT images show similar
structure with vessels in the livers presented. In contrast,
classes presented in natural images may include more sub-
concepts and show large intra-class variations. Besides, we
also observe the spatial nonalignment of query and support
images on foregrounds. In this regard, computing global
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Fig. 1. The axial abdomen multi-organ annotated CT/MRI dataset. The
MRI data are shown in the left column while the CT data in the right. For
illustration, we keep the organ liver as the unseen class in the testing for
MRI and the organ spleen as the unseen class in the testing for CT. For
MRI/CT, we show two images drawn from the training dataset and one
image from the testing dataset.

correlation of the foregrounds of query and support images
bridges the connection of spatially distant objects of the same
semantic. For some previous methods, the spatial correla-
tion is not explored effectively. For example, in the work
[18], [20], a foreground object is extracted via masking and
globally averaged pooled to generate a “prototype” of this
class in a support image, then this prototype is compared
with every spatial position in a query image using a metric
to determine its segmentation. A mask operation eliminates
contextual information and a global average pooling discards
shape information. In the work using spatial activation [22],
spatial information from a support image is preserved without
binary masking and pooling. However, this spatial squeeze-

and-excitation (sSE) attention module demands spatial overlap
of foregrounds between a support and query image to generate
meaningful attentions.

Second, in addition to the foreground consistency, the
contexts in medical images vary less diversely from one image
to another compared with natural images. In natural image
segmentation, if an object of the class “dog” [20] is to be
segmented, one dog may be in the wild in one image and
another dog may be in the home. In comparison, backgrounds
for a certain class in medical images is more consistent
and regular. For example, abdomen images with livers being
targeted also are very likely to present other organs like
kidneys and spleens in a regular relative position as shown
in Figure. [T} Such regularity forms a more discriminative
organ representation. By imposing large inter-class distance
and small intra-class distance between the query and support
image, a more discriminative knowledge is transferred to the
segmentation of a novel class.

In this paper, we proposed a novel few-shot medical image
segmentation method using a global correlation network with
discriminative embedding (GCN-DE). Convolutional layers
are used to project a support and query image onto feature
space. Their deep features in embedding domain are forwarded
into an efficient global correlation module where long and
short range dependencies are computed separately to reduce
computation complexity. Furthermore, a discriminative regu-
larization is imposed: the deep features of images for the same
foreground class are drawn closer and the ones for a different
foreground class are pushed far away. Experimental results
demonstrate the nonlocal module, discriminative regulariza-
tion on embeddings and slice selection improve segmentation
performance, and our proposed method achieves the state-of-
the-art accuracy in few-shot medical image segmentation.

II. RELATED WORKS

We first review some medical image segmentation models
based on convolutional networks under the condition of suf-
ficient available training data. Then we survey some works
in few-shot learning methods, especially in few-shot image
segmentation of interest in this paper. We also introduce some
previous works in modeling global correlation in networks.

A. Medical Image Segmentation

Medical imaging community has witnessed the success of
deep convolutional networks in medical image segmentation
on various of tissues, organs or lesions [1]-[13]. A convo-
lutional neural network called U-Net [27] segments medical
images based on an encoder-decoder architecture. Different
variants of the U-Net were proposed for its concise structure
and efficiency. A 3D spatially weighted U-Net was proposed
by Sun et.al for brain segmentation [1]. To utilize inter-slice
information while maintaining fast inference, a hybrid dense-
UNet was proposed for liver segmentation by Li et.al in the
work [12]. A conditional random field was merged into a fully
convolutional neural network in an unified architecture for
brain lesion segmentation [7]. The above fully convolutional
networks demand a large number of annotated datasets on
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Fig. 2. The network architecture of the proposed global correlation network with discriminative embedding. The support image and its annotation
on one foreground class are concatenated as the two-channel input for the support branch. The support features are leveraged to produce spatial
attention in spatial Squeeze-and-Excitation (sSSE) module and global correlation in Global Correlation (GC) module. The Discriminative Embedding
(DE) module takes as input the query and support features for annotations of different organs.

specific tissues, organs or lesions to perform a specific task.
When needs arises to segment a unseen organ or tissue given
only a few reference images and their labels, these cutting-
edge segmentation models overfit and generalize poorly.

B. Few-shot Learning

Few-shot learning copes with the situation where annota-
tions of a targeted class are scarce. A memory augmented net-
work was proposed by Santoro et.al for one-shot learning [28].
Finn et.al proposed model-agnostic meta learning approaches
to utilize a small number of optimization steps to transfer
knowledge of various tasks to a new one [24], [25]. Another
popular line of research in few-shot learning is based on
metric learning. A siamese network was used to project input
image pair onto embedding space to decide if the two images
belong to the same class [29]. Separate encoders were adopted
instead of siamese architecture in a relation network [30]. In a
prototypical network [31], prototypes are extract from training
images to express a certain class, then the recognition is turned
into comparison of these prototypes. Recently, few-shot learn-
ing is extended to semantic segmentation. In the work called
OSLSM [21] and co-FCN [19], a condition branch was used
to generate parameter for a segmentation model. Wang et.al.
proposed a few-shot segmentation model called PA-Net based
on prototype alignment as regularization [20]. In similarity
guidance network was developed by Zhang et.al in the work
[18]. Recently, to tackle the problem of few-shot medical
image segmentation, a squeeze-and-excitation network (SE-
Net) was used for the volumetric segmentation [22]. This work
demonstrates the utility of few-shot learning in segmentation
of medical images with limited annotations. However, more
features of medical images needs to be leveraged.

C. Global Correlation in Deep Networks

Non-local neural networks has shown to be able to capture
the long-range dependencies by computing relations between

any two positions within an image [32], demonstrating state-
of-the-art performance in video object classification. A criss-
cross attention network was also proposed to mimic the
nonlocal network in the work [33]. A nonlocal module was
also utilized to extract efficient features for brain glioma
segmentation [34]. In the model called BriNet [35], a non-local
block was used in a information exchange module to boost
channel information of target object. However, the nonlocal
dependencies of the objects of the same class are overlooked.
The success of nonlocal block in video object classification
and segmentation lies in its ability to model long-range con-
sistency of an object and its contextual information across
different frames even at long positional distance. However,
the computation global correlation is very heavy and the
complexity grows fast with the size of input features. Thus
efficient approximation of global correlation were proposed in
recent works [36], [37].

[1l. METHODS

We first formulate the problem of few-shot medical image
segmentation with notations presented. Then we describe
our proposed global correlation network backbone. Next we
present the discriminative embedding constraint in feature
space and the corresponding training scheme.

A. Problem Definition

Generally, we have a grayscale medical image X &
RIXWX1 ith multi-class segmentation annotation Y €
RH*WX1 drawn from a dataset D denoted as (X,Y) ~ Tf} In
few-shot segmentation, a segmentor learned via datasets D;,
containing annotated training classes Cy- segments a testing
image from D;. to a novel unseen class from testing classes
Cie given only one or few reference labeled images. No overlap
exists between Cy, and Cye, i.e. Cir N Cie = 0.

"The image and feature size H and W throughout our paper vary depending
on the tensor.
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Fig. 3. The proposed efficient global correlation module decomposed
into short- and long-range spatial correlation.

To achieve fast generalization on unseen classes in test-
ing, an episodic training scheme is widely used [18]-[22].
Specifically, a segmentation model is trained in epoches,
and each epoch contains a number of episodes. In each
episode, a support and query data pair ([Xj,Y:], [X,,Y,])
both densely annotated on certain class randomly drawn
from C;. supervise the learning. Another class is randomly
sampled in the next episode. We convert a multi-class label Y
containing |Y'| classes into a group of binary labels denoted

~ . lY|— ..
Yi e REXWxI1 . The set of training classes are

i=1
denoted as Cy = {0,1,...,k} (0 is the background), and we
note the constraint Y| < |Cs,| holds because an image in Dy,

only presents a subset of classes in Cy,.

B. Global Correlation Network

Before delving into the proposed global correlation module,
we first present the whole architecture of the deep convolu-
tional network backbone shown in Figure 2] which is inspired
by some previous works on few-shot semantic segmentation
using deep networks [19]-[22]. We implement model param-
eter initialization by pretraining on massive natural images
dataset like ImageNet [38]. The backbone network consists
of two sub-networks called support branch and query branch.
The support and query branch share similar structure but hold
different parameters [19], [21], [22], [30], which ensures the
identical spatial size of the support and query features in
each layer. In the support branch, we concatenate a support
image and one of its binary segmentation labels to have a
multiple two-channel input |X,;Y, | € REXWX2 of the
support branch. The convolutional layers of the support branch
extracts deep features in each layer. The deep support features
are utilized to provide both spatial and semantic guidance to
query branch by a sSE attention [22]. In the sSE module,
a support deep features f, € RTXWXCs is squeezed in
channel dimension to the shape H x W x 1viaalx1x1
convolution. Then it is passed through a sigmoid function to
produce the weighting score between 0 and 1. The corre-
sponding query deep feature f, € R¥>*W*C ig recalibrated
by the weighting score from the support feature by broadcast
point-wise multiplication. However, sSE module requires rigid
spatial alignment, and the precise alignment is not often the
case in most scenarios. Hence, a scheme to capture longer
range dependency is necessary on large-scale features where
positional patterns are well preserved.

To capture the long-range dependency in the entire feature
maps, we formulate a global correlation operation as

b i) = &SR oG
Vi

A function h (-,-) computes the correlation between a certain
position ¢ and j in a concatenated deep feature f.. The feature
fo € REXWx(Cqa+Cs) g constructed by concatenating query
deep features f, € R”>*W>C and support deep features f5 €
RH*WXCs " denoted as f. = concate [fs; f,]. The function
mapping g (-) encodes the representation of concatenated deep
features at position j which is to be weighted.

According to the original work proposed nonlocal module in
[32], the complexity for computing spatial correlation A (-, -)
grows quadratically with the multiply of H and W, which is
intolerant when the size of f, is too large. However, in deep
semantic space with small scale, the semantic is enhanced and
the spatial information is distorted and the use of nonlocal
relation is limited.

Based on this analysis, we propose an efficient global
correlation module is shown in Figure. [3|to achieve the balance
between capturing global spatial correlation and reducing
computation complexity. The workflow of the module is shown
in Figure. [3(a)l The concatenated feature f. is processed by
the short-range correlation computation and long-range one to
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Fig. 4.  Some visualized examples for the efficient global correlation
module. We show input query feature, its supplemented additional
feature generated by global correlation and the output query feature.
We observe the foreground object in the query images are highlighted.

approximate the global correlation inspired by the work [37].
The concatenated feature f. is first processed by a long-range
correlation and then a short-range correlation. An 1 x 1 x 1
convolution ajx1x1 squeeze the number of channels of the
output of the long-range correlation module from Cj + Cj to
Cy. A shortcut is used to supplement additional information
for query feature f, given f. to produce fq.

In Figure. we show the workflow of the long- and
short-range correlation. In long-range correlation modeling,
Pixels at a fixed step lengths are extracted and permuted to
a group of long-range representations. A spatial correlation
computation is applied on each member of the group sepa-
rately. A merge operation is then applied to restore the pixels
to their original positions. In short-range one, the whole feature
space is divided into local subregions to construct short-range
representations. Then a similar spatial correlation is computed
on the representations, and they are merged back to original
shape. The details can be found in [37].

Next we instantiate the spatial correlation built on the
idea presented in Equation. |1} which is used in both long-
and short-range correlation. The architecture of the spatial
correlation in shown in Figure. The input deep feature
fin € RTXWXC s projected onto a embedding space via a
linear transform 6 implemented by an 1 x 1 x 1 convolution to
obtain 01,11 (fin) € RE*W*C"_ Similarly, the same feature
fin 1s embedded using another linear transform ¢ to have
Vix1x1 (fin) € RH *WxC" The two linear transforms 6 and
o fuses the spatial representation of the query and support
image. We empirically set C’ to be half of C. We vectorize
01x1x1 (fin) and ©1x1x1 (fin) in a row-wise manner denoted
as vec (91><1><1 (fzn)) S RHWXC/ and vec (<P1><1><1 (fm)) S
REWXC" Note the vectorization is only performed on spatial
dimension. Thus we can have a global correlation matrix
M. € RTWXHW via matrix multiplication

M. = vee (1x1x1 (fin)) vec(prxixa (fin) . ()

The i-th row of the global correlation matrix M. (i,:) encodes
how all the positions in f;,, contribute. Each row of the global
correlation matrix M. is normalized by a softmax function,
denoted as SM,.q (Mge).
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Fig. 5. The illustration of the constraint for discriminative embedding
when |Yy| = |Ys| = 3. We have {f;}?zl and {fsi}:;l. The
operation (-, -) represents the computation of {2 distance.

Another linear transform g using 1 x 1 X 1 convolution
maps the concatenated feature f;, into another embedding
Gixixi (fin) € REXWXC' We vectorize it spatially into
vec (g1x1x1 (fin)) € RHWXC" \We have the output of the
spatial correlation module as f,,; € RT*W*C denoted as

fout =wix1x1 (unvec ((SMrow (Mcc) vec (gl><1><1 (fm)))))
+ f ins
3)
where the operation unwvec unvectorizes a vector to its matrix
representation to the size H x W x C’, and an 1x1x1
convolution w restores the number of channels C’ back to
C. A residual connection is applied following [32].

We apply the efficient GC module in the second and third
largest scale of the shallow layers where localization features
are preserved. We show a group of visualized examples in
Figure. [4] with left kidney, right kidney and spleen being
targeted organs, respectively. We observe the foreground organ
in query feature are enhanced by the designed efficient global
correlation module.

C. Discriminative Embedding

The context of an organ is consistent across different
imaging scans. Besides a foreground organ, the intensity and
position of other major organs is regular for different images,
forming distinct clusters for each organ in latent feature space.
Such clusters aggregate in an intra-class manner and distance
in an inter-class manner. The meta-learning framework em-
power few-shot image segmentation with episodic training to
transfer common knowledge so the learned model can general-
ize to an unseen class in testing. However, by building a more
discriminative embedding in feature space, a segmentation
model can make more unambiguous predictions. In testing
phase, the model trained with discriminative embedding can
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better segment unseen testing class of organ and suppress
the false positive predictions that intrude the areas of other
major organs which greatly diminish the utility of few-shot
segmentation in potential medical imaging practice.

In the training dataset D,., we have a support image
X € Dy, with multi-class annotation Y and a query image
X, € Dy, with the same number of annotated classes Y. The
cardinalities of Y; and Y, are kept the same, i.e. |Y,| = |Y]|.
By label binarization, we can have a group of binary-labeled

~ A\ |Yel-1
support image {(Xq,YI;)} . Similarly, we can obtain
~ A\ ¥sl-1
a group of binary-labeled query image {(XS,YSJ )} .
j=1
Then we have |Y;| —1 groups of deep feature for query image

i=1

{ f;}izqfl and |Y;| — 1 groups of deep feature for a support
image { fg}‘;;llfl Aiming aF promotving discriminability of
deep embedding, we draw f; and f] near if i = j (same
foreground for the support and query image) and keep them
far away if i#£j (different foreground for the support and query
image).

We use intra-class and inter-class distance in the form of
L2 norm for the tissue or organ to achieve such a constraint.
Suppose a class ¢ € Y, in a query image from the training
dataset, we have the intra and inter distance defined on this
object of class

G = 1 fo = Rl 5 =0
&= fa=Flly Vi €Yo i #0440 @

K2
d' = max (diy — dipger, 0) -
A non-negative thresholding operation is used to maintain the
positiveness of distance. Then the discriminative embedding
loss function L4, is defined as
[Ys|—1

Loe= ) d" )
i=1

The discriminative embedding is imposed on the features of
support and query features as shown in Figure. [2| Placing the
regularization on the backend of the network helps keep the
discriminability for pixel-wise class prediction.

D. Training Scheme

In the few-shot medical image segmentation, episodic train-
ing helps improve the ability of generalization on unseen
class in testing. In the SE-FSS [22], A certain class is first
drawn from the class set for training dataset Cy-. Then two
images with their binary annotations of the drawn class and
background are sampled from training dataset Dy,.. The two
images are used to construct a support-query data pair. To
utilize the property of medical images and build discriminative
embedding, we propose a modified episodic training. We still
follow the rules to construct episodes. However, for construct-
ing a support-query data pair, we first sample an image with
the annotation of classes of organs in a subset of the C;,. Then
we randomly sampled another image with the same number of
annotated classes. The two sampled images make up a support-
query data pair. The reason why the annotated classes are

kept the same for support and query image is because such
constraint enforces a structural similarity between the query
and the support.

We train the NCN-DE model with total N episodes, and
each episode contains 7" iterations. In each iteration the model
is updated via gradient descend based on an annotated support
image (X,,Ys) ~ Dy, and query image (X,,Y;) ~ Dy,.. We
denote the segmentation prediction on the location 7 of the
query image as Pg (7). We use the Dice loss, binary cross
entropy loss to form a combined loss function L., and
the proposed discriminative embedding loss function £g.. The
combined loss function L., is denoted as

b 1 2RO
S P (0) + X, Y3 (i)
. 1 - o
L. =g 2, Yd Dlos (R () ©
1 . ,
_ J J
Ecomb |Y:1|—1Zj (ﬁdice+£bce)
The overall loss function L yerqn 18

Loverall = [’comb + £d€' (7)

dice

[V. IMPLEMENTATIONS

The training of the proposed GCN-DE model takes 25
epochs and 40 epoches on MRI and CT datasets, respectively.
Each epoch is made up of 25 episodes. In each episode, a
support and query image pair with annotations supervise the
model. The number of classes of support and query images is
equal. We use stochastic gradient descend (SGD) as optimizer
with learning rate set 1e-2. We use Pytorch as implementation
platform and the model is trained using one Titan XP with
12G memory.

V. RESULTS
A. Datasets

1) MRI: The proposed GCN-DE model is tested on both ab-
domen MRI and CT datasets. For abdomen MRI segmentation,
we use the Combined (CT-MR) Healthy Abdominal Organ
Segmentation (CHAOS) dataset. In this challenge, a MRI
dataset containing 20 3D T2-SPIR MRI scans are provided
with annotations of liver, left kidney, right kidney and spleen
given. All the scans are noramlized to [0,1]. We perform 5-
folds cross validation with 16 scans for training and 4 scans
for testing in each fold. In the 4 testing scans, we use one
scan as support volume and the remaining three scans as query
volumes. The results on the three query scans are averaged to
produce the final result.

2) CT: For abdomen CT segmentation, we use the MICCAI
2015 Multi-Atlas Abdomen Labeling challenge [39] for eval-
uation. The HU-value of CT scans are clipped between the
range [-125,275], then they are normalized to [0,1]. Because
the labeling of testing scans are held out, we use the 30 scans
with the annotations of liver, left kidney, right kidney and
spleen. Similarly 5-folds cross validation is performed with 24
training scans and 6 testing scans in each fold. In the testing
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TABLE |
THE ABLATION STUDY OF THE PROPOSED DISCRIMINATIVE EMBEDDING AND GLOBAL CORRELATION MODULE IN DC SCORES IN PERCENTILE.
Modality MRI CT
Organ Liver | Spleen | Left Kidney | Right Kidney | Mean | Liver | Spleen | Left Kidney | Right Kidney | Mean
GCN 51.33 | 58.67 63.67 70.33 61.00 | 47.00 | 46.67 42.33 35.00 42.75
GCN w/o GC module
. 45.67 | 58.67 61.33 67.33 5825 | 44.67 | 45.67 45.67 35.33 42.83
(Baseline)
TABLE Il
THE QUANTITATIVE RESULTS MEASURED IN DC SCORES IN PERCENTILE AMONG THE COMPARED SOTA METHODS.
Modality MRI CT
Organ Liver | Spleen | Left Kidney | Right Kidney | Mean | Liver | Spleen | Left Kidney | Right Kidney | Mean
OSLSM [21] 25.73 | 34.66 29.21 22.61 28.00 | 29.65 19.40 15.82 7.54 18.08
co-FCN [19] 53.74 | 5741 60.62 71.13 60.70 | 47.50 | 43.86 41.30 33.51 41.53
PANet [20] 51.37 | 43.59 25.54 26.45 36.74 | 44.25 | 30.49 25.30 22.95 30.75
SG-ONE [18] 50.33 | 4241 26.79 24.16 3592 | 4498 | 30.88 26.79 20.88 30.88
SE-FSS [22] 40.32 | 48.93 62.56 65.81 5438 | 44.51 | 40.52 40.10 34.80 39.97
GCN-DE (Ours) | 4947 | 60.63 76.07 83.03 67.30 | 46.77 | 56.53 68.13 75.50 61.73

Support Label Baseline

Query Label

Fig. 6. The qualitative results of ablation study.

phase, one scan from the 6 testing scans is support volume
and the remaining 5 scans are query scans. The five results
are averaged for final result.

B. Evaluation Metrics

The Dice Coefficient (DC) in percentile is commonly used
metric for evaluating medical image segmentation. The DC%
is in the range O to 1. A higher DC score approximating 1
indicates a more accurate segmentation. The calculation of
DC score is
2|1XNY]|

X[+ (Y]’
where X and Y denote the segmentation prediction and ground
truth. Since the CT and MR images are acquired in volumes,
we follow [22] to perform 2D slice matching for volumetric
image segmentation.

DCS ®)

C. Ablation Study

To validate the effectiveness of the proposed discriminative
embedding and efficient global correlation module, we remove
the L4, in the Equation. [7] denoted as GCN. Based on this
model, we further replace the GC module with spatial SE
as GCN w/o GC module, which is the baseline model. We
report results of the DC scores in Table. Il The DC scores
are improved by the DE and GC module. We also show the
qualitative results in Figure. [6] including a group of spleen in
CT and left kidney in MRI. In regard to the segmentation

of spleen in CT, we observe the GCN-DE produces less
false positive compared with GCN by virtue of the DE,
which promotes the discriminability of features. The GCN
outperforms the baseline model in true positive predictions
because of the global correlation module. The segmentation
of left kidney in MRI from GCN-DE also provides the most
close approximation to the manual label.

D. Comparison with State-of-the-art Methods

We compare the proposed GCN-DE model with recent state-
of-the-art few-shot semantic segmentation models including
OSLSM [21], co-FCN [19], PANet [20] and SG-ONE [18] and
one method specified for medical image few-shot segmentation
SE-FSS [22]. We use the publicized codes of the compared
models provided by their authors. The parameters of these
methods have been adjusted to optimal and fully trained.
Annotations of four kinds of organs including liver, right
kidney, left kidney and spleen are collected. We choose one
of the four kinds as targeted testing class and the remain three
ones for training classes.

We report the quantitative results in Table. [[I} We observe
the GCN-DE model achieved the best prediction accuracy
for the segmentation of spleen, right kidney and left kidney
on both CT and MRI and second best accuracy for the
segmentation of liver on CT. By averaging the results of four
organs, the GCN-DE model also has the highest mean DC
score and outperforms the second by a large margin. Notably,
except for liver, the other three organs are segmented much
accurately by GCN-DE.

We show some qualitative results on CT in Figure. [/ and
on MRI in Figure. 8| In organ segmentation shown in Figure.
we observe GCN-DE produces less false position predi-
cations compared with other models. The OSLSM produces
the least accurate segmentation among the compared methods.
The PANet and SG-Ones models perform distance measuring
between a masked pooling prototype with the query features,
which erase the shape pattern of foreground in support image.
As proven by the visualized results, the predictions by PANet
and SG-One fails to produce precise shape of targeted organ
in query images. The SE-FSS and co-FCN produces better
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Fig. 7. The segmentation prediction of compared methods on CT images.
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Fig. 8. The segmentation prediction of compared methods on MR images.
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results compared with PANet and SG-ONE. However, it is
noted the baseline model with the modified episodic training
outperforms the SE-FSS [22] model, which can be attributed
to a better support and query image pairing approach.

VI. CONCLUSIONS

In this work, we proposed an efficient global correlation
network with discriminative embedding for medical image
few-shot segmentation. The model is inspired by the geomet-
rical and morphological pattern of medical images. A global
correlation module captures the foreground correlation of the
support and query image pair efficiently. A discriminative
embedding constraint is imposed to cluster organs of the same
kind the tease different organs apart in feature space. The
experiments on both CT and MRI modalities are performed
to demonstrate its state-of-the-art segmentation accuracy.
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