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Automatic Landmark Detection and Registration
of Brain Cortical Surfaces via Quasi-Conformal
Geometry and Convolutional Neural Networks

Yuchen Guo, Qiguang Chen, Gary P. T. Choi, Lok Ming Lui

Abstract—In medical imaging, surface registration is extensively used for performing systematic comparisons between anatomical
structures, with a prime example being the highly convoluted brain cortical surfaces. To obtain a meaningful registration, a common
approach is to identify prominent features on the surfaces and establish a low-distortion mapping between them with the feature
correspondence encoded as landmark constraints. Prior registration works have primarily focused on using manually labeled landmarks
and solving highly nonlinear optimization problems, which are time-consuming and hence hinder practical applications. In this work, we
propose a novel framework for the automatic landmark detection and registration of brain cortical surfaces using quasi-conformal
geometry and convolutional neural networks. We first develop a landmark detection network (LD-Net) that allows for the automatic
extraction of landmark curves given two prescribed starting and ending points based on the surface geometry. We then utilize the
detected landmarks and quasi-conformal theory for achieving the surface registration. Specifically, we develop a coefficient prediction
network (CP-Net) for predicting the Beltrami coefficients associated with the desired landmark-based registration and a mapping network
called the disk Beltrami solver network (DBS-Net) for generating quasi-conformal mappings from the predicted Beltrami coefficients, with
the bijectivity guaranteed by quasi-conformal theory. Experimental results are presented to demonstrate the effectiveness of our proposed
framework. Altogether, our work paves a new way for surface-based morphometry and medical shape analysis.

Index Terms—Landmark detection, surface registration, human brain mapping, quasi-conformal geometry, convolutional neural networks
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1 INTRODUCTION

SUrface registration, the process of finding a 1-1 correspon-
dence between surfaces, has been extensively studied

and widely applied to various fields in science, engineering,
and medicine. For instance, in medical imaging, surface
registration facilitates the comparison between complicated
anatomical shapes for disease analysis. To ensure the accu-
racy of surface registration, landmarks representing salient
features on the surfaces are frequently used to guide the
registration. For relatively simple shapes like human faces,
prominent features such as the eyes can be easily identified
as landmarks. However, for more complicated shapes such
as the highly convoluted brain cortical surfaces, landmark
extraction usually requires manual delineations by medical
experts, which makes the task much more time-consuming.
Besides the correspondence between the labeled landmarks,
it is also essential to find an accurate mapping between the
overall surfaces with low distortion, which is traditionally
done by solving some optimization problems [1]–[5] and is
computationally expensive.
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Recently, deep learning has emerged as a powerful tool
for various complex tasks. To train a suitable model, a large
amount of data are usually required. For image registration,
it is easy to get millions of images for training and hence
convolutional neural networks (CNNs) have achieved huge
success. By contrast, surface registration is more complicated
as it involves irregular triangular meshes. In particular, due
to the lack of data for training, one usually has to augment
datasets manually and consider more complicated networks
such as graph convolutional networks (GCNs).

To overcome the above-mentioned issues, in this paper
we propose a novel framework for solving the automatic
landmark detection and registration problems for brain
cortical surfaces by combining quasi-conformal geometry
and CNNs (see Fig. 1 for an overview). The contributions of
our work are as follows:

(i) We apply quasi-conformal geometry and CNNs for
mapping triangular meshes with disk topology.

(ii) Feature landmark curves can be automatically extracted
from the given surfaces based on only the labeled
starting and ending points of them and the surface
curvature.

(iii) Beltrami coefficients can be automatically generated
based on the landmark constraints.

(iv) Quasi-conformal mappings can be automatically gen-
erated based on the Beltrami coefficients in real time,
thereby yielding a landmark-based surface registration.

(v) Once the networks are trained separately, the entire
framework can be applied for different input brain
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Fig. 1: An overview of our proposed framework. Given a
control surface with prescribed landmarks, we first confor-
mally parameterize it onto the unit disk. Then, for any given
surface, we compute the disk conformal parameterization of
it and use the landmark detection network (LD-Net) to ex-
tract the feature landmark curves. We then use the coefficient
prediction network (CP-Net) and the disk Beltrami solver
network (DBS-Net) to register the disk parameterization
with that of the control surface, thereby getting the final
registration result between the input surface and the control
surface.

surfaces without any additional training.

2 RELATED WORKS

Surface parameterization and mapping algorithms have been
widely studied in recent decades [6], [7]. In particular, as
conformal parameterizations preserve the local geometry
well and can be applied to various fields, many conformal
parameterization algorithms have been developed by differ-
ent research groups [8]–[15] (see [16] for a survey).

More recently, quasi-conformal theory has been found
useful for surface parameterization with a wide range of
applications [17], such as improving the accuracy of con-
formal parameterizations and achieving trade-offs between
conformality and other prescribed constraints for more
flexible parameterizations and registrations. In [18], Lui
et al. introduced the use of the Beltrami coefficients and
established a 1-1 correspondence between Beltrami coeffi-
cients and surface diffeomorphisms. The Beltrami coefficients
capture essential properties of the mappings and represent
them in a simpler space. Based on the Beltrami coefficients,
many efficient conformal and quasi-conformal mapping
methods have been developed [19]–[22].

Landmark-based registration, which aims to obtain a 1-1
correspondence between surfaces with prescribed feature
landmarks, has been widely studied [23]–[27]. In particu-
lar, there have been multiple works on using conformal
and quasi-conformal mappings for landmark-based medical
shape analysis. For instance, various algorithms for comput-
ing landmark-constrained optimized conformal parameter-
ization of brain cortical surfaces have been developed [28]–
[31]. Landmark-based quasi-conformal registrations have
also been used for analyzing teeth [32], [33] and human
faces [34], [35].

Convolutional neural networks (CNNs), a powerful
tool extensively studied and used in recent years, perform
excellently in imaging science. In 1989, backpropagation
was introduced to the network training process and applied
to handwritten digit recognition [36]. Nowadays, with the
improvement of GPUs and advanced network structures
such as ResNet [37], researchers are able to train deeper
networks to tackle more complicated problems. Besides
the improvement of the network structures, large training
datasets such as ImageNet [38] have facilitated the design
of more robust networks. More recently, the combination of
quasi-conformal geometry and CNNs has been explored [39],
[40]. In particular, Chen et al. [39] developed a network
for generating quasi-conformal maps based on any input
Beltrami coefficient for rectangular images.

In recent decades, there has been a growing interest in
applying networks for surface registration. One common
approach is to treat the surface meshes as graphs and use
graph neural networks (GNNs) [41]–[44]. Besson et al. [45]
used GNNs for analyzing brain meshes and predicting sex
and age. Besides, customized kernels have also been used to
conduct convolutions on the surfaces. In [46], [47], Masci et al.
used kernels defined on Riemannian manifolds for learning
shape correspondence. It is also possible to parameterize the
surfaces and perform the network learning in the parameter
domain [48]–[50]. Zhao et al. [51], [52] parameterized genus-0
cortical surfaces onto the sphere and developed methods for
diffeomorphic spherical surface registration using spherical
CNNs in both supervised and unsupervised ways. Lin
et al. [53] proposed to flatten 3D data by a learned kernel and
parameterize it onto a regular shape which can be learned
by CNNs in 2D. Cheng et al. [54] developed a learning-based
registration framework for cortical surfaces with spherical
topology using 2D planar projection and VoxelMorph [55].

The extraction of feature landmarks from complex
anatomical shapes is a highly challenging problem. In prior
brain cortical surface mapping works, the sulcal landmarks
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are usually manually delineated [56]–[59]. For the automatic
extraction of sulci, existing approaches have used pattern
recognition system [60], [61], supervised learning [62], geo-
metric algorithm [63], geodesic curvature flow [64], geodesic
path density map [65] etc.

3 MATHEMATICAL BACKGROUND

3.1 Quasi-Conformal Theory
Conformal maps are angle-preserving homeomorphisms
between Riemann surfaces. As they may not exist with the
presence of landmark constraints in general, we consider a
generalization of them with bounded conformality distortion
known as quasi-conformal maps. Mathematically, f : C→ C
is quasi-conformal if it satisfies the Beltrami equation

∂f

∂z̄
= µ(z)

∂f

∂z
, (1)

where µ : C → C is a complex-valued function called the
Beltrami coefficient with ‖µ‖∞ < 1. Infinitesimally, we can
also express f by its local parameter around a point p:

f(z) ≈ f(p) + fz(p)(z − p) + fz̄(p)z − p
= f(p) + fz(p)((z − p) + µ(p)z − p),

(2)

from which we can easily see that f is conformal around a
small neighborhood of p if and only if µ(p) = 0. It also shows
that f can be expressed as the sum of f(p) and a stretch map
(z − p) + µ(p)z − p multiplied by fz(p), and hence it maps
infinitesimal circles to infinitesimal ellipses. All the quasi-
conformal distortion is caused by µ(p), which determines
the magnitude of stretch or shrinkage of the ellipses.

Given any Beltrami coefficient µ with ‖µ‖∞ < 1, we can
find a corresponding quasi-conformal mapping satisfying
the Beltrami equation in the distribution sense [66]:
Theorem 1. Suppose µ : D→ C is Lebesgue measurable with
‖µ‖∞ < 1. There is a quasi-conformal homeomorphism
φ from D to itself, which is in the Sobolev space W 1,2(D)
and satisfies the Beltrami equation (1) in the distribution
sense. Furthermore, by fixing 0 and 1, φ is uniquely
determined.

Given an orientation preserving homeomorphism φ, we
can find the corresponding Beltrami coefficient from (1):

µφ =
∂φ

∂z̄
/
∂φ

∂z
. (3)

The Jacobian J of φ is related to µφ as follows:

J(φ) =

∣∣∣∣∂φ∂z
∣∣∣∣2 (1− |µφ|2

)
. (4)

Since φ is an orientation preserving homeomorphism,
J(φ) > 0 and |µφ| < 1 everywhere. Hence, we must
have ‖µφ‖∞ < 1. Theorem 1 indicates that under suitable
normalization, every µ with ‖µ‖∞ < 1 is associated with
a unique homeomorphism. Therefore, a homeomorphism
from C or D onto itself can be uniquely determined by its
associated Beltrami coefficient.

3.2 Surface Curvature
Curvature is an important quantity in differential geometry
for assessing how a surface deviates from a plane.

We define N : S → S2 ⊆ R3 to be the normal map giving
unit vector at each point p. Suppose C is a regular curve on
S, p is a point on S and k is the curvature of C at p. We set
cos θ = 〈n,N〉, where N is the normal vector to S at p and
n is normal to C. kn = k cos θ is called the normal curvature
of C at p. The principal curvatures at p are the maximum
and minimum of the normal curvature, denoted as k1 and
k2 respectively. The mean curvature at p is defined to be
H = 1

2 (k1 + k2).

3.3 Linear Beltrami Solver (LBS)

In [67], Lui et al. proposed an efficient method called the
Linear Beltrami Solver (LBS) to reconstruct the associated
quasi-conformal homeomorphism from any given Beltrami
coefficient. The method is outlined below.

Let M1 and M2 be two planar domains and µ = ρ+ iτ ,
where i2 = −1, be a complex-valued function defined on M1.
The LBS method aims to reconstruct the homeomorphism
f : M1 →M2 associated with the Beltrami coefficient µ. Let
f = u+ iv. From the Beltrami equation (1), we have

µ(f) =
(ux − vy) + i (vx + uy)

(ux + vy) + i (vx − uy)
, (5)

where α1 = (ρ−1)2+τ2

1−ρ2−τ2 , α2 = − 2τ
1−ρ2−τ2 , α3 = (ρ+1)2+τ2

1−ρ2−τ2 . We
have

vy = α1ux + α2uy,

−vx = α2ux + α3uy,
and

−uy = α1vx + α2vy,

ux = α2vx + α3vy.
(6)

Since ∇ ·
(
−vy
vx

)
= 0, we have

∇ ·
(
A

(
ux
uy

))
= 0 and ∇ ·

(
A

(
vx
vy

))
= 0, (7)

where A =

(
α1 α2

α2 α3

)
. By solving the above equations

with certain prescribed boundary constraints, the map f can
be obtained.

In the discrete case where M1 is a triangular mesh, we
need to restrict that f is piecewise linear on each triangular
face T , which can be written as

f |T (x, y) =

[
u|T (x, y)
v|T (x, y)

]
=

[
aTx+ bT y + rT
cTx+ dT y + sT

]
. (8)

Hence, the partial derivatives of f at each face T can be
denoted as Dxf(T ) = aT + icT and Dyf(T ) = bT + idT .
Now the gradient ∇T f := (Dxf(T ), Dyf(T ))t on T can be
computed by solving(

~v1 − ~v0

~v2 − ~v0

)
∇T f =

(
f(~v1)− f(~v0)
f(~v2)− f(~v0)

)
, (9)

where [~v0, ~v1] and [~v0, ~v2] are two edges on T .
The Beltrami coefficient µ is also discretized on the

triangular faces. Denote the discretized functions α1, α2, α3

on a face T by αT1 , α
T
2 , α

T
3 . From (6), we have

−dT = αT1 aT + αT2 bT ,
cT = αT2 aT + αT3 bT ,

and
−bT = αT1 cT + αT2 dT ,
aT = αT2 cT + αT3 dT .

(10)
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Let T = [~vi, ~vj , ~vk] and ~wI = f(~vI), where I = i, j, k.
Suppose vI = gI + ihI and wI = sI + itI . From (9), we have[
aT bT
cT dT

] [
gj − gi gk − gi
hj − hi hk − hi

]
=

[
sj − si sk − si
tj − ti tk − ti

]
. (11)

Thus,[
aT bT
cT dT

]
=

[
ATi si +ATj sj +ATk sk BTi si +BTj sj +BTk sk
ATi ti +ATj tj +ATk tk BTi ti +BTj tj +BTk tk

]
,

(12)
where
ATi = (hj − hk) /2 ·Area(T ), BTi = (gk − gj) /2 ·Area(T ),
ATj = (hk − hi) /2 ·Area(T ), BTj = (gi − gk) /2 ·Area(T ),
ATk = (hi − hj) /2 ·Area(T ), BTk = (gj − gi) /2 ·Area(T ).

(13)
For each vertex vi, let Ni be the collection of neighboring
faces of vi. We can see that∑
T∈Ni

ATi bT =
∑
T∈Ni

BTi aT ;
∑
T∈Ni

ATi dT =
∑
T∈Ni

BTi cT .

(14)
Substituting (10) into (14), we obtain the following equations:∑
T∈Ni

(ATi [αT1 aT + αT2 bT ] +BTi [αT2 aT + αT3 bT ]) = 0, (15)

∑
T∈Ni

(ATi [αT1 cT + αT2 dT ] +BTi [αT2 cT + αT3 dT ]) = 0. (16)

Therefore, we can solve this linear system to get the xy-
coordinates and hence the desired mapping f .

3.4 Compression by Fourier Approximation

Consider the real and imaginary parts of the Beltrami
coefficient µ as two channels of the image and denote them
by µR and µI respectively. The Fourier transform of µj
(where j = R or I) can be expressed as

µ̂j(m,n) =
1

N2

N−1∑
k=0

N−1∑
l=0

µj(k, l)e
−i 2πkmN e−i

2πln
N . (17)

The inverse Fourier transform of µ̂j can be written as

µj(p, q) =
N−1∑
m=0

N−1∑
n=0

µ̂j(m,n)ei
2πpm
N ei

2πqn
N . (18)

In [67], Lui et al. showed that it is possible to compress
the Beltrami coefficients by Fourier approximation while pre-
serving the information of homeomorphism and bijectivity.
Therefore, keeping only the low-frequency components is
sufficient for capturing the majority of deformation in our
problem.

4 PROPOSED FRAMEWORK

In this section, we describe our proposed framework for the
automatic landmark detection and surface registration in
detail.

Suppose the given brain cortical surfaces are simply-
connected open surfaces, i.e. with disk topology. Our strategy
is to map them onto the unit disk using conformal parame-
terization [68], and then design three networks for achieving
the automatic landmark detection and registration (see

Coefficients 

Prediction

Disk 

Beltrami 

Solver

μ

Mapping

𝑓

Landmark 

Detection

Input points

𝑁1 ∗ 2
Detected Landmark

𝑁2 ∗ 2
Beltrami Coefficients

Fig. 2: The architecture of the three proposed networks for
the automatic landmark detection and surface registration.
The network takes the coordinates of N pairs of endpoints of
the sulci as the input and generates a landmark-constrained
quasi-conformal mapping on the unit disk as the output.

Fig. 2 for an outline): the landmark detection network (LD-
Net), the coefficient prediction network (CP-Net), and the
disk Beltrami solver network (DBS-Net). For the landmark
detection, we first label the starting and ending points of
the desired feature curves as the input of the LD-Net, which
extracts the complete landmark curves based on the mean
curvature of the input surface. Then, we take the output
from the LD-Net as the input of the CP-Net for generating a
Beltrami coefficient µ. Finally, we obtain a quasi-conformal
mapping associated with the Beltrami coefficient µ using the
DBS-Net. The architecture of each network is introduced in
the following subsections.

4.1 Landmark Detection

In this section, we describe our proposed landmark detection
network (LD-Net). The aim of LD-Net is to take the starting
and ending points of the desired feature curves as the input
and automatically generate the complete landmark curves
along prominent features based on the mean curvature of
each surface.

For each input surface, we compute its mean curvature
at every vertex. We then apply the disk conformal mapping
method [68] to parameterize the surface onto the unit disk.
By representing the mean curvature values on the unit disk
and rescaling them to [0, 255], the input surface can be
visualized as a single channel 2D image, where the dark
parts correspond to the sulci of a cortical surface and the
bright parts correspond to the gyri.

After getting the disk image, we label the location of
the endpoints on it and record their corresponding xy-
coordinates. To ensure that the network can get the location
of the points, we create a new channel with the pixel values
at the recorded points to be 255 and set the values at all
other pixels to be 0. We concatenate this new channel with
the disk image together as the first input of the network,
which passes through the convolution layers (see Fig. 3).
We further take the locations of the starting and ending
points as the second and the third input of the network,
which separately passes through two multilayer perceptrons
(MLPs). To explain this, note that the output inner landmark
points should be generated based on all information from
the image. Also, taking the coordinates of the starting and
ending points as the second and third input effectively forces
the inner points to be processed together with the starting
and ending locations, so that the output locations are not far
from the starting and ending points. Thus, we concatenate
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Convolution 

Layers

Reshape

…

…

Ending Point’s 

Location

Starting Point’s 

Location

Fig. 3: The structure of the LD-Net. We first produce a
single channel image of the input surface using conformal
parameterization, with the pixel values determined using the
mean curvature of the surface. We then label the endpoints
of the desired feature curves on the disk and record them in
a new channel. The network takes the concatenated image
formed by the two above channels as an input, which passes
through the convolution layers. It further takes the locations
of the starting and ending points as the second and the third
input of the network, which separately pass through two
MLPs.

the output from these routes and finally get a set of landmark
points representing the predicted landmark curves.

Loss Function: For the training of the network, we adopt
supervised learning by generating and augmenting data. The
loss function for this network is as follows:

LLD =
N∑
i=0

‖xi − x̂i‖2, (19)

where N is the number of output points for the prediction
of the landmark curves, and xi, x̂i are respectively the
actual point and the output point from the network for
i = 1, . . . , N .

4.2 Landmark-based Quasi-Conformal Mapping

As described previously, quasi-conformal mappings can
be represented by Beltrami coefficients, and it is easier
to generate a 1-1 mapping from the Beltrami coefficients.
Therefore, the two main tasks here are: 1) to generate a quasi-
conformal mapping based on any input Beltrami coefficient
in a fast and robust way, and 2) to generate a Beltrami
coefficient that corresponds to a landmark-based registration
to be fed into the mapping method.

4.2.1 Disk Beltrami Solver Network (DBS-Net)

Note that the LBS method [67] involves solving linear
systems and so the computation may be time-consuming
if one has to handle a large set of dense triangular meshes. To
overcome this problem, Chen et al. [39] proposed a method to
train a network that can generate quasi-conformal mappings
from Beltrami coefficients more efficiently. However, their
method is only applicable to image registration with the data
represented using regular grids. To apply this idea for the
parameterized irregular triangular meshes in our case, it is
necessary to develop a new method.

𝑦0

y

x𝑥0

𝑃0

y

x

𝑦1

𝑥1

𝑃1

Fig. 4: The circle-to-square transformation in our framework.

M
LP

Conv

Reshape

Coordinates 

Without 

Boundary

Coordinates 

With 

Boundary

Angles between 

Boundary Points

Beltrami Coefficients

μ μ

Fig. 5: The flow of the proposed DBS-Net.

Here we propose the Disk Beltrami Solver Network (DBS-
Net) for generating a quasi-conformal mapping based on
any input Beltrami coefficient on the disk. To make use of
CNNs in the disk, we need to reshape the disk Beltrami
coefficients to a square domain. Here, we consider the
following transformation:

x1 =
x0

max{cos θ, sin θ}
, y1 =

y0

max{cos θ, sin θ}
, (20)

where (x0, y0), (x1, y1) are the coordinates of a point in the
disk and its corresponding point in the square, and θ is the
angle of the point in the polar coordinate system (see Fig. 4).

After transforming the disk Beltrami coefficients, the DBS-
Net uses two routes to determine the inner and boundary
coordinates for the quasi-conformal map separately (see
Fig. 5).

Route for the Inner Coordinates: Recall that we can use
the Fourier approximation to get the majority of information
from the Beltrami coefficient µ by keeping its low-frequency
components. Therefore, we first add a fast Fourier transform
(FFT) layer to accelerate the training process. To apply (17),
we use two matrices to imitate the computation of the Fourier
approximation:

µ̂ = MµN = (µTMT )TN, (21)

where M and N are learnable. Using this process, we
can extract the features from the FFT layer and perform
convolution to get the output from them. Since the low-
frequency parts contain the majority of information, we only
need to use bilinear interpolation to upsample and conduct
convolution right after the interpolation (see Fig. 6).

While the Fourier approximation can preserve the major-
ity of information, some details will still be lost. To overcome
this problem, here we use a shortcut to preserve the detailed
information and concatenate the feature map generated from
the shortcut with the one that was processed after the Fourier
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2 ∗ 1122
Fast Fourier 

Transform 
2 ∗ 142 64 ∗ 142 48 ∗ 282

16 ∗ 1122 16 ∗ 562

48 ∗ 562

64 ∗ 562 48 ∗ 562 32 ∗ 1122 2 ∗ 1122

Fig. 6: The convolution for generating the inner coordinates
of the quasi-conformal maps.

Fast Fourier 

Transform 

+ Reshape

… … …

…

…

…

…

Input

OutputHidden Layers

Fig. 7: The process of obtaining the boundary coordinates of
the quasi-conformal maps.

approximation. This allows us to process the data in a more
efficient way while also having the details in the output.

Route for the Boundary Coordinates: To reconstruct a
quasi-conformal map from a Beltrami coefficient, proper
boundary conditions are needed. In our case, we need to
restrict the boundary points of the quasi-conformal map to
remain on the boundary of the unit disk. It is noteworthy
that the boundary points are not meant to be fixed. Instead,
we only fix one boundary point to remove the freedom of the
global rotation and allow all the remaining boundary points
to move along the disk boundary to get a low-distortion
mapping. To achieve this, here we design a separate route
for determining the boundary coordinates.

More specifically, we consider the angles between differ-
ent boundary points. Since the calculation of each point
involves its neighboring points and hence is related to
every point on the disk, we need the information of the
Beltrami coefficient µ on every face. Therefore, we reshape
the input µ to be a column vector after using the FFT and
only keep the low-frequency data. Then, we adopt the MLP
to generate the desired angles, thereby determining the
boundary coordinates (see Fig. 7).

Loss Function: For the training, we use an unsupervised
setting by adopting LBS in computing the loss function.

We first consider replacing aT , bT , cT , dT in (15) and (16)
with the expression in (12) to derive the coefficients for every
vertex vi and all vertices vl adjacent to vi. We have

ci =
∑
T∈Ni

[
αT1

(
ATi

)2
+ 2αT2 A

T
i B

T
i + αT3

(
BTi

)2
]
, (22)

where Ni is the collection of neighboring faces of vi. Note
that each edge is shared by two faces. Denoting the two faces
sharing the edge [vi, vl] by T1, T2 and the remaining vertices
in T1 and T2 by vj and vk respectively, the coefficient cl can

be expressed as:

cl =αT1
1 AT1

i A
T1
j + αT1

2

(
AT1
i B

T1
j +AT1

j B
T1
i

)
+ αT1

3 BT1
i BT1

j +

αT2
1 AT2

i A
T2

k + αT2
2

(
AT2
i B

T2

k +AT2

k B
T2
i

)
+ αT2

3 BT2
i BT2

k .

(23)
Therefore, we define the following loss function to evaluate
the difference between the generated mapping result and the
result produced by LBS:

LLBS =
1

2N2

∑
i

(|cisi +
∑
vl∈Vi

clsl|+ |citi +
∑
vl∈Vi

cltl|), (24)

where si and ti are x and y coordinates of vi respectively,
N is the total number of vertices, and Vi is the collection of
all vertices adjacent to vi. This effectively ensures that the
output coordinates satisfy (15) and (16).

Moreover, note that the quasi-conformality of a mapping
does not change under compositions with conformal maps.
With such flexibility, the vertices in the output mapping tend
to cluster around the fixed boundary point. To overcome this
problem and let the boundary points distribute more evenly
on the disk boundary, we introduce another loss function:

LBoundary =
N∑
i=1

1

θi
, (25)

whereN is the number of boundary points and θi is the angle
between two neighboring boundary points with

∑N
i=1 θi =

2π. Intuitively, each 1
θi

term effectively prevents any two
neighboring boundary points from being too close to each
other, thereby ensuring that the boundary points will be
distributed more evenly over the entire disk boundary.

Altogether, we propose the following combined loss
function:

LDBSNet = ηLLBS + ρLBoundary, (26)

where η, ρ are two nonnegative balancing parameters. Note
that if ρ is too small, LDBSNet will be dominated by the first
term and the clustering effect will still be present in the
mapping result. By contrast, if ρ is too large, the second term
in LDBSNet will significantly constrain the boundary points.
In practice, we find that η = 1 and ρ = 10−8 give satisfactory
results.

4.2.2 Coefficient Prediction Network (CP-Net)
The goal of CP-Net is to take the starting points as the input
and output a Beltrami coefficient µ, which can then be used
for generating the quasi-conformal mapping using the DBS-
Net.

Initially, we use the MLP to process the starting points.
We separate the points into groups and use separate MLPs
to generate the feature map in the latent space. After
that, we reshape the points into channels and perform a
transposed convolution on them. Recall that for the DBS-
Net, we adopt the bilinear interpolation for upsampling and
do convolution right after that, as the information in the
feature map is enough for us to get the output mapping. By
contrast, the coefficient prediction task involves generating
global information from certain sampled local information,
while the reshaped landmark coordinates do not contain all
information we need for the entire disk. To get a trainable
upsampling for generating the Beltrami coefficients, we use
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Fig. 8: The structure of the CP-Net. We first process the input
landmark locations through MLP and reshape them into
separate channels before concatenation. Then we apply the
transposed convolution and a tanh-type activation function
to generate the Beltrami coefficients.

the transposed convolution defined by padding and stride
to get the global feature from the local feature. This gives
a complex number output ν(T ) for each triangle T . Finally,
we would like to ensure that the quasi-conformal mappings
subsequently generated by the output Beltrami coefficients
of this network are bijective, i.e. there will be no folding in
the resulting mappings. To achieve this, we follow the idea
in [39] and add the following tanh-type activation function
T in the last layer:

µ(T ) = T (ν(T )) = tanh(|ν(T )|)ei arg(ν(T )). (27)

This ensures that ‖µ‖∞ < 1 and hence the mappings are
always bijective. The structure of the CP-Net is shown in
Fig. 8.

Loss Function: Recall that |µ| measures the quasi-
conformal distortion of a mapping and hence it is desired to
be as small as possible. Therefore, we consider the following
term:

Lµ =
1

N

N∑
i=1

‖µi‖22, (28)

where N is the number of faces. Next, since |∇µ| controls
the smoothness of the mapping, we consider the following
term:

L∇µ =
1

N

N∑
i=1

‖∇µi‖22. (29)

Finally, the landmark mismatch error can be assessed by the
following term:

LLandmark =
1

M

M∑
i=1

‖pi − p̂i‖22, (30)

where M is the number of landmarks, pi is the target
location, and p̂i is the network output, i = 1, . . . ,M . By
combining (28), (29) and (30), we have the following loss
function:

LCP = αLµ + βL∇µ + γLLandmark, (31)

where α, β, γ are nonnegative parameters. Note that for the
training of the CP-Net, we need to have a pre-trained DBS-
Net for the data generation and for producing the ultimate
quasi-conformal mappings from the outputs of the CP-Net.

Fig. 9: Some sample outputs from the landmark detection
network (LD-Net). The blue curves show the detected
landmarks, with the two endpoints are supplied as the input
of the network.

This will be described in Section 5.

5 EXPERIMENTS

In this section, we describe our implementation of the
proposed framework and present the experimental results.

5.1 Training the Landmark Detection Network

Our goal is to ensure that the LD-Net can produce landmark
curves accurately along the sulci. To start with, we need
to generate the training data for landmark detection. We
first prepare multiple template brains and manually labelled
landmarks along sulci as the prepared data. The brains
are parameterized onto the unit disk using [68]. Then, we
randomly rotate and distort the brains by quasi-conformal
maps and record the location of distorted landmarks. More
specifically, images from the ImageNet [38] are randomly
chosen to generate Beltrami coefficients in regular grid and
produce the quasi-conformal maps. Note that here quasi-
conformal maps are used so that the distorted brains will
not have any folding, and hence this process will not lead to
any disconnection of the sulci. We then take the starting and
ending points of the sulci as well as the distorted brain as
the network input to generate the detected landmark points
and compare the result with the labels. Some examples are
presented in Fig. 9, from which we can see that the sulci can
be accurately extracted.

5.2 Training the Disk Beltrami Solver Network

At the start of our training for the DBS-Net, we need
sufficiently many Beltrami coefficient data on the disk for
training. These data should be random and should contain
as many scenarios as possible. To achieve this, we also use
data from ImageNet [38] to augment the input Beltrami
coefficients. In the augmenting process, we first convert all
images into grayscale images and randomly select one as
the real part and another as the imaginary part. We then
smooth them and add random noise to them. The resulting
two-channel image then serves as the input of DBS-Net, with
the value for each pixel used for computing the LBS term in
the loss function (26). Some example outputs of the DBS-Net
are shown in Fig. 10.
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Method Mean |µ| SD |µ| Landmark Error SD Landmark Error Time (second)
Our proposed method ((α, β, γ) = (1, 1, 104)) 1.87× 10−2 2.78× 10−3 1.14× 10−2 2.59× 10−3 0.53
Our proposed method ((α, β, γ) = (1, 1, 205)) 4.67× 10−2 6.01× 10−3 0.63× 10−2 2.20× 10−3 0.51

Optimized harmonic map (λ = 0.1) 1.00× 10−2 2.72× 10−3 4.10× 10−2 12.1× 10−3 7.64
Optimized harmonic map (λ = 0.5) 2.90× 10−2 8.37× 10−3 2.24× 10−2 6.50× 10−3 14.96
Optimized harmonic map (λ = 1) 3.98× 10−2 11.5× 10−3 1.19× 10−2 3.43× 10−3 32.58
Optimized harmonic map (λ = 5) 5.16× 10−2 14.8× 10−3 0.51× 10−2 0.39× 10−3 46.14

TABLE 1: A comparison between our framework and the landmark-constrained optimized harmonic mapping approach [31],
[68] for 24 brain cortical surfaces. Here, λ is the soft landmark matching parameter in [31], and α, β, γ are parameters in (31).
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Fig. 10: Three sample outputs of the DBS-Net with his-
tograms of the error in the Beltrami coefficient µ.

5.3 Training the Coefficient Prediction Network
After getting a well-trained LD-Net for getting the landmark
curves and a well-trained DBS-Net for generating quasi-
conformal mappings based on any input Beltrami coefficients,
the remaining step is to train the CP-Net to generate the
Beltrami coefficients from the landmark constraints.

To achieve this, we first need to prescribe the target
positions of the landmarks. To generate the training data, we
randomly choose two single-channel images and concatenate
them to be two-channel data that acts as the Beltrami coeffi-
cient. We then use it as the input of the DBS-Net to generate a
quasi-conformal mapping for perturbing the landmarks, and
take the positions of the perturbed landmarks as the input of
the CP-Net. This ensures that there is at least one admissible
mapping without folding, i.e. ‖µ‖∞ < 1. We use the distance
between the resulting positions of the input points and
the target positions to calculate the loss function (31). Note
that (31) also contains two terms for the norm of the Beltrami
coefficients µ and ∇µ, which suppress the angle distortion.

5.4 Landmark-based Brain Cortical Surface Registra-
tion
With all three proposed networks trained, we apply them
for landmark-based brain cortical surface registration. 24
human brain cortical surfaces used in our experiments are
reconstructed from MRI images from the Open Access Series
of Imaging Studies (OASIS) [69] using FreeSurfer [70].

We first conformally parameterize every brain onto the
unit disk using [68] and then apply the three networks for
the landmark-based registration, where one brain from the
dataset is selected as the control brain. As illustrated in Fig. 1,
for every brain, we select the starting and ending points of
each sulcus as the input and obtain the quasi-conformal map
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Fig. 11: Some sample outputs of the proposed framework.
Each column shows one experiment. The first row shows
the initial disks produced using disk conformal parameteri-
zation [68] color-coded by the surface curvature, where the
green curves are the landmarks detected by the LD-Net and
the red ones are the target locations of the landmarks. The
second row shows the quasi-conformal maps on the disk
produced by the CP-Net and the DBS-Net, from which it can
be observed the landmarks are well-aligned. The third row
shows an alternative representation of the mapping results.
The fourth row shows the norm of the Beltrami coefficients
|µ| on the unit disk. The fifth row shows the histograms of
|µ|.

on the unit disk. We then apply the inverse map of the disk
parameterization to map the disk back to the control brain in
3D. This completes the landmark-based brain registration. As
shown in Fig. 11 and Fig. 12, the mappings match the sulcal
landmarks accurately and possess very low quasi-conformal
distortion.

For a more quantitative analysis of all mapping results,
we record the quasi-conformal distortion in terms of the
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Fig. 12: Examples of 3D brain registration results. The top row
shows three registration results without using our proposed
network, where the registered sulcal landmark curves are
highlighted in yellow and the target landmarks are in red.
The bottom row shows the registration results obtained by
our framework, with the landmarks well-aligned.

norm of the Beltrami coefficients |µ|, the landmark error
and the computational time in Table 1. For comparison,
note that landmark-constrained optimized harmonic map-
ping methods have been developed for registering genus-0
brain cortical surfaces [29], [31], while the brain surfaces
we handle in our framework are simply-connected open
surfaces. Therefore, here we consider combining the disk
conformal map method [68] with the landmark-constrained
optimized harmonic mapping method [31] and compare the
performance of this combined approach with our proposed
framework. It can be observed that our proposed method
achieves a significant improvement in the computational time
by over 90% when compared with the optimized harmonic
map approach with different soft landmark matching param-
eters λ, while the quasi-conformal distortion and landmark
error of the resulting registrations are comparable with those
obtained using the optimized harmonic map approach. It is
also noteworthy that by setting different training parameters
α, β, γ, we can achieve a lower landmark error or lower
distortions depending on the goal of the task.

Also, in Fig. 13 we analyze the Beltrami coefficients µ
of the resulting mappings for all brains. The histogram of
|µ| shows that our framework achieves a minimal quasi-
conformal distortion, with the majority of the |µ| values
being close to 0. By taking the average of |µ| for all resulting
mappings, we can again see that the quasi-conformal distor-
tion is minimal in the entire unit disk. We further plot the
standard deviation of |µ| evaluated on each triangular face,
from which we can see a relatively large variation in |µ| near
the landmarks, while the variation in |µ| far away from the
landmarks is very small.

6 CONCLUSION

In this paper, we have established a framework with three
networks for the automatic landmark detection and surface
registration of anatomical shapes with disk topology. Firstly,
the LD-Net allows us to efficiently extract continuous feature
landmarks from highly convoluted surfaces based on the
endpoints of the desired feature curves and the surface
curvature. Then, the CP-Net generates a Beltrami coefficient
based on the detected landmarks. Finally, the DBS-Net,
trained in unsupervised mode, produces a quasi-conformal
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Fig. 13: Analysis of the Beltrami coefficient µ of all mappings
generated by our framework. The first plot shows the
histogram of all face-based |µ| values. The second and third
plots show the average value and the standard deviation of
|µ| evaluated on each triangular face on the unit disk for all
mappings.

mapping on the unit disk based on the generated Beltrami
coefficients, which yields the surface registration result. The
mappings produced by our framework possess low geo-
metric distortion and preserve the bijectivity. Experimental
results have demonstrated the effectiveness of our framework
for brain surface registration. For future work, we plan to
extend the framework for anatomical surfaces with other
topologies.
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