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This paper  presents  a novel  column  generation  algorithm  for managing  the  logistics  activities  performed
by  a fleet  of multi-parcel  chemical  tankers.  In our  procedure,  for providing  elementary  routes,  the  conven-
tional  dynamic  programming  routes-generator  is  replaced  by  an  efficient  continuous-time  MILP-slave
problem.  The  performance  of the  decomposition  method  is evaluated  by  solving  several  examples  deal-
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ing  with  the  operations  of  a shipping  company  operating  in  the  Asia  Pacific  Region.  Computational
results show  that  the  proposed  approach  outperforms  a pure  exact  optimization  model  and  an  alternative
heuristic  solution  method  reported  in  the literature.
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. Introduction

Nowadays, supply chain management and optimization is a crit-
cal aspect of modern enterprises and a very active research area
Papageorgiou, 2009). In the current context of globalized eco-
omic activities, the maritime transport constitutes an increasingly

mportant supply chain link. The UNCTAD’s Review of Maritime
ransport (2012) details that around 80 per cent of global trade
y volume and over 70 per cent by value is carried by sea and
andled by ports worldwide. The current trends in the shipping

ndustry are moving toward a cost-efficient management of the
eet capacities. Main activities of the ships fleet involve the trans-
ortation of cargos between several ports, which are geographically
istributed in many different cities, countries and/or continents.
he cost-effective routing and scheduling of the fleet represents

 central decision making process in both the chemical and the
hipping industry. According to Christiansen et al. (2007), the daily
perating cost of a ship may  easily amount to thousands of dollars.
onsequently, a proper planning of routes and schedules can signif-

cantly improve the economic performance of shipping companies
y reducing shipping costs.

From the operational perspective, ship routing and scheduling

roblems are closely related to pickup and delivery tasks per-
ormed by trucks in the classical pickup and delivery (PDP) problem.
urveys on the pickup and delivery problem can be found in

∗ Corresponding author. Tel.: +54 342 4559175.
E-mail address: rdondo@santafe-conicet.gov.ar (R. Dondo).

ttp://dx.doi.org/10.1016/j.compchemeng.2014.04.008
098-1354/© 2014 Elsevier Ltd. All rights reserved.
Savelsbergh and Sol (1995) and Desaulniers et al. (2002). However,
there are some important differences between both transportation
modes that must be considered. One of them is that no central port
from where ships start and end voyages is defined.

During last years, extensive research has been done on ship
scheduling. A comprehensive survey on maritime transportation
problems and their proposed solution strategies can be found
in Christiansen et al. (2013). The paper remarks that a solution
technique that has been successfully applied in tramp shipping
problems is the column generation approach (CG). The CG paradigm
gained popularity as an efficient technique to solve large optimiza-
tion problems in transportation and logistics. This technique was
first introduced by Dantzig and Wolfe (1960) to solve linear prob-
lems with decomposable structures. During the 1990s, it has been
successfully extended to a wide range of integer and integer-linear
problems and become the leading optimization technique for solv-
ing many routing problems. Very large and complex problems were
successfully solved at present days with this technique. See e.g.
Ropke and Cordeau (2009) and Bettinelli et al. (2011).

The CG approach decomposes the original problem into two sub-
problems: a restricted master problem (RMP), which selects the
best route for each ship and a slave route generator problem. A pri-
ori generation of all feasible columns has been the most common
method used to solve small instances of routing problems. How-

ever, generating all columns for large cases may  be intractable,
and consequently, the use of dynamic programming algorithms
has been usually considered. Brønmo et al. (2007) used a set parti-
tioning problem, where a priori generation of all feasible columns
is applied to solve a ship scheduling problem with flexible sizes.

dx.doi.org/10.1016/j.compchemeng.2014.04.008
http://www.sciencedirect.com/science/journal/00981354
http://www.elsevier.com/locate/compchemeng
http://crossmark.crossref.org/dialog/?doi=10.1016/j.compchemeng.2014.04.008&domain=pdf
mailto:rdondo@santafe-conicet.gov.ar
dx.doi.org/10.1016/j.compchemeng.2014.04.008
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Nomenclature

Subscripts
i, i′ cargos
r columns
p, p′ ports
s ships

Sets
I cargos
DPp cargos to be discharged at port p
IPs first port to visit by ship s
LPp cargos to be loaded at port p
OBs subset of cargos that are on-board ship s at begin-

ning of planning horizon
Rs subset of feasible columns for ship s
P ports
S ships

Parameters
distpp′ nautical miles between ports p and p′

dri discharge rate for cargo i (tonnes/day)
epti earliest pickup service time for cargo i
fcs cost of fuel per unit distance for ship s (in USD/nm)
Ks maximum number of ports that ship scan visit dur-

ing the planning horizon
lpti latest pickup service time for cargo i
lri loading rate for cargo i (tonnes/day)
Mc maximum ship capacity
Md maximum ship traveling distance
Mt maximum ship traveling time
pcps ship-dependent port cost (in USD)
ps

r maximum profit obtained by s by transporting all
cargos in r

sri shipping rate or revenue for cargo i (in USD)
tad inspection time
tccs time-charter cost per unit time for ship s (in

USD/day)
tis arrival time of ship s to the first port visited
vs average speed (knots) of ship s
vmaxs ship capacity (in tonnes)
volumei size of cargo i (in tonnes)
as

ir
binary parameter which values 1 if cargo i is
included in column r ∈ Rs

Binary variables
PRpp′s denoting that port p is visited before (PRp,p′s = 1) or

after (PRp,p′s = 0) port p′ whenever both nodes are
serviced by the same ship s

Xps denoting the assignment of port p to ship s
Xs

r determining that cargo combination r is served by s
Yis denoting the assignment of cargo i to ship s

Continuous variables
LOADps total cargo loaded on ship s after completing the

service at port p
TDps accumulated ship travel distance to reach port p
TVps accumulated ship travel time to reach port p
TTDs total travel distance for ship s
TTVs total travel time for ship s
UNLOADps total cargo unloaded from ship s after completing
the service at port p
cal Engineering 72 (2015) 350–362 351

A similar problem was studied by Brønmo et al. (2010) but, in this
case, a dynamic CG approach was  used for solving more complex
instances. Nishi and Izuno (2014) proposed some CG heuristics to
solve a ship routing and scheduling problem for crude oil trans-
portation with split deliveries.

This paper introduces a novel CG approach by replacing the
dynamic programming generator by an efficient continuous-time
MILP-slave problem. Moreover, the branch-and-price technique is
also tested. The branch-and-price is a generalization of the classical
branch-and-bound scheme in which upper bounds (for maximi-
zation problems) are computed by column generation (Barnhart
et al., 2000). Our works aims to find the optimal routes and sched-
ules for a heterogeneous fleet of multi-parcel chemical tankers in
order to carry multiple cargos at maximum profit while satisfy-
ing additional constraints as pickup time windows and the ship
carrying capacity constraint. The best cargo combination for each
ship is chosen by the master problem. The slave problem generates
multiple columns by solving a continuous time precedence-based
MILP formulation that takes into consideration most of problem
constraints. In order to generate the maximum number of feasible
cargos set per iteration, the solver-options of the branch-and-cut
package used for solving the slave problem are properly tuned.

The performance of our proposed approach in terms of solu-
tion quality and CPU time has been tested on five cases based
on real data from a chemical shipping company that operates a
fleet of heterogeneous ships in the Asia Pacific Region. A real-
world example, initially introduced by Jetlund and Karimi (2004),
involves 10 tankers, 79 cargos, and 36 ports, was first solved.
Four larger instances were also successfully solved. Computational
results show that the CG strategy outperforms the original MILP
mathematical model, which is here adapted as slave problem of
the decomposition algorithm. Moreover, the solution quality rises
with respect to solutions already reported in the literature.

2. Tramp shipping characteristics

Logistics activities commonly arising in tramp shipping usually
involve the movement of multiple cargos between ports. The aim
is to maximize the net profit through the cost-efficient routing and
scheduling of ship operations. This problem can be taken as a gen-
eralization of the road based distribution problems presented by
Dondo et al. (2008). The main problem features are:

• The company has a heterogeneous fleet of multi-parcel chemical
tankers. The tankers are used to carry liquid bulk commodities
such as oil products, chemicals, and other liquids.

• A tramp ship company usually aims to maximize its profit. The
total profit is determined by the revenues earned for transporting
cargos minus operation costs. The costs for operating a ship are
dependent upon its size.

• Tramp ships do not have fixed routes and sailing times as in
liner shipping. The ships visit seaports depending up on the cargo
availability.

• Each cargo is transported from its pickup location to its delivery
location by a single ship. Partial shipments are not allowed. More-
over, not all cargos may  be transported. A cargo that is not moved
can be outsourced to a third party carrier in the spot market
(Jetlund and Karimi, 2004).

• Pickup time windows are usually defined by the cargo owner.
• Every ship can carry multiple cargos at a time. However, the ship

carrying capacity stands for a finite load capacity in tonnes that

cannot be exceeded.

• No central port, from where voyages start and end, is defined. The
ships have usually different start locations which can be either a
port or a point at sea. The starting time for each ship schedule
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can be different as well. Ship schedules end at the port where the
ship delivers the last cargo.
Generally, the scheduler determines a limited number of ports to
visit during the planning horizon. Each port can be visited by a
ship just once.
A port visit time-length has two components: a fixed inspection
time and a variable time that is proportional to the amount of
tonnes to be picked-up and/or discharged.

. Major problem variables

Shipping is performed on a known harbors-network infra-
tructure. The maritime routes are determined by a set of
inimum-distance arcs which interconnects ports p ∈ P in the net-
ork. Let the set I be the potential cargos to transport during the
lanning horizon and let the set S the heterogeneous fleet of multi-
arcel chemical tankers. The subsets LPp and DPp include all cargos

 having their pickup and discharge location at port p, respectively.
In the mathematical representation, three different 0-1 deci-

ion variables are used: (i) the assignment variable Yis computing
f cargo i is selected to be carried by ships, (ii) the assignment
ariable Xps taking 1 as value if the port p is visited by s dur-
ng the planning horizon, and (iii) the general sequencing variable
Rpp′s determining that port p is visited before (PRpp′s = 1) o after
PRpp′s = 0) port p′ whenever both are located on the voyage of ship

 (i.e. Xps + Xp′s = 2). The variable PRpp′s is just defined for p < p′, i.e.
he relative position of port p is less than that one of port p′ in the
et P.

In order to determine a detailed schedule for each ship, a set
f continuous positive variables has been also defined. They are:
a) the arrival time at port p by ship s (TVps); (b) the accumulated
ailing distance up to port p (TDps); (c) the overall schedule duration
TTVs); (d) the overall sailing distance along the voyage of ship s
TTDs). In addition, the non-negative continuous variables LOADps

nd UNLOADps indicate the accumulated amount of tonnes loaded
nd discharged by ship s, including initial cargos, after visit port p.

Cargos properties, ship capacities, port locations, and fixed-
perational costs are all known with certainty and remain invariant
ver time. The major problem data are:

 The distance between ports (distpp′ ), which is always expressed
in nautical miles.

 The tonnes of cargo i (volumei) and its pickup and discharge rate
(lri and dri).

 The time window within which the pickup of cargo i must start
[epti, lpti].

 The fixed inspection time of each ship at every port (tad).
 The total carrying capacity of ship s (vmaxs).
 The average ship speed expressing in knots (vs).
 The revenues in USD obtained by serving cargo i (sri).
 The operation costs depending upon the size of ship s: fuel cost
(fcs), time-charter cost (tcs), and port charges (pcps).

. The MILP-based column generation algorithm

In this section, the CG method is adapted to the tramp ship
outing and scheduling problem. With this technique, the routing
roblem is decomposed into a master problem, which aims to select

 set of cargos or column for each ship, and a sub-problem where
romising ship schedules for each ship are found.
.1. The master problem

Let the heterogeneous fleet of multi-parcel chemical tankers be
 = {1, 2, . . .,  s} and let Rs = {1, 2, . . .,  r} be the set of all feasible
cal Engineering 72 (2015) 350–362

cargo sets for ship s. This means that s is capable of generating a
feasible schedule, with regards to the time windows, the starting
point and the ship carrying capacity, in which all cargos in r can
be transported. In this paper the terms cargo combination, cargo
set and column will be used interchangeably. Let as

ir
be a binary

parameter which values 1 if cargo i is included in column r ∈ Rs and
0 otherwise. We can then formulate the ship routing and scheduling
problem as a set partitioning problem (SPP or master problem) as
follows:

max
∑
s∈S

∑
r∈Rs

ps
rxs

r (1)

s.t.
∑
s∈S

∑
r∈Rs

˛s
irxs

r ≤ 1 ∀i ∈ I (2)

∑
r∈Rs

xs
r = 1 ∀s ∈ S (3)

xs
r ∈ {0, 1} ∀s ∈ S, r ∈ Rs (4)

According to Eq. (1), the objective of the SPP is to select the
best cargo set for each ship so that the profit is maximized. The
binary variable xs

r takes 1 as value if the cargo combination r ∈ Rs is
served by s whereas the maximum profit obtained by transporting
those cargos is defined as ps

r . Eq. (2) states that each cargo can, at
most, be served by a single ship, while Eq. (3) determines that just
one column/cargo set is selected for each ship s. The formulation
represents the set of all feasible routes for each ship and its objective
is to select the maximum-profit subset of routes.

At the beginning of planning horizon every ship s has on-board
a set of contracted cargos i ∈ OBs to deliver. Thus, a feasible cargo
combination, i.e. a column, is generated a priori for each ship. The
formulation (1)–(4) is called the reduced master problem (RMP)
because it contains a subset of the set of all feasible columns. When,
the linear relaxation of the master problem (LP-master or relaxed
RMP) is solved considering just this partial set of columns, the
dual variables of Eqs. (2) and (3) are introduced into the objective
function of the sub-problem in order to collect new columns with
positive reduced costs that can increase the value of the objective
function in the master problem. This cyclic procedure is solved until
no a column with positive reduced costs exists. When this happens,
the current LP-optimal solution cannot be improved further. Here,
if the optimal solution of the LP-master is integer, it is also the
optimal solution to the RMP  and to the ship routing and scheduling
problem. Otherwise, a branch-and-bound method is used to close
the gap between the upper bound (the result of the relaxation) and
the integer solution. This method, in which the column generation
technique is applied to determine the upper bound in each node of
the branching tree, is denoted as branch-and-price. All steps of the
procedure are sketched in Fig. 1.

4.2. The MILP-based subproblem

The sub-problem can be described as the problem of finding the
optimal schedule for a given ship under the given restricted master
dual variable values (Brønmo et al., 2010). Let �i the dual variables
of constraint (2) and let �s be the dual variable values for constraint
(3). The objective function, which is defined for each ship, can be
Max

i∈I

(sri − �i)Yis − tccsTTVs − fcsTTDs −
p∈P

pcpsXps − �s

∀s ∈ S (5)
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replaced by a single one by considering that the visiting to any
other port p′(Xp′s = 1) occurs always after the visiting to p.

TVp′s ≥ TVps +
∑

i∈I:(i/∈OBs)∩(i∈LPp)

Yisvolumei

lri
+

∑
i∈I:i∈DPp

Yisvolumei

dri
Fig. 1. Branch-and-price procedure for the tank shipping problem.

For each ship s, the goal is to find the feasible schedule with max-
mum reduced cost respect to the current dual values. Parameter sri
tands for the shipping rate for cargo i while the costs for operating

 ship s include: (i) tccs referring to the time-charter cost, (ii) fcs

enoting the fuel cost per unit distance, and (iii) pcps determining
he fixed cost that ship s pays when it visits port p.

In order to incorporate feasible cargo combinations to the pool
f columns available for a ship s, a continuous time precedence-
ased MILP representation is reformulated as the slave problem. In
very master-slave iteration, the MILP model is executed |S| times,
nce per each ship in the fleet. The set of constraints considered in
he sub-problem are detailed below.

Eq. (6) enforces the condition that a cargo i can be serviced by
hip s (Yis = 1) only if the ports, where the cargo must be loaded
nd discharged, are both visited by s. Binary variable Xps values 1
f there is a visiting of ship s to port p. For the cargos on-board at
eginning of planning horizon (OBs), just its discharge port must be
ssigned to s.

is ≤ Xps ∀i ∈ I, p ∈ P : ((i /∈ OBs) ∩ (i ∈ LPp)) ∪ (i ∈ DPp) (6)

The traveling-distance constraints are stated by Eqs. (7)–(10).

onstraint (7) computes the minimum distance to reach the first
ort p visited by s (p ∈ IPs). Parameter tis defines the estimated
rrival time of ship s to port p while the average speed in knots
s given by parameter vs. To calculate the accumulated traveling
cal Engineering 72 (2015) 350–362 353

distance from time zero up to every ship stop, sequencing variables
PRpp′s are defined to determine the order in which such a pair of
ports is visited. Parameter distpp′ sets the distance in nautical miles
between two  ports (p, p′). Md is a large positive number. Finally,
the overall distance sailed by ship s during the planning horizon is
computed by Eq. (10).

TDps = tis24vs ∀p ∈ P : p ∈ IPs (7)

TDp′s ≥ TDps + distpp′ − Md(1 − PRpp′s) − Md(2 − Xps − Xp′s)

∀(p, p′) ∈ P : p < p′ (8)

TDps ≥ TDp′s + distp′p − MdPRpp′s − Md(2 − Xps − Xp′s)

∀(p, p′) ∈ P : p < p′ (9)

TTDs ≥ TDps ∀p ∈ P (10)

Similarly to above traveling distance constraints, the timing
ones are stated by Eqs. (11)–(14). The length of a ship stop in each
port comprises a fixed inspection time (tad) plus a variable time
proportional to the amount of tonnes to pick-up or deliver by the
ship. For each cargo i, the time for loading or discharging is deter-
mined by: (i) the volume in tonnes (volumei), (ii) the loading rate
(lri), and (iii) the discharge rate (dri). Mt is an upper bound for the
corresponding time variable.

TVps = tis ∀p ∈ P : p ∈ IPs (11)

TVp′s ≥ TVps +
∑

i∈I:(i/∈OBs)∩(i∈LPp)

Yisvolumei

lri
+

∑
i∈I:i∈DPp

Yisvolumei

dri

+ tad + distpp′

24vs
− Mt(1 − PRpp′s) − Mt(2 − Xps − Xp′s)

∀(p, p′) ∈ P : p < p′ (12)

TVps ≥ TVp′s +
∑

i∈I:(i/∈OBs)∩(i∈LPp′ )

Yisvolumei

lri
+

∑
i∈I:i∈DPp′

Yisvolumei

dri

+ tad + distp′p
24vs

− MtPRpp′s − Mt(2 − Xps − Xp′s)

∀(p, p′) ∈ P : p < p′ (13)

TTVs ≥ TVps +
∑

i∈I:i∈DPp

Yisvolumei

dri
+ tad ∀p ∈ P, s ∈ S (14)

In case of port p ∈ IP , the pair of Eqs. (12) and (13) can be
+ tad + distpp′

24vs
− Mt(1 − Xp′s) ∀(p, p′) ∈ P : (p /= p′) ∩ (p ∈ IPs)

(15)
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Eq. (16) enforces the condition that the stop at port p′ (i ∈ DPp′ )
ill occur after the stop at port p(i ∈ LPp) if the ship s serves a cargo

.

Vp′s ≥ TVps +
∑

i′∈I:(i′ /∈OBs)∩(i′∈LPp)∩(i′ /=  i)

Yi′svolumei′

lri′

+
∑

i′∈I:(i′∈DPp)∩(i′ /=  i)

Yi′svolumei′

dr′
i

+ tad + distpp′

24vs
− Mt(1 − Yis)

∀i ∈ I, (p, p′) ∈ P : (i /∈ OBs) ∩ (i ∈ LPp) ∩ (i ∈ DPp′ ) (16)

The pickup of a cargo i should start within the specific time
indows [epti, lpti]. This condition is enforced by Eqs. (17)–(19).

Vps ≤ lpti − 0.5tad + Mt(1 − Yis) ∀i ∈ I, p ∈ P : (i /∈ OBs) ∩ (i ∈ LPp)

(17)

Vp′s ≥ epti + 0.5tad + distpp′

24vs
+ Yisvolumei

lri
− Mt(1 − PRpp′s)

− Mt(2 − Xps − Xp′s) − Mt(1 − Yis)

∀(p, p′) ∈ P, i ∈ I : (p < p′) ∩ (i /∈ OBs) ∩ (i ∈ LPp) (18)

Vps ≥ epti + 0.5tad + distp′p
24vs

+ Yisvolumei

lri
− MtPRpp′s

− Mt(2 − Xps − Xp′s) − Mt(1 − Yis)

∀(p, p′) ∈ P, i ∈ I : (p < p′) ∩ (i /∈ OBs) ∩ (i ∈ LPp′ ) (19)

Eq. (20) determines that the number of visited ports by a ship
ust never exceed a maximum amount K defined for the scheduler

lanner.

p∈P

Xps ≤ ks ∀s ∈ S (20)

The accumulated amount of tonnes loaded by a ship s from the
eginning of planning horizon up to leave port p, including cargos
n-board at time zero, is computed by Eqs. (21)–(23).

OADps ≥
∑

i∈I:i∈OBs

Yisvolumei +
∑

i∈I:(i/∈OBs)∩(i∈LPp)

Yisvolumei

∀p ∈ P : p ∈ IPs (21)

OADp′s ≥ LOADps +
∑

i∈I:(i/∈OBs)∩(i∈LPp′ )

(Yisvolumei)

− Mc(1 − PRpp′s) − Mc(2 − Xps − Xp′s) ∀(p, p′) ∈ P : p < p′ (22)

OADps ≥ LOADp′s +
∑

i∈I:(i/∈OBs)∩(i∈LPp)

(Yisvolumei)

− McPRp′ps − Mc(2 − Xps − Xp′s) ∀(p, p′) ∈ P : p < p′ (23)
Similarly, Eqs. (24)–(26) determined the tonnes discharged
rom ship s after visiting port p.

NLOADps ≥
∑
i∈DPp

Yisvolumei ∀p ∈ P : p ∈ IPs (24)
cal Engineering 72 (2015) 350–362

UNLOADp′s ≥ UNLOADps +
∑

i∈DPp′

(Yisvolumei)

− Mc(1 − PRpp′s) − Mc(2 − Xps − Xp′s) ∀(p, p′) ∈ P : p < p′ (25)

UNLOADps ≥ UNLOADp′s +
∑
i∈DPp

(Yisvolumei)

− McPRpp′s − Mc(2 − Xps − Xp′s) ∀(p, p′) ∈ P : p < p′ (26)

The ship carrying capacity stands for a finite load capacity
in tonnes (vmaxs) that cannot be exceeded. As the difference
(UNLOADps − LOADps) computes the current load transported by s
after stop at p, Eqs. (27) and (28) forbid ship overcapacity or nega-
tive tonnes, respectively.

LOADps − UNLOADps ≤ vmaxsXps ∀p ∈ Ps (27)

LOADps − UNLOADps ≥ 0 ∀p ∈ Ps (28)

Eq. (29) enforces the condition that the total cargo loaded on
ship s after visiting a port p can never be larger than the total cargos
collected by ship s along the voyage plus the initial cargos. Similarly,
Eq. (30) states that the total cargo unloaded from s after visiting
port p can never be larger than the total amount discharged along
the whole voyage. Both constraints compute upper bounds on the
values of the variables LOADps and UNLOADps, respectively.

LOADps −
∑
i∈I

Yisvolumei ≤ vmaxs(1 − Xps) ∀p ∈ P (29)

UNLOADps −
∑
i∈I

Yisvolumei ≤ vmaxs(1 − Xps) ∀p ∈ P (30)

4.3. The branching strategy

Whenever the column generation procedure ends, we must
check out the integrality of the solution of the LP-master. If this
solution is integer, it is also the optimal solution to the ship-
ping problem; otherwise, the solution is fractional. In that case a
branch-and-price method, in which a column generation proce-
dure is applied to each node of a branch-and-bound tree, is used
to close the gap between the upper bound (the result of the relax-
ation) and the current integer solution (the result of the restricted
master problem). The scanning of the tree aims at determining if
exists a column that would price out favorably, but is not present
in the master problem.

In a branch-and-price algorithm, for maximization problems,
the column generation technique is applied to determine the local
upper bound (LUB) in each node of the branching tree. If that is
integer, the LUB must be compared with the current global lower
bound (GLB), which represents the best integer solution found so
far. If the LUB is not integer, and its value is lower than GLB then
the node is fathomed. Otherwise, the current node is divided into
two new child nodes by a branching rule. The best-first strategy is
used to chosen the next subspace to be explored, which it will be
the one that search for the highest upper bound. Many branching
schemes for column generation approaches have been proposed in
the literature However, which rule to use is a decision related to
the problem we  are trying to solve. In our algorithm, we  have pro-
posed a branching strategy that focuses on assignments decisions
Yis. According to Savelsbergh and Sol (1998), assignment decisions

are high-level decisions that have a big impact on the structure of
the solution. Suppose that the LP-master returns a fractional solu-
tion, this means that some variable xs

r in the master problem takes a
fractional value (0 < xs

r < 1) and that such column has at least one
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equal to one. If this happens, we select the column and create
wo nodes: the left node, in which the variable Yis is set to zero,
nd the right node, in which Yis is fixed to one. This branching rule
an be viewed as a generalization of the one proposed by Ryan and
oster (1981) for set partitioning problems. Those authors proposed
o select two customers i1 and i2 and generate two branch-and-
ound nodes: one in which i1 and i2 are serviced by the same
ehicle and one where they are serviced by different vehicles. The

seudo-code of our branch-and-price strategy, which was  codified

n GAMS, is described in Section 4.4. Note that at the first step,
ne column, which just includes the cargos on-board at beginning
f planning horizon, is created for each heterogeneous ship in the

Fig. 3. Optimal schedule
 Asia Pacific Region.

fleet to ensure the feasibility of the first master problem execution.
It is worth to mentioning that none of those columns should be
selected to branching because the condition Yis = 0 will lead to an
infeasibility. The subset exception(r,s) is used to eliminate infeasible
columns from the master problem after executing the branching
rule while the subsets fix to zero(node, cargo, ship), fix to one(node,
cargo, ship), and fix(node, cargo) are defined for tracking the value
of the variables that have been fixed along the branching tree.

To generate alternatives schedules with positive reduced cost per
iteration, the option of the CPLEX MILP solver, solnpool, is used
for storing multiple solutions to the MILP problem in the solution
pool.

s for Example 1A.
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 cargo i’, where fix (sn, i’)=noand =1

=1 THEN

nd  =0 THEN
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 i, s) THEN

 or  rn, i, s) THEN

th positive  reduced cost DO

problem ( with option solnpool);
mns with positive reduced cost to the 

-master Pr oblem;

 THEN
ln or  rn)
 the waiting list all nodes  with LUB< GLB

r  rn)=no  // Node is f athomed

B THEN
r  rn)=no  // Node is f athomed;

E
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.4. Pseudo-code of the branch-and-price algorithm

OLVEthe LP-master problem with the initial pool of columns
HILEthere are  new columns with positive reduced cost DO

LOOP s
SOLVEsubproblem (with option solnpool);
Add the columns with positive reduced cost to the Maste

END LOOP
ND WHILE
UB:= solution of the LP-master;GLB:= solution of the IP-master;

F (GUB>GLB)THEN
Store root node n0 in the waiting node list
LUB(n0):=GUB;
set fix_to_zero(n0, i, s):=no for all (i, s)
set fix_to_one(n0, i, s):=no  for all (i, s)
set fix (n0, i):=no for all i
WHILE waiting node list is not emptyDO

Choose a node sn from  the waiting node list and remove 
Create left children lnandright children rn and store them
LOOP children (ln or rn)

Set fix_to_ze ro(ln or rn, i, s):= fix_to_ze ro(sn
Set fix_to_one(ln or rn, i, s):= fix_to_one(sn, 
Set fix(ln or rn, i):= fix(sn, i) for all i

END LOOP

Find a column (r,s ) with fractional value in  ; Select a
Set fix (ln,i’):= yes; Set fix_to_zero(ln, i, s):=yes;
Set fix (rn,i’):= yes; Set fix_to_one(rn, i, s):=yes;
LOOP  children (ln or  rn)

Setexception(r,s)=no
LOOP (i,r,s)

IF fix_to_ze ro(ln or  rn, i, s) and  
exception(r,s) =yes;

ELSE IF fix_to_one(ln or  rn, i, s) a
exception(r,s) =yes;

END IF
END LOOP
SOLVE LP-master problem
IF infeasible THEN

waiting(ln or  rn)=no  // Node is f a
ELSE

LOOP  (i,s)
Release variables  Y(i,s)
IF fix_to_ze ro(ln or  rn,

FixY(i,s)=0
ELSE IF fix_to_one(ln

FixY(i,s)=1
END IF;

END LOOP;
WHILEthere are  new columns wi

LOOP  s
SOLVE sub
Add the colu

Master Problem
END LOOP
END WHILE
LUB (ln or rn)=solution of the LP
IF LUB(ln or  rn) is integer THEN

IF LUB(ln or  rn)>GLB
GLB:=LUB(
Remove from 

ELSE
waiting(ln o

END IF
ELSE

IF LUB(ln or  rn) < GL
waiting(ln o

END IF
END IF
END IF
END LOOP

END WHILE
ND IF
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Table  1
Setting options of the branch-and-price algorithm.

MILP solver CPLEX 12.2
Branching rule On assignment variables Yis

Nodes selection strategy Best first search
Maximum CPU time per slave

execution
No limit for Example 1A, 1B, and 2

10 s for Example 3
20 s for Example 4

Multiple columns generated per
iteration

Yes (option solnpool of CPLEX)

Maximum number of master-slave 20 (root)/5 (no-root)

5
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5.2. Example 2
iterations per branch and price node

. Computational results and discussion

The performance of the proposed strategy has been tested by
olving five complex examples all dealing with the distribution
ctivities of a multi-national shipping company operating a fleet
f multi-parcel chemical tankers in the Asia Pacific Region. Such
xamples are modified instances of a real-world case study previ-
usly tackled by Jetlund and Karimi (2004). The case study involve
6 ports, 79 cargos, from which 37 cargos are on board at time zero
nd 10 ships with different properties (sailing speed, total carry-
ng capacity, time charter cost, and port costs). As shown Fig. 2, the
ompany operates in Asia, but the fleet also serves Australia, India,
nd the Middle East. At beginning of planning horizon, each ships is
ocated at a point of the sea and known its next port to visit and the
stimated arrival time to that location. All problem data are sim-
lar to those specified by Jetlund and Karimi (2004). The planning
orizon is usually 3–4 weeks long. The column generation algo-
ithm and the mathematical models were implemented in GAMS
sing CPLEX 12.2 as the MILP solver and run on a DELL PRECISION
5500 Workstation with six-core Intel Xeon Processor (2.67 GHz).
n addition, the CPLEX solution pool option and its tools associ-
ted were used for storing multiple columns with positive reduced
ost in each execution of the slave problem. A time limit of 1 CPU
our has been imposed on the solution of every problem instance.

ll configuration options used in our algorithm are summarized in
able 1.

Fig. 4. Optimal schedule
cal Engineering 72 (2015) 350–362 357

5.1. Example 1

Two  reduced instances of the original case study, called Example
1A and 1B, were initially solved. They take into account just a subset
of ships of the fleet. Analyzing the geographical distribution of the
ports and knowing beforehand the first location visited by each
ship (see Fig. 2), in case A, just the schedules of ships 1, 3, and 4
are simultaneously optimized, while in case B, ships 2, 6, 7, and
8 are considered for scheduling. Since no cargo can be served by
more than one ship, the solutions found by this strategy may  not
be feasible for the company. Despite this, our goal is to compare the
performance of the MILP mathematical model, with the one of the
decomposition algorithm.

The optimal ship schedules for Examples 1A and 1B are shown
in Figs. 3 and 4, respectively. For that schedules, loading/unloading
activities are represented with black rectangles while sailing oper-
ations are showed in orange color. At each port, the discharged
cargo are denoted with symbol (−) while picked-up cargo are sym-
bolized with (+). Table 2 summarizes the computational results of
the original MILP mathematical model and the best solution found
by the CG strategy, for all problem instances, within the prede-
fined time limit of up to 3 CPU hours. The best profit solutions and
the integrality gaps found after 1 h and 2 h of CPU times are also
reported. For the Example 1A, the CG method converged after 8
iterations to the optimal solution of USD 350894.68 in just 155 s
while the MILP mathematical model was  unable to close the gap in
3 h. For case 1B, the original MILP model found the optimal solution
of USD 344156.56 after 646 CPU seconds time while the decompo-
sition approach converged to the optimal solution and proved its
optimality on the root node in just 41 s and after 6 iterations. The
MILP formulation used 9091 s to prove the optimality of the solu-
tion by closing the integrality gap. It is important to remark that
it was unnecessary to develop the search tree because the integer
and optimal solutions for both problems were reported by the CG
strategy in the root node of the branch-and-price tree (see Fig. 5).
In Example 2, all ships in the fleet are simultaneously scheduled.
Consequently, the amount of linear constraints and the number of

s for Example 1B.
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Table  2
Computational results for the original MILP model and the proposed column generation approach.

Problem instance Exact optimization approach Column generation

Linear
constraints

Binary
variables

Continuous
variables

Optimality
gap (%)

Best
solution

CPU seconds Best
solution

CPU seconds

36.36 339932.53 3600
1A  24,041 2124 550 29.54 339932.53 7200 350894.68 155a,b

22.97 350894.68 10,800
7.83 344152.56 3600

1B  32,040 2832 733 2.62 344152.56 7200 344152.56 41a,b

– 344152.56 9091
47.65 1056320.34 3600

2  80,033 7080 1831 45.34 1056320.34 7200 1099997.33 440a

40.98 1081279.97 10,800 851b

78.00 1250208.10 3600
3  99,722 7280 1831 77.00 1250208.10 7200 1460080.88 2042a

60.33 1373396.99 10,800 2767b

66.00 1346578.69 3600
4  99,722 7280 1831 63.41 1346578.69 7200 1498547.73 2620

54.65  1411889.42 10,800

a To found the optimal solution.
b To prove optimality.

 root 
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Fig. 5. Upper and lower bounds found in the

inary and continuous variables are significantly increased with
egards to Examples 1A and 1B (see Table 2). The branch-and-price
ree for Example 2 is depicted in Fig. 6. The promising nodes with
on-integer solutions and LUB > GLB is represented in blue color,
hile those ones with LUB < GLB is depicted in orange color. Oth-

rwise, when the optimal solution of the LP-master is integer, the
ode is showed in green color. From Fig. 6, it follows that the gap
etween the relaxation and the integer solution in the root node

s just 0.13%. Consequently, a very good solution of USD 1,099,997

as found by the procedure in just 440 s. For closing the gap, the

oot node was divided into two new child nodes. After that, the
eft child node was discarded because no feasible solution con-
ained in the set represented by the subspace can be better than

Fig. 6. Tree explored for solving the Example 2.
nodes for Examples 1A and 1B, respectively.

the existing global lower bound. Finally, the right child node con-
verged to the integer solution found in the root node. The algorithm
employed 851 s for proving the optimality of the solution. The opti-
mal  schedules for Example 2 are illustrated in Fig. 7. From this
picture, it follows that there are several cargos which are not prof-
itable for the company and, consequently, no ship serves those
cargos. From the total profit, USD 2416833.70 are revenues from
all transported cargos and USD 1316836.37 are operation expenses
(USD 168051.33 from fuel cost, USD 206082.00from port charges,
and USD 942703.04 from time-charter cost). The expected profit
for the company’s actual ship-routing and cargo assignment plan
is USD 794,634 (Jetlund and Karimi, 2004). Consequently, the new
schedules improve profits by approximately 40% with regards to
the current schedule used by the company. Moreover, Table 3
shows that the solution reported by the CG procedure is 17.69% bet-
ter than that one achieved by the heuristic presented by Jetlund and
Karimi (2004). It is worth mentioning that the MILP optimization
approach provided a solution with a net profit of USD 1056320.34
and an optimality gap of 47.65% after 1 CPU hr, the same net profit
with a 45.34% gap after 2 CPU hours, and 40.98% with a net profit
of USD 1081279.97 after 3 CPU hours. The best solution found by
the MILP optimization approach after 3 h was  1.7% worse than that
achieved by our CG strategy in just 440 s.

5.3. Example 3

Twenty additional cargos are considered in Example 3. Proba-

bility distributions, determined by analyzing the available original
problem data, have been used to generate the information of new
cargos. Table 4 details the loading/discharging ports, volumes,
service revenues and pickup time windows for the new cargos.
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Fig. 7. Optimal schedules for the ship fleet in Example 2.

Table 3
Comparison of solution reported for Example 2.

Jetlund and Karimi (2004) CG procedure

Cargos served Profit (USD) Cargos served Profit (USD)

S1 1, 5, 8–9, 18–19, 21, 25, 43–52 99,696 2, 5, 9, 17–19, 21–22, 25, 43–52 156,237
S2  11, 13, 36, 53–55 113,177 53–55 15,181
S3  6, 30–32, 56 63,218 56 62,722
S4  2–4, 7, 10, 17, 22–24, 57 116,228 6, 10, 30–35, 57 131,935
S5  40–41, 58–61 171,609 40–41, 58–61 171,609
S6  12, 14–16, 38 73,991 62 70,772
S7  63–67 103,312 63–67 103,312
S8  – −40,887 11–16, 38 46,841
S9  68–74 125,291 68–74 125,291
S10  75–79 108,997 36, 75–79 216,097

Total profit (USD) 934,632 1,099,997

Table 4
Information related to the new cargos.

Origin Destination Pickup time windows Volume (tonnes) Shipping rate (USD)

C80 Ulsan Nantong 21–25 April 876 25,000
C81  Kuantan Shanghai 25–29 April 1344 40,000
C82  Karimun Bangkok 21–25 April 84 26,000
C83  Brisbane Bangkok 23–27 April 630 68,570
C84  Ulsan Kandla 25–29 April 77 42,500
C85  Singapore Wellington 26–29 April 1515 40,000
C86  Karimun Zhapu 25–29 April 1120 48,300
C87  Ulsan Jiangyin 25–29 April 2543 40,000
C88  Singapore Davao 25–29 April 1812 60,000
C89  Kuantan Jakarta 21–25 April 2668 42,500
C90  Singapore Ningbo 25–29 April 1224 26,250
C91  Karimun New Plymouth 25–29 April 459 34,000
C91  Karimun New Plymouth 25–29 April 459 34,000
C92  Ulsan Shanghai 26–29 April 1539 28,000
C93  Mailiao Kuantan 25–29 April 1369 50,000
C94  Brisbane Batangas 21–25 April 797 36,000
C95  Karimun Shuidong 22–27 April 37 32,000
C96  Ulsan Shanghai 24–28 April 127 71,460
C97  Karimun Bangkok 25–29 April 45 30,000
C98  Karimun Ulsan 25–29 April 89 52,370
C99  Ulsan Shekou 25–29 April 271 26,000
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Fig. 8. Tree explored

emaining problem data remains without changes with respect
o Example 2. The presence of additional cargos increases con-
iderably the number of variables and constraints in the MILP
ub-problem. In particular, the number of binary variables rises
rom 7080 to 7280. A time limit of 10 s has been imposed on the
olution of every sub-problem execution.

A good and feasible solution of USD 1449783.17 was  found in the

oot node of the branch-and-price tree just after 1340 s through the
roposed algorithm while the MILP mathematical model reported

 solution of USD 1373396.99 and an optimality gap of 60.33%
fter 3 CPU hours. The solution found by the original MILP model

Fig. 9. Best schedules for the 
lving the Example 3.

is 6.3% worse than that one achieved by the decomposition strat-
egy. By analyzing the performance of the decomposition strategy
(see Fig. 8), it follows that the gap between the relaxation and the
integer solution was  just 1.1%. After exploring the branching tree,
the integrality gap was closed to 0 and the current best integer
solution was enhanced from USD 1449783.17 to USD  1460080.88.
This solution was  found after 2042 s and exploring all nodes in the

tree took 2767 s. The best schedules for Example 3 are shown in
Fig. 9. It is observed that, with the same fleet capacity, the num-
ber of cargos served rises from 64 to 78 with regards to Example 2.
This improves the company’s profit by 32.73%. The revenues were

ship fleet in Example 3.
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Fig. 10. Best schedules f

mproved 28.55% from USD 2416833.70 to USD 3107010.62, while
he total operation costs grew 25.07%. That’s because new ports can
e visited by the ships.

.4. Example 4

The previous scenario is revisited in Example 4 but now the max-
mum number of ports that each ship can visit during the planning
orizon (parameter Ks) is incremented from 8 to 10 for ships 1, 2,
, and 6, and from 7 to 9 for ships 3, 4, 7, 8, 9, and 10. Although
he number of variables and constraints remain unchanged with
egards to Example 3, the mathematical model is hardened by the
hange of the route-length constraint. Consequently, a time limit
f 20 s has been imposed on the solution of every sub-problem. It
an be observed in Table 2 that the exact optimization approach
eported a solution of USD 1411889.42 with an optimality gap of
4.65% after 3 CPU hours. In contrast, the decomposition algorithm
ound an integer solution of USD 1498547.73 in 2620 s. The net
rofit is 7.4% higher than the best value reported by the original
athematical model. The best schedules are depicted in Fig. 10. By

nalyzing this picture, it follows that the end of planning horizon
s maintained with respect to Example 3. However, the amount of
argos served rises from 78 to 84, although that ship 8 is idle.

The CG strategy, also called price-and-branch strategy, has been
sed to solve the Example 4 because the gap between the relaxation
nd the integer solution was just 0.35%. According to Desrosiers and
übbecke (2010), in practical applications it may  not be necessary
o close the last percents of the optimality gap. As in our case, many
ractitioners used price-and-branch, i.e., the column generation is
sed just in the root node to find a very good solution to a real-world
roblem.

. Conclusions
The cost-effective routing and scheduling of a ships fleet rep-
esents an important decision making problem for the chemical
nd shipping industry. Therefore, this paper focused on the devel-
pment of a novel MILP-based column generation algorithm for
 ship fleet in Example 4.

effectively managing the logistics activities performed by tramp
shipping companies operating with a heterogeneous fleet of multi-
parcel chemical tankers.

Since the finding of an optimal cargo assignment and scheduling
for a ship fleet lead to an NP-hard problem, the computational effi-
ciency of monolithic MILP approaches rapidly deteriorates. Thus,
for complex instances, the reported solutions usually feature large
integrality gaps. However, if the mathematical model is used jointly
with a decomposition method, the resulting algorithm is able of
reaching good and frequently optimal solutions for large-scale
problems with a relatively low computational cost.

The performance of our proposed approach in terms of solu-
tion quality and CPU time has been evaluated by solving five
complex examples all dealing with the distribution activities of a
multi-national shipping company operating a fleet of multi-parcel
chemical tankers in the Asia Pacific Region. Computational results
show that the MILP-based CG strategy can efficiently find the opti-
mal  solution for relatively small or tightly constrained instances
in a very short time. Moreover, the algorithm is able to generate
good feasible solutions for more complex instances, involving up
to 99 cargos, 36 ports, and 10 vehicles, in a reasonable CPU time.
Such computational performance outperforms the exact optimiza-
tion model and some heuristic decomposition methods presented
in the literature to solve the same real-world example.
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