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Highlights 

• Property uncertainties incorporated into computer-aided molecular design problems 

• Novel Monte Carlo based optimization strategy for product-process design 

• Quantification and sampling of group contribution factor uncertainties 

• Robust-reliable as well as optimistic-explorative analysis approach 

• HFO working fluids for waste heat recovery of marine diesel engine 
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ABSTRACT:  

A methodology is presented to solve a computer-aided molecular design (CAMD) and process 

design model problems under consideration of fluid property uncertainty. The uncertainties of 

the group contribution (GC) property prediction models are quantified for which asymptotic 

approximation of the covariance of parameter estimation errors is performed following a 

regression analysis. A Monte Carlo sampling technique generates GC factor samples within the 

respective uncertainties, which are evaluated separately as constraints to the CAMD optimization 

problem. The methodology is applied to identify working fluid candidates for an organic 

Rankine cycle used as waste heat recovery system in a marine diesel engine. CAMD under 

property uncertainties allows 1) identifying robust and more reliable molecules with respect to 

property uncertainties (conservative approach) and 2) enhancing the search space in order to find 
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potentially globally optimal working fluids (optimistic approach). Suitable Hydrofluoroolefins 

(HFO) have been identified as potential working fluids for waste heat recovery. 

Keywords 

Chemical product-process design; Property uncertainty, Group contribution; Working fluid; 

Organic Rankine cycle 

 

 

1. Introduction 

In recent years computer-aided molecular design (CAMD) has been combined with classical 

process design problems in order to simultaneously find the most suitable process chemicals 

along with an optimal process layout and process conditions [1]. Hence, product-process design 

[2] as an integrated solution approach has been applied to provide a solution to a variety of 

problems and challenges. Papadopoulos et al. [3] give a detailed overview over both solution 

strategies and application domains of product-process design problems. Among others product-

process design principles have been used to develop novel refrigerants [4][5] and working fluids 

[6][7], polymers [8][9], fuels [10] and biofuels [11], as well as solvents [12][13] and ionic liquids 

[14]. 

CAMD relies heavily on chemical property values which can either be obtained through 

prediction, e.g. using group contribution (GC) methods [15]), as well as from databases 

containing experimental data, such as NIST ThermoDataEngine (TDE) [16][17] or DIPPR 

AIChE [18].  

In this work, we would like to emphasize and tackle a major challenge with respect to property 

models in product-process design problems namely the uncertainties caused by the property 

prediction models [19]. In every CAMD algorithm molecules are generated and their respective 
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properties need to be predicted. These uncertainties can influence the result of the selection or 

optimization algorithm [20]. Hence, even though the optimization algorithm identified an 

optimal solution, the solution may be suboptimal when verified with experimental data or further 

experimentation due to property uncertainties. 

A prediction model for a certain chemical property is usually obtained through a regression 

analysis which estimates the parameters of the model structure describing the relationship 

between the property value and the structures of the molecules. In case of GC methods, one of 

the commonly used property prediction models for CAMD, the GC factors are the parameters to 

be estimated [21]. Uncertainties in these parameters obtained from the regression process are 

inevitable due to the incomplete knowledge and approximation of the physical property with the 

model [22]. Frutiger et al. [15] described in detail, how the uncertainty of GC model parameters 

(i.e. GC factors) and predictions can be analyzed and quantified. 

Several authors have addressed the problem of property prediction uncertainty in the context of 

CAMD [23]. Maranas [20][24] used multi-variate probability density distributions to reflect the 

likelihood of the realization of property parameters. The probability distributions were imposed 

on a nominal value for each property that accounts for the difference between the experimental 

value and the prediction of the property. Molecules were afterwards identified through stochastic 

property matching or optimization. Kim et al. [25] as well as Xu et al. [26] suggested to use 

uncertainty factors for the parameters that account for the discrepancy between predictive and 

experimental property values. Ng et al. [22][23] have introduced a fuzzy optimization algorithm 

to take into account property uncertainties in connection with molecular design. One of the main 

difficulties when taking property uncertainties into account is that the parameter uncertainty 

should be estimated adequately from the regression and not arbitrarily estimated. In linear and 
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non-linear regression, the parameter uncertainties are reflected through the 95% confidence 

interval obtained from the parameter covariance matrix [15]. The second major challenge is that 

taking uncertainties into account usually increases the computational demand in finding a 

feasible solution to the product-process design optimization [27]. 

In this contribution, we present a new approach to solve product-process design problems taking 

into account property uncertainties, namely the use of a Monte Carlo based sampling strategy 

[28][29]. Monte Carlo sampling principles have been known for 2 decades as a tool for 

molecular design [30][31][32]. However, only recently Monte Carlo method has been applied in 

the context of assessing property uncertainties in process systems engineering applications. 

Monte Carlo based sampling has been used to propagate property parameters to the process 

model output uncertainty [33] as well as to quantify equations of state parameters and 

subsequently assess the uncertainty of equations of state on the level of process model output 

uncertainty [34]. Furthermore, Monte Carlo based global sensitivity analysis process models 

with respect to property descriptors has been suggested [35]. In process design Monte Carlo 

based propagation of property uncertainties to process model output uncertainties can be of use, 

when a compound needs to be selected for a process from a list of candidate molecules. Each 

candidate compound can be ranked according to the uncertainty range of the process model 

output subject to the compounds property uncertainties [33]. Most recently Frutiger et al. [36] 

introduced a novel reverse engineering approach for the fluid selection process based on Monte 

Carlo sampling: A Monte Carlo sampling algorithm has been used to generate sets of different 

property parameter combinations (virtual molecules), which are subsequently evaluated in a 

process model. The distance between the property values of the virtual molecules and the 

uncertainty bound of the properties of real compounds (collected from a database) are calculated. 
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The molecules that lie closest to the top-performing virtual molecules are suggested as the 

optimal compounds for the given process and are further analyzed through evaluation. 

To illustrate the relevance of property uncertainties in CAMD problems, the case of working 

fluids for thermodynamic cycles is considered. For energy systems, such as heat pumps and 

power cycles, a working fluid needs to be selected. However, the selection of the working fluids 

affects the cycle parameters to be set. This makes the selection of a working fluid for a given 

energy system a product-process design problem. An optimization of a product-process design 

problem for a given cycle can give one optimal working fluid for a given system. However, as it 

has been shown by Frutiger et al. [37] the models are highly affected by property model 

uncertainties. Simple screening of working fluids can lead to different optimal working fluids 

depending on the property uncertainties. 

CAMD has been applied by various authors for the development of working fluids as described 

in the review of Linke et al. [38] . Property uncertainties have not been integrated systematically 

into CAMD optimizations for working fluid design. Only Papadopoulos et al. [39] showed a 

CAMD algorithm to account for property uncertainties of working fluids, by applying nonlinear 

sensitivity analysis. However, the authors analyzed the sensitivity of mixture properties in the 

CAMD optimization and did not quantify the uncertainty in the pure component properties. Even 

though the impact on pure component property uncertainties on working fluid selection [33] has 

been recognized, there is, to our best knowledge, no CAMD optimization algorithm considering 

working fluids properties. Considering property uncertainties when solving CAMD optimization 

problems for energy systems is of particular relevance for the development of novel climate-

friendly working fluids such as Hydrofluoroolefins (HFOs). Property prediction models for 

HFOs are often associated with uncertainties, as Mondejar et al. [40] showed. If the property 
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uncertainties are not considered in the CAMD optimization, it is possible that one rules out a 

potentially powerful HFO as working fluids, or one focuses the development on a generated 

HFO whose properties measured properties are in fact very different from the predicted ones. 

The method, described in this work for solving CAMD problems considering property 

uncertainties based on Monte Carlo sampling, address the following new features: 

 Usage of Monte Carlo sampling technique to obtain different sets GC property 

parameters (GC factors) within their respective true uncertainty range obtained from the 

regression analysis and covariance matrix 

 Solution of CAMD problem as a scenario based optimization using each sample set of 

GC factors as a scenario of constraints 

 Interpretation of the product-process model results including its uncertainties with 

conservative or optimistic approaches depending on the design intent. 

We apply the methodology to an industrial case study of energy systems engineering namely the 

identification of a working fluid for an organic Rankine cycle (ORC) system for waste heat 

recovery from an industrial size ship diesel engine from MAN Diesel A/S on a Mærsk A/S 

container ship [41]. 

The paper is organized as follows: i) the overall methodology for the solution of the CAMD 

problem under uncertainty is described ii) the CAMD problem is formulated and solved for the 

identification of suitable working fluids for the ORC system for waste heat recovery iii) the 

results for the generated working fluids are compared and analyzed with respect to the modelling 

uncertainties. 
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2. Method and Tools 

2.1. Methodology for Monte Carlo based CAMD under property uncertainty 

The methodology consists of the major steps given in Table 1 and illustrated in Figure 1. The 

methodology, and in particular Step 1 and Step 4, is based on the work of Cignitti et al. [1], who 

developed an integrated product-process design framework, in. The authors also applied their 

framework for the development of working fluids for thermodynamic cycles [41] without 

considering property uncertainties. 

Table 1: Overview of the methodology. 

Step 1 
CAMD optimization problem with process and property constraints 

and selection of property prediction models 

Step 2 Quantification of property parameter uncertainties 

Step 3 Monte Carlo based sampling of property parameters 

Step 4 Solution of CAMD optimization for each property parameter set 

Step 5 
Analysis of optimal molecules obtained from CAMD solution subject 

to corresponding uncertainty 
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Figure 1. Illustration of the overall methodology. 

Step 1: CAMD optimization problem with process and property constraints and selection of 

property prediction models 

A CAMD problem can be formulated as a Mixed Integer Nonlinear Programming (MINLP) as 

described by Zhang et al. [42]. The objective function of CAMD optimization problem can 

correspond to desired product property (e.g. high solubility or low environmental impact) or to 

the desired performance of a given process, where the product is used (e.g. low energy demand, 

low cost). The variables of a product-process optimization problem are the structural 

compositions of the molecules, integer values for connectivity between functional groups, and 

process conditions. A CAMD MINLP problem consists of constitutional model equations and 

constraints related to the property prediction models as well as mass, energy and fugacity 
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balances to describe the process. The MINLP problem of this work is formulated in general form 

according to Cignitti et al. [1]: 

 Objective function:  max ,J x θ   (1) 

 Process equations:  10 ,f x θ  (2) 

 Product equations:  20 , ,f x θ Q  (3) 

 Property models:  10 g x θ  (4) 

 Process conditions:  20 ,g x θ  (5) 

 

J is the objective function. f1 represents process equations such as energy, mass and momentum 

balances, x is a vector of continuous process variables, θ is a vector of product properties, and Q 

is a vector containing structural information (e.g. GC groups and occurences) about the 

molecule. Property models are represented through g1 and g2 represents conditional equations 

that the process solution must satisfy, such as mole fraction definition. The property models g1 

can be expressed through connectivity equations and prediction equations [43]. In this work the 

Marrero/Gani GC method [44] is used as property prediction method. By definition this method 

combines the structural contributions from a specific functional group (1st order parameters), 

from polyfunctional (2nd order parameters) as well as from structural groups (3rd order 

parameters) to estimate a certain property of a molecule. However, in order to simplify the 

prediction approach, only first order GC factors have been considered in this work. 

 Connectivity equation:  2 2
i i

i

n v   (6) 

 Property prediction: 
pred( ) ii

i

F Cy n  (7) 

Eq. (6) represents the octet rule, ni is the number of first-order GC groups and vi is the valency of 

the respective group i. Eq. (7) is the general formulation of a first-order Marrero/Gani GC model 
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F(y
pred

) for a property y with Ci being the first order GC-factors. F(y
pred

) is individual for each 

property. The GC factors Ci are obtained through fitting the property model to experimental data 

of known molecules. 

Step 2: Quantification of property parameter uncertainties 

The GC factors are considered to be uncertain for the CAMD optimization problem. The 

uncertainty is quantified by applying the methodology of Frutiger et al. [45], which describes in 

detail the development, parameter estimation and uncertainty analysis methods for GC based 

property models. The GC parameter estimation and uncertainty analysis is summarized in the 

following. 

1. Experimental data y
pred

 of chemical compounds for the respective properties are collected 

from DIPPR AIChE database [18], or alternatively from NIST TDE ) [16][17]. 

2. The Marrero-Gani GC equations are fitted to the experimental data using non-linear 

robust regression to obtain the values of the GC-factors [46]: 

  

* exp pred 2arg min ( )i i i

i

w y y  C
 (8) 

  exp pred 2

1

1 ( )
i

i i

w
y y


 

 (9) 

Eq. (8) describes the minimization of the residuals to obtain the vector of GC factor estimates C
*
. 

wi is a weight factor [47] by which each residual is weighted. In this example the Cauchy weight 

is used, placing high weights on small residuals and small weights on large residuals. The 

weights are updated recursively. This decreases the influence of data points producing large 

residuals (not following the model), i.e. potential outliers. 
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3. The covariance matrix of the parameter estimation errors for the corresponding GC-

factors is calculated is based on the asymptotic approximation of the covariance matrix 

estimators [47][48] as follows: 

  

* * * 1COV( ) ( ( ) ( ))TSSE

n p




C j CjC
 (10) 

  

exp pred 2( )i i

i

SSE y y   (11) 

n is the number of data points and p the number of parameters. The Jacobian j is the local 

sensitivity of the property model with respect to the GC factor values C
*
. SSE is the sum of 

squared errors between the experimental and predicted data. 

4. The correlation coefficients between the GC factors can be obtained from the covariance-

matrix: 

  

* *

* *

* *

COV( , )
Corr( , )

Var( )Var( )

i j

i j

i j

C C
C C

C C


 (12) 

In Eq. (12) 
* *COV( , )i jC C  is the respective element of *

iC  and 
*

jC  of the covariance matrix and 

*Var( )iC  and 
*Var( )jC  are the variances of the respective GC factors. 

5. The square-root of the diagonal elements of the covariance-matrix defines the standard 

deviation of the GC-factors. Hence, the uncertainty range of the corresponding GC-factors can 

be reported corresponding to 95% confidence:  

 
*

1

* *diag(COV( )) ( , / 2)tt n p     C C C  (13) 
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In Eq. (13) describes the 95% confidence interval of the GC factors. ( , / 2)tt n p   is the t-

distribution value corresponding to the two tailed students t-distribution, here 
t =0.05, 

corresponding to 95% confidence. 

The obtained GC-factor 95% confidence interval is used as an input uncertainty ranges for 

probabilistic Monte Carlo sampling. 

Step 3: Monte Carlo based sampling of property parameters 

Monte Carlo procedure is used for the sampling of the GC parameter sets [22]. The range of 

uncertainty (corresponding to the 95% confidence intervals calculated in Step 2) of the different 

GC-factors defines the parameter input space. Latin Hypercube Sampling method [49] is utilized 

to generate random samples from this input space. We assume that the probability of uncertainty 

follows a normal distribution, which is the default assumption in nonlinear regression theory 

(where parameter estimation errors are assumed to follow normal distribution around the mean 

value of the estimates with covariance characterized by C calculated above). GC-factors can be 

strongly correlated, which influence the prediction of the respective properties [45]. Hence, the 

correlation between the GC-parameters should be taken into account by using the rank-based 

method for correlation control of Iman and Conover [50]. In total a number of 200-250 sample 

sets of GC-factors should be generated. 

Step 4: Solution of CAMD optimization for each property parameter set 

Each GC sample set forms a scenario for the CAMD optimization [51] [52]. The GC models are 

part of the constraints of the optimization problem. Hence the CAMD problem is solved for 200-

250 alternative property constraints. Each optimization solution provides a potentially alternative 
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solution of the optimal molecular structure that gives an optimal solution for the objective 

function. In each scenario optimal molecular structure may be different. Considering all rankings 

of the respective optimization solutions, those fluids that appear the most often are considered to 

be optimal subject to the property model uncertainty. 

Step 5: Analysis of optimal molecules obtained from CAMD solution subject to corresponding 

uncertainty 

There are several ways for the analysis of the results of the corresponding optimizations. In this 

work we suggest to rank am obtained molecule according to two criteria: 1) the number of times 

the respective molecule occurred as optimal solution from the different scenarios and 2) the 

corresponding value of the objective function. The number of times of optimality reflects how 

uncertain the optimization result is with respect to property uncertainties and how sensitive the 

result is with respect to the properties of the corresponding molecule. A molecule that occurs 

many times as the optimal solution is more reliable with respect to its real and a priori unknown 

performance, which can be assessed in further detailed simulations (with more accurate property 

models) or experimental measurements. On the other hand, ranking according to the objective 

function value corresponds to a more optimistic approach of the product identification, since it is 

possible that the highest objective function outcome of all scenarios is assigned with a molecule 

that only occurred a few times as the optimal solution. This corresponds to a solution with higher 

uncertainty with respect to the properties and higher risk that the molecule does not show the 

same performance in detailed simulations or experiments. However, the optimistic approach is 

desirable for an explorative research, when the goal of the product design is to find new and 

unknown molecular alternatives for a certain process. 
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2.2. Case study: Working fluid design for waste heat recovery of marine diesel engine 

The methodology described in 2.1 is applied step-by-step to a case study for the identification of 

a working fluid for an organic Rankine cycle (ORC) system for waste heat recovery from the 

exhaust gas of an industrial size ship diesel engine from MAN Diesel A/S on a Mærsk A/S 

container ship [28][53][54]. The aim of the case study is to identify suitable working fluids for 

the given problem under consideration of the uncertainties in the property prediction model. The 

waste heat recovery system reduces the fuel consumption by decreasing the load on main or 

auxiliary engines [55]. 

Step 1: CAMD optimization problem with process and property constraints and selection of 

property prediction models 

According to Step 1 of the methodology, the case study objective problem (objective function 

and constraints) needs to be formulated. It is based on the work of Cignitti et al. [41], which 

describes the MINLP problem and solution approaches for the optimization in detail including 

all equations. Here, we summarize the most important parts of the problem formulation.  

The product design problem is the generation of optimal chemical compounds for an ORC, the 

process design problem is the identification of the optimal process variables, the lower and upper 

pressure level of the cycle. The two problems are solved simultaneously, which makes the 

MINLP problem a product-process design problem. 

Figure 2 gives an overview over the ORC cycle. The main goal of the ORC is to recover heat 

from the engine exhaust gas and convert it into power, i.e. electricity for the ship. Hence, the 

objective function of the product-process design is the net power output NETW  of the cycle. 
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Case study objective function NETmaxW   (14) 

 

The ORC consists of an evaporator system (including pre-heater and super-heater), a turbine, a 

condenser and a pump. The heat is taken up from the engine exhaust gas, partly converted into 

power in the turbine and released to the sea water (see Figure 2). In order to increase the 

efficiency of the cycle an internal heat exchanger (recuperator) is used. In total there are 7 state 

points in the cycle, where pressure, temperature, enthalpy and entropy need to be calculated. The 

specification for the cycle model have been taken from the work of Cignitti et al. [41].  

Table 2 summarizes all process parameters, process variable constraints, and target property 

ranges. 
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Figure 2: Overview over the ORC for waste heat recovery from the exhaust gas of Marine Diesel 

engine [28]. 
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Table 2. Process parameters and specifications for the ORC system [41]. 

Process parameter Value 

Exhaust gas inlet temperature 509K 

Exhaust gas mass flow 2161.15mol/s 

Exhaust gas heat capacity 31.86J/(molK) 

Sea water inlet temperature 299K 

Sea water outlet temperature 294K 

Pump isentropic efficiency 0.7 

Turbine isentropic efficiency 0.8 

Process variable constraints  Value 

Minimum temperature difference in superheater 10K 

Minimum temperature difference in evaporator 20K 

Minimum temperature difference in recuperator 10K 

Minimum working fluid condenser outlet temperature 300K 

Minimum working fluid recuperator outlet temperature (cold side) 408K 

Minimum turbine inlet pressure 0.05bar 

Target molecules boundaries Value 

Number of groups per molecule 3-9 

Critical temperature Tc range  368K-600K 

Critical pressure Pc range 18bar-100bar 

Acentric factor ω range 0-1 

Heat capacity cp  range No boundaries 

 

At each state the thermodynamic properties (i.e. specific enthalpies and entropies as well as 

fugacities) of the desired working fluid are calculated (see the work of Cignitti et al. [1][41] for 

all detailed equations). Hence, an equation of state (EoS) is required consisting of an ideal 

contribution (i.e. the ideal gas enthalpy and entropy) and a departure function (difference 

between ideal and real fluid behavior). The ideal gas heat capacity Cp formulated in polynomial 

form according to Joback and Reid [56] is used to estimate the ideal gas enthalpy and entropy. 

Soave-Redlich-Kwong Equation of State (SRK-EoS) was selected to determine the departure 

functions of the thermodynamic properties [57]. The advantage of SRK-EoS is its relatively 

small number of required fundamental parameters as a 3-parametric cubic equation of state: The 

critical temperature (Tc), the critical pressure (Pc) and the acentric factor (ω). 
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MINLP problem solution will find a working fluid with optimal target properties in Tc, Pc, ω, Cp 

and the optimal process conditions (turbine inlet temperature Tt and pressure Pt) that maximize 

the power output WNET.  

The cycle model equations are included into the MINLP as equality and inequality constraints, 

which need to be fulfilled. For example on each stage the SRK-EoS for the enthalpy needs to be 

fulfilled with following departure function [41]:  

     ref
1 ln

st

st

st

st st st st c

st

c

c

cp st

T P
Z

P T
h h RT Z T TT

Z

R
C dT  



   





 
 
 
 
 
 

  (15) 

   
2

/1 1 st cT T     (16) 

 
20.37464 1.54226 0.26992      (17) 

where hst is the stage enthalpy, href the reference enthalpy, Tst the stage temperature, Pst the stage 

pressure, Zst the stage compressibility factor, Ψ and Ω the SRK-parameters. The enthalpy is used 

for calculation of heat flow for energy balances and for the net power output calculation. 

Likewise, entropy is calculated similarly using the departure function for isentropic states (pump 

and turbine), and the real pump and turbine stage is then calculated with 70% and 80% 

efficiency, respectively. At any given equilibrium point, the isofugacity condition needs to be 

fulfilled through the calculation of fugacity coefficient through the same EoS.  

The fluid target properties to be optimized in the MINLP problem are the input parameters to 

SRK EoS and the ideal gas heat capacity constants Cp [1]. The GC property prediction methods 

[19] are based on the method of Marrero and Gani [44]. The group contribution property 

prediction models for the critical temperature Tc. the critical pressure Pc, and the acentric factor 

ω are defined according to Hukkerikar et al. [19]: 
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B

A Clog i i

i

n



   
  

   
  
  (20) 

where Tci,, Pci as well as ωi are the group contribution factors of Marrero-Gani group i, ni is the 

number of respective group factors. Tc0, Pc0, Pc1, ωA, ωB, and ωC are the correlation constants of 

the Marrero-Gani GC method to experimental data [45]. The heat capacity GC model for is given 

as follows 

 
3 3

p 0 0 0 0i i i i st i i st i i st

i i i i

C n A A n B B T n C C T n D D T
       

              
      

     (21) 

where Ail, Bi, Ci and Di,as well as ωi are the group contribution factors of Joback Reid [56] group 

i, ni is the number of respective group factors. A0, B0, C0, D0 are the correlation constants. Tst is 

the temperature of the corresponding stage. 

A set of first order groups Marrero-Gani groups is selected to build the working fluids: CH3, 

CH2, CH, C, CH2=CH, CH=CH, CH2=C, CH=C, C=C, CF3, CF2, CF, CH2F, CHF, CHF2, 

HCClF, CClF2. These groups allow the generation of hydrofluoro-olefines (HFO), consisting of 

fluorine with C=C double-bonds. HFO’s are currently investigated as an alternative to current 

hydrofluorocarbon (HFC) working fluids due to their low global warming potential and zero 

ozone depletion potential [58]. It is one of the goals of this case study to explore novel HFOs as 

working fluids for organic Rankine cycles. 
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The MINLP consists of 79 blocks of equations, 21 blocks of variables and 21 discrete variables, 

the CPU time for solving the problem one time is 5.04s on a conventional personal computer 

[41]. 

 

Step 2: Quantification of property parameter uncertainties 

The property uncertainties for each of the GC factors of the property models (Tc, Pc, ω, Cp) are 

obtained through regression analysis and uncertainty analysis as described in the methodology in 

section 2.1. Experimental data from DIPPR AIChE database [18] has been taken to fit the GC 

models.  

As an example for this step, the outcomes are shown for Pc. Figure 3 illustrates the agreement 

between experimental and the predicted values of the including the respective 95%-confidence 

interval of the prediction for every substance used in the regression.  
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Figure 3: Experimental as well as predicted value with 95%-confidence intervals form regression 

analysis of the compounds ordered from smallest to highest value. 50 compounds have been 

enlarged to show the distribution of the experimental values around the prediction. ARE is the 

average relative error between the experimental and predicted value. 

The group contribution values including their corresponding uncertainties for the selected groups 

in the CAMD problem are shown in Table 3. Furthermore, the correlation matrix between the 

GC factors is presented in Table 4. If the uncertainties of a GC-factor are comparatively large, 

e.g. the standard deviation is a high fraction (>50%) or even larger than then the mean value, 

samples from this uncertainty ranges may lead in feasible solutions. It is therefore recommended 

ARE = 2.42% 
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to use an upper limit for the uncertainty bounds. The user of the methodology is free to choose 

this limit and it is a simple recommendation, which may not necessary in a specific problem. A 

sensitivity analysis or a simple evaluation of the samples in the process model without the 

optimization may support the decision on feasibility. In his study if the uncertainty of a GC 

factor was higher than 25% of the actual, the corresponding uncertainty bound was set to 25%, in 

order to obtain a feasible solution to the optimization problem. 

Table 3. GC factors for the selected CAMD groups for Pc property prediction model. 

Group Pc-GC factor 
Uncertainty range  

(95%-confidence interval) 

CH3 5.16·10
-3 4.61·10

-3 5.72·10
-3 

CH2 8.73·10
-3 6.38·10

-3 11.07·10
-3 

CH 1.23·10
-2 1.05·10

-2 1.41·10
-2 

C 1.50·10
-2 1.06·10

-2 1.94·10
-2 

CH2=CH 1.09·10
-2 0.77·10

-2 1.41·10
-2 

CH=CH 1.55·10
-2 1.40·10

-2 1.71·10
-2 

CH2=C 1.38·10
-2 1.30·10

-2 1.47·10
-2 

CH=C 1.97·10
-2 1.86·10

-2 2.09·10
-2 

C=C 4.70·10
-2 4.54·10

-2 4.86·10
-2 

CH2F -1.53·10
-3 -1.98·10

-3 -1.07·10
-3 

CHF -3.71·10
-2 -5.37·10

-2 -2.05·10
-2 

CHF2 6.47·10
-3 3.30·10

-3 9.65·10
-3 

CF2 8.91·10
-3 6.14·10

-3 11.69·10
-3 

CF3 3.06·10
-2 2.13·10

-2 4.00·10
-2 
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Table 4. Correlation matrix of the selected GC factors for Pc property prediction model. 

 

 
CH3 CH2 CH C CH2=CH CH=CH CH2=C CH=C C=C CH2F CHF CHF2 CF2 CF3 

CH3 1.00 
             

CH2 0.03 1.00 
            

CH 0.04 0.45 1.00 
           

C 0.11 -0.19 -0.19 1.00 
          

CH2=CH 0.04 -0.01 -0.01 0.78 1.00 
         

CH=CH 0.07 -0.01 -0.01 0.77 0.87 1.00 
        

CH2=C 0.03 0.06 0.06 0.73 0.91 0.89 1.00 
       

CH=C 0.01 0.07 0.07 0.72 0.87 0.90 0.93 1.00 
      

C=C 0.07 -0.24 -0.24 0.24 0.04 0.04 -0.03 -0.05 1.00 
     

CH2F -0.04 -0.36 -0.35 0.24 0.03 0.03 -0.05 -0.07 0.36 1.00 
    

CHF 0.09 -0.11 -0.11 0.09 0.01 0.02 -0.01 -0.02 0.13 0.13 1.00 
   

CHF2 -0.03 -0.16 -0.15 0.10 0.01 0.01 -0.02 -0.03 0.16 0.35 0.04 1.00 
  

CF2 0.08 0.06 0.06 0.07 0.07 0.08 0.08 0.07 0.04 0.00 0.01 0.00 1.00 
 

CF3 0.48 0.21 0.17 -0.05 0.00 0.01 0.03 0.03 -0.13 -0.20 -0.01 -0.10 0.02 1.00 
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Step 3: Monte Carlo based sampling of property parameters 

The uncertainty ranges of the GC factors as well as the correlation matrices are the input to step 

3 of the methodology. 250 sets of GC parameters for all property prediction models are obtained 

through Monte Carlo procedure including correlation control. The 95% confidence interval of 

the Gc factors forms the uncertainty range in which sampling is taking place. Sampling has been 

performed in MATLAB [59]. Figure 4 illustrates the sampling results for three GC factors for the 

Pc property prediction model.  

 

Figure 4. Illustration of the Monte Carlo samples for three GC factors (CH3, CH2 and CH) of the 

Pc property prediction model. As it can be seen, the samples are centered around the mean value 

through normal distributions and the correlation between the GC factors (see Table 3 and Table 
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4. Correlation matrix of the selected GC factors for Pc property prediction model.) are reflected 

in the samples. 

The number of samples needs to be sufficiently high such that the results are reproducable. The 

reproducibility of the results can be checked for a given number of samples. The Monte Carlo 

integration error σM can be calculated as follows 

 
M obj / N 

 

(1) 

where σobj is the standard deviations of the different outputs of the objective function and N is the 

number of samples [60]. σobj is obtained from the distribution of the obtained optimal netpower 

outputs of the objective function (i.e. WNET). The number of samples N is sufficiently high, if σM 

stays constant, when reproducing the calculation.  

 

Step 4: Solution of CAMD optimization for each property parameter set 

Each of the sampling set is used separately to solve the MINLP problem. Hence, 250 

optimization problems, each with a different set of GC factors are solved. A simultaneous 

approach, where the molecule and process are optimized in an integrated manner, was selected as 

the  solution strategy. The global optimization solver selected was LINDOGlobal [41]. The 

software in which the MINLP has been implemented was GAMS [61]. The current methodology 

is independent of the solver. Hence, other state-of-the-art solvers such as BARON [62] and 

ANTIGONE [63] can be used as well. 

Step 5: Analysis of optimal molecules obtained from CAMD solution subject to corresponding 

uncertainty 
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The solution of each of the 250 optimizations problems provides an optimal working fluid 

including the corresponding optimal process conditions (turbine inlet conditions) and maximum 

net power output value. The results are analysed according to the conservative and optimistic 

approach as described in section 2.1 
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3. Results and Discussion 

Figure 5 shows the outcomes of the solution of the 250 optimization problems with different. 

The working fluids are ranked according to the number of times that they occurred as the optimal 

solution. Furthermore, the corresponding objective function value (i.e. the net power output) is 

shown in the same plot for comparison. 
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Figure 5: Ranking of working fluids according to occurrences as optimal working fluids (green bar) and corresponding net power 

output (red lines).  
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Figure 5 reflects the CAMD output uncertainty (molecular structure of the product and objective 

function) subject to the property input uncertainty. On the one hand, the number of occurrences 

as an optimal working fluid solution differs a lot (e.g. 1-fluoroethane (R161) 34 times, butene 

one time), on the other hand the net power output WNET varies only by 5-10% (with two 

exceptions, that are discussed further down). There are two major causes this variation of the 

molecular structure: 1) The different uncertainty ranges of the GC factors can lead to high or low 

property uncertainties 2) The cycle state points may be in a sensitive region in terms of a certain 

fluid property or GC factor. The results of this study confirm that the solution of a product-

process design problem (i.e. the molecular structure) can be very sensitive to property 

uncertainties. 

The results allow the selection of working fluids for further analysis (detailed simulation or 

experimental investigation) based on different criteria. Hence, we present two different 

interpretation possibilities for the given results. Table 5 shows the detailed results for two 

promising HFO fluid candidates representing the more conservative (3-fluoro-2-methylprop-1-

ene) as well the optimistic interpretation result (2-(fluoromethyl)hex-1,6-diene) and compares it 

to the base case optimization result (2,3-dimethylbut-2-ene). 

 

 

 

 

 



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

 32 

 

Table 5: Summary of promising molecules as working fluids for waste heat recovery considering 

a conservative and optimistic approach compared to the base case optimization results. 

 

In a more conservative analysis approach, molecules from the left-hand side of the plot (e.g. 1-

Fluoroethane, 3-fluoro-2-methylprop-1-ene, 4-fluoropent-2-ene, 2,3-dimethylbut-2-ene) are 

selected for further analysis, because they can be considered to be the most robust solutions 

subject to property uncertainties, (i.e. the variation of the GC factors within their corresponding 

uncertainty range). One of the aims of this study was also to identify novel HFOs as climate-

friendly working fluids to existing ones. The 3-fluoro-2-methylprop-1-ene (on the left-hand side 

of Figure 5 with an occurrence of 34 times) is a compound shows robust behaviour with respect 

Solution Conservative Optimistic Base case optimum 

Name 
3-fluoro-2-methylprop-

1-ene 

2-(fluoromethyl)hexa-

1,5-diene 

2,3-dimethylbut-

2-ene 

Type HFO HFO Alkene 

Structure 

   
Number of time as optimal 

solution 
34 1 19 

WNET [kW] 1173 1609 1297 

Pc [bar] 44 45 24 

Tc [K] 496 579 513 

ω [-] 0.25 0.28 0.16 

Cp [J/(molK)] 

A -60 -79.87 -95 

B 0.72 1.13 1.03 

C -7.90·10
-4

 -1.24·10
-3

 -1.06·10
-3

 

D 2.24·10
-6

 1.91·10
-6

 3.45·10
-6
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to uncertainties and should potentially be explored further through experimental measurements 

of the properties in the cycle. 

2,3-dimethylbut-2-ene is the result using the  mean value of GC factors obtained from the 

regression analysis and not the samples (base case optimization result). However, when the GC 

factors are varied within their model-based uncertainty (i.e. 95% confidence interval), three other 

compounds occur more often as an optimal solution. This can be explained that the properties of 

Dimethylbut-2-ene may be more sensitive regions of the SRK EoS, leading to lower WNET upon 

variation. 

In a more optimistic approach, the molecules showing the highest net power output on the right 

hand side of the plot (in particular) should be considered. Each of these compounds occurs only 

one time as an optimal solution, but they are potentially the best performing working fluids and 

their net power output is much higher than the base case optimization result. They represent the 

global optimum of the overall optimization problem. 

Both approaches of interpreting the results can be useful depending on the initial goal of a study. 

If the user needs a solution that is more robust with respect to uncertainty, a conservative 

approach can be desired. However, if the user wants to explore potentially unknown molecules, 

the optimistic approach may support his decision. 

When candidate fluids have been selected, a more detailed analysis of the fluid performance is 

necessary, in particular more the fluid behaviour with respect to more accurate or different 

property models and thorough process component models needs to be investigated. 
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4. Conclusion 

The study presented a methodology to include property prediction uncertainties in CAMD using 

Monte Carlo based sampling. The methodology has been applied to identify optimal working 

fluids for a waste heat recovery system in a marine diesel engine. 

The following are the main conclusions from CAMD study under property: 

 Uncertainties in GC property prediction factors can a strong influence on the optimal 

molecular structure obtained from the CAMD and hence the optimal design of the cycle 

process. 

 A more conservative approach to the results allows finding robust (or more reliable) 

molecules with respect to property uncertainties. 

 A more optimistic approach to the results allows identifying globally optimal more 

uncertain molecules (high risk – high gain approach). 

 The study found several optimal HFO as climate-friendly potential working fluids, in 

particular 3-fluoro-2-methylprop-1-ene and 2-(fluoromethyl)hex-1,6-diene. 

CAMD has always served as an explorative technique for the identification of suitable chemical 

products in chemical engineering application from a given search space. The consideration of 

property uncertainties adds an additional dimension this exploration and provides much more 

information than a single solution of the optimization problem. In this study both more robust 

compounds and molecules giving higher objective function compared to the base case 

optimization were identified through solution of CAMD using Monte Carlo based sampling 
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strategy. These results emphasizes strongly that uncertainties in property prediction models 

should be taken into account in CAMD studies and more general in product-process design 

problems. 

 

 

NOTATION 

Symbols 

J objective function 

f1  process equations 

f2  product equations 

x vector of continuous process variables 

θ vector of product properties 

Q vector containing structural information (e.g. GC groups) 

g1, g2 conditional equations 

ni number of first-order GC groups 

vi valency of the respective group 

i group of group contribution model 

F(y
pred

) general formulation of a first-order Marrero/Gani GC model 

y generic fluid property 

y
pred

 prediction of generic fluid property 

y
exp

 experimental value of generic fluid property 

Ci group contribution factor 

n number of data point 

p number of parameters 
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j 

Jacobian, the local sensitivity of the property model with respect to 

the GC factor values 

C
*
 GC factor values  

SSE sum of squared errors  

COV covariance matrix 

Corr correlation coefficient 

*Var( )iC  variance of the respective GC factors 

( , / 2)tt n p   
t-distribution value corresponding to the two tailed students t-

distribution 

wi weight factor 

hst stage enthalpy 

href reference enthalpy 

Tst stage temperature 

Pst stage pressure 

Zst stage compressibility factor 

Ψ SRK-parameter 

Ω SRK-parameter 

ω acentric factor [-] 

Tr reduced temperature [-] 

Pc critical pressure [bar] 

Tc critical temperature [C] 

WNET net power output [kW] 

A constant of temperature dependent heat capacity [J/molK] 

B constant of temperature dependent heat capacity [J/molK] 

C constant of temperature dependent heat capacity [J/molK] 

D constant of temperature dependent heat capacity [J/molK] 

Cp(T) temperature dependent heat capacity [J/(mol K)] 
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