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Abstract

This study presents a methodology with tools integration to apply advanced

uncertainty propagation and sensitivity analysis in connection with commercial

process simulation software. The methodology was applied to two processes: a

heat pump system and a molecular distillation process. The input parameters of

the selected thermodynamic model, namely critical temperature, critical pres-

sure and acentric factor, were considered as a source of uncertainty and analyzed

using Monte Carlo sampling techniques. This enabled the process model output

uncertainty to be described as an empirical distribution function with a 95%

confidence interval. Variance-based decomposition such as the Sobol method or

standard regression were used to analyse the sensitivity of the respective prop-

erties. We also show that machine learning methods such as polynomial chaos

expansion (PCE) can be applied to reduce the number of necessary process sim-

ulations and obtained equivalent results in comparison with the more costly full

Monte Carlo based procedure.
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1. Introduction

Process design and simulation heavily rely on the accuracy of physical and

thermo-physical property data. Such data is subject to varying uncertainties

depending on the quality of experimental data or regressed property models.

The propagation of property uncertainties throughout the process simulation5

provides important insight into the reliability and sensitivity of the model and

influences the design decisions to be taken [1]. There have been significant

efforts to quantify uncertainties in experimental [2] and predicted property data

[3]. Over the past decade a variety of studies have analysed and underlined the

impact of property uncertainties in physical-property models on process design10

[4, 5, 6, 7]. However, property uncertainty analysis is still not widely applied

in the industrial practice of chemical engineering. One possible reason is that

the methods suggested by researchers are currently not available in commercial

process simulators, such as PRO/II or Aspen, due to the difficulty of their

implementation.15

This paper presents a methodology that integrates property uncertainty

analysis and sensitivity analysis in commercial process simulators. Unfortu-

nately the above reviewed strategies and resources available for the analysis of

property uncertainties do not present any code for the connection interface to

commercial process simulators thereby hampering the utilization by the prac-20

ticing engineer. Hence, users and developers of process models and process

simulators can not use these strategies instantly. In this work the implementa-

tion of the connection interface is given in the appendix.

Mathias et al. [8, 9, 10] performed several studies performing property uncer-

tainty analysis with Aspen Plus. The studies clearly highlighted the importance25

of the effect of property uncertainties in process simulators for model develop-

ers and users. The authors quantified the property uncertainty propagation of

mixtures through different unit operations based on a Margules-based pertur-

bation scheme (Margules uncertainty analysis) for analysing the effect of liquid

activity coefficient perturbations on the process design. They propagated the30
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uncertainties through the process flowsheets using a lumped parameter subject

to perturbation. This approach has large potential for further studies in the

domain of more advanced uncertainty and sensitivity analysis techniques such

as variance based and global sensitivity analysis.

Property models contain correlated parameters which are typically regressed35

from thermodynamic measurements and exhibit covariance with significant pair-

wise correlations [7]. However, the correlation matrix between these measured or

estimate properties are rarely considered in uncertainty and sensitivity analysis

studies.

In property databases, such as NIST TDE [11, 12] or the AIChE DIPPR40

database, the property parameters of one compound are not completely inde-

pendent. If correlation is neglected the uncertainty propagation can lead to

an overestimation of the output uncertainty [13]. Monte Carlo and machine

learning methods have been used in a variety of studies [1, 14] and recently

it has also been used for property uncertainty analysis [15, 7]. However, none45

of the authors implemented Monte Carlo and machine learning methods in a

commercial process simulator.

In respect of integrating statistical tools in a process simulator Diwekar

et al. implemented uncertainty analysis with Fortran routines for the Aspen

process simulator for assigning parameter uncertainty distributions, accessing50

the decision variables in the simulator and collecting the evaluated data [16].

Further, Sahin and Diwekar combined their stochastic modelling tool with non-

linear optimisation under uncertainty. [17] Eslick et al. developed a framework

for optimisation and quantification of uncertainty and sensitivity (FOQUS) with

interfaces to Aspen Plus, Aspen Custom Modeler, gPROMS and Excel [18]. The55

FOQUS framework integrates the non-intrusive quantification toolkit PSUADE

[19] which supports Sobol sensitivity analysis. Duong et al. have applied poly-

nomial chaos expansion to perform sensitivity analysis of syngas and natural

gas processes in Aspen HYSYS and Matlab [20].

In the current study we will present a simple methodology based on Monte60

Carlo sampling, machine learning and sensitivity evaluation techniques in order

3
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to propagate and analyse property uncertainties in PRO/II. It is noted that

the methodology is generic and can be readily adapted to different process

simulators of interest.

The methodology is applied to a case study of a heat pump system for the65

recovery of heat and a molecular distillation unit to recover α-tocopherol and

β-carotene. For the first case study Monte Carlo uncertainty propagation is

used to analyse the output uncertainty and Monte Carlo standard regression is

applied to study the global sensitivity of the properties with regression coeffi-

cients. The second case study calculates the mean and standard deviation for70

the property parameters, since no uncertainties have been provided with the ex-

perimental data or the software tools used. Also no covariance matrix has been

documented with the predictive models reported in literature. Sobol’s variance

based decomposition technique was then applied to study the impact of prop-

erty uncertainties on the model simulation output of interest in the molecular75

distillation case study.

2. Monte Carlo based uncertainty and sensitivity analysis

The strategy to apply the Monte Carlo method with process simulators is

based on the methodology by Frutiger et al.[7] for property uncertainty prop-

agation in process models. The methodology has been extended with Sobol80

(variance-based) sensitivity analysis (SA) in this work:

1) A process model is built in a commercial process simulation software

such as PRO/II or Aspen. The property models and parameters for the

uncertainty analysis need to be selected and the process variables are

specified to satisfy the degrees of freedom.85

2) The property uncertainty data is retrieved from databases (e.g. NIST

TDE [12], AIChE DIPPR) or literature studies. Property uncertainty

information needs to be estimated if not available, for example through

calculation of the covariance matrix [3] or a bootstrap method [7].

4
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3) Monte Carlo sampling technique is used to sample property values90

within its corresponding uncertainty range i.e. 95%-confidence interval

using e.g. Matlab (2017b) or Python (3.6). Latin Hypercube Sampling

(LHS) [21] or Sobol sequences [22] can be utilized for the probabilistic

sampling over the components properties value space [1]. In this study

the probability of uncertainty is assumed to follow a normal distribution.95

However, any other distribution is also possible. The rank-based method

for correlation control of Iman and Conover [23] allows taking correla-

tions between the property parameters into account. This is necessary,

when parameters are not completely independent, as often is the case for

property models.100

4) The Monte Carlo samples are evaluated in the process model executed

by the process simulator. In this work the PRO/II COM server is used,

which provides read and write access to property information in PRO/II.

This is done with the Python-COM interface developed by the authors.

5) Uncertainty analysis: The process model output uncertainty is quan-105

tified [7]. The Monte Carlo results provide a distribution function for

the desired process model output of PRO/II. This can be analysed us-

ing mean and percentile calculations. Hence, the 95% confidence interval

of the PRO/II output with respect to the corresponding input property

values can be obtained.110

6) Sensitivity analysis: Several sensitivity analysis methods exist which

can be performed via Monte Carlo simulations or machine-learning meth-

ods. In this work we present and apply regression and variance based

sensitivity analysis (SA) where the latter is either performed via Monte

Carlo simulations or by first constructing a surrogate (response surface)115

model and then calculating the sensitivity indices. The sensitivity analysis

methods applied in this work can be found in the appendix.

To this end the methodology has been presented and Table 1 summarises the

5
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above steps. Figure 1 visualises a framework that can be established to pipeline

the data flow from the sampling hypercube to the process simulation and the120

sensitivity analysis steps.

Table 1: Methodology for uncertainty and sensitivity analysis using a process simulator such

as PRO/II

# Step Description Output

1 Problem definition Description of process and y = f(θ)

and analysis applied property models

2 Define set of variables Input variables of correlations or models θ = {x1, ..., xM}
for property models

3 Retrieve uncertainty data Mean and standard deviation µi, σi

4 Sampling over properties’ LHS or Sobol random sequences to generate X1, ..., Xk

confidence intervals sampling hypercube Ω

5 Monte Carlo simulations Run process simulations and store outputs y

6 Uncertainty analysis Mean and 95% confidence interval

of output due to uncertainties in θ yi ± σi
7 Sensitivity analysis Retrieval of first, total S1i, STi

and interaction sensitivity indices Si,j

Process Simulation (PRO/II)

Python COM
Interface

Python COM
Interface

Sensitivity
Analysis
Methods
(Matlab, Python)

Sampling
Hypercube
generated
in Matlab
or Python

Property &
Thermodynamic
Correlations/
Models

Processes/Unit Operations
(Mass, Energy Balance
& Constraint Equations)

Figure 1: Framework with Python-COM-Interface to perform sensitivity analysis

3. Case studies

The methodology is demonstrated with two case studies respectively: a heat

pump waste heat recovery and a molecular distillation process.

6



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

3.1. Heat recovery of organic rankine cycle125

A heat pump system is used to recover heat from exhaust gas coming from

a spray dryer in the food industry to preheat air before the spray dryer, utiliz-

ing secondary cycles with pressurized water [24]. Cyclopentane is used as the

working fluid. Spray drying consumes a high amount of energy and is respon-

sible for a large fraction of waste heat in the food industries [25]. Therefore,130

the choice of the working fluid and the assessment of the uncertainties affecting

the performance of such a heat pump system is important to design an energy

efficient process solution.

Figure 2: PRO/II flowsheet of the heat pump system

The process model performance indicator is the coefficient of performance

(COP), which is the enthalpy provided by the heat source divided by the com-135

pressor work:

COP = ∆HSource/WCompressor (1)

The process model has been implemented in PRO/II (see Figure 2). The

mass flows and relevant specifications can be found in the work of Zühlsdorf

7
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et al. [24]. The SRK equation of state is selected as the property model for

this system. The SRK parameters are the critical temperature TC , the critical140

pressure PC and the acentric factor ω. The goal of the case study is to propagate

the uncertainty of TC , PC and ω through the SRK property model and the

process model in PRO/II following the methodology described in section 2.

The uncertainty range and the correlation matrix of the SRK parameters are

collected from the work of Frutiger et al. [7], who obtained the correlation matrix145

using the bootstrap method [26] (Table 2). Advanced property analysis software,

e.g. NIST TDE [11, 12], also provide the uncertainties and the correlation

structures of the property models.

Table 2: Property parameter correlation matrix [26]

TC PC ω

TC 1.00

PC -0.89 1.00

ω 0.80 -0.48 1.00

In this work two different sampling strategies are applied: 1) Monte Carlo

sampling without correlation, and 2) Monte Carlo sampling with correlation150

control according to Iman and Conover [23]. This allows the comparison of

the influence of property parameter correlation on the process model output

uncertainty. To the best of our knowledge such a comparison has to date not

been reported in the literature. Figure 3 visualises the two sampling procedures.

Here, only the properties of the working fluid cyclopentane are sampled and155

propagated. The property data set of water remains constant.

3.2. Molecular distillation

Different data sources were used to retrieve uncertainties for the critical

temperature TC , critical pressure PC and acentric factor ω of the components

for palm oil in this case study. Experimental values for TC and PC (without160

uncertainties) were taken from Diaz-Tovar [27]. The publication by Lim et

8
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Figure 3: Illustration of samples generated by Latin Hypercube Sampling method with Iman

and Conover correlation control (left) and without correlation control (right)

al. [28] applied the prediction methods by Dorn and Brunner [29] and Pitzer

[30] and provided the property values for TC , PC and ω without uncertainties.

Further, we used the property prediction tool ProPred [31] provided by the KT-

Consortium software ICAS. With this application TC , PC and ω are predicted165

with the Marrero-Gani [32] or the Constantinou-Gani [33] group contribution

models. No uncertainties were reported with any of these data resources or

prediction models and therefore we used the experimental and predicted values

to calculate the mean and standard deviation for each property as seen in Table

3.170

In PRO/II 10.1 the Bio-Lib 10.1 (BIOFUELS) database provided the prop-

erty values for tripalmitin and triolein, the PRO/II SIMSCI database provided

the values for oleic acid and the KT-Consortium LIPIDS database contains the

properties for α-tocopherol and β-carotene. The fill from structures option was

selected in PRO/II to obtain values for the ideal gas enthalpy, liquid/vapour175

thermal conductivity, liquid/vapour viscosity and surface tension for β-carotene

and α-tocopherol. The extended Antoine equation coefficients presented by

Lim et al. [28] were provided to PRO/II as these correlations were also used by

Tehlah et al. [34].

A molecular distillation base case design is modelled (Figure 4) and verified180

with the experimental data from Unnithan et al. [35] for the β-carotene recov-

ery and the simulation performed by Tehlah et al. The molecular distillation

9
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process consists of a short path distillator (180 ◦C, 0.008 mbar) with an inter-

nal condenser system which operates at 20 ◦C. The oil is pre-heated to 120 ◦C

before it enters the short path distillator.185

Figure 4: PRO/II flowsheet of molecular distillation process

Tehlah et al. perform their simulation with the Aspen process simulator and

apply the Redlich-Kwong-Aspen EOS which is based on the SRK EOS.

In this work the SRK EOS is applied:

P =
RT

Vm − b
− a

Vm(Vm + b)
(2)

The parameters a and b are calculated with mixing rules which can be found

in literature in different forms [36, 28].190

These rules depend on the component fractions in the mixture, some inter-

action parameters and the following correction factors describing the attraction

and volume of the molecules:

ai = αi0.42747
R2T 2

C,i

PC,i
(3)

bi = 0.08664
RTC,i
PC,i

(4)

Mathias [36] introduced the generalized temperature-dependent function

10
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which improves the vapour pressure prediction:195

αi(T ) = [1 +mi(1− T 1/2
r,i )]2 (5)

where mi is a parameter for pure component i dependent on the acentric factor

ωi:

mi = 0.48 + 1.574ωi − 0.176ω2
i (6)

and Tr,i is the reduced temperature (Tr,i = T/TC,i).

For comparison reasons we also applied the SimSci-SRK EOS, which sim-

ilarly to the Aspen-SRK EOS, relies on a modification of the temperature-200

dependent function αi(T ) [37]. The K-value describing the distribution ratio

of the individual components between the vapour and liquid phase will be de-

rived from the EOS. Thus, the uncertainties in the property parameters will

propagate from the EOS to the K-value calculations.

Table 3: Simulation results and comparison to experimental values from the patent by Un-

nithan et al. and simulation results from Tehlah et al. and this work with different equation

of state models

Tehlah et al. This work

Bottom component recovery Experimental RK-Aspen SRK SRK-SimSci

beta-carotene 95.98 % 98.96 % 95.82 % 95.81 %

alpha-tocopherol 98.54 % not reported 40.37 % 40.30 %

Simulation Parameters: F = 2000 kg/h, T1 = 120 ◦C, T2 = 180 ◦C, P2 = 0.008 mbar

The simulation results in Table 3 show the difference between the bottom205

component recoveries of β-carotene and α-tocopherol for the applied SRK mod-

els. Tehlah et al. did not report any values for the α-tocopherol recovery. We

assume that their results for the top product recovery did not agree with the

experimental results by Unnithan et al. [35]. Therefore we only investigate the

effect of uncertainties on the bottom product of the molecular distillation unit.210

The parameters (TC,i, PC,i and ωi) are subject to the sensitivity analysis in the

next sections and are overwritten with the COM-interface and the values stored

11
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in the sampling hypercube for each simulation. The COP or β-carotene product

fraction values are stored for all simulations in the output vector.

4. Results and discussion215

4.1. Heat recovery of organic rankine cycle

4.1.1. Uncertainty analysis

The Monte Carlo simulation results can be illustrated by distribution plots

of the COP for both sample sets (Figure 5). The larger the width of the COP

output, the higher the output uncertainty. From the output distributions the220

2.5% and 97.5% percentile defining the lower and upper bound of the uncertainty

range (95%-confidence interval) for the process simulator output (here the COP)

can be obtained (Table 4).

Figure 5: COP output distribution from the evaluation of the correlated property samples

(left) and the uncorrelated property samples (right)

Table 4: Lower and upper bound of 95-confidence interval for COP for the correlated property

samples (a) and the uncorrelated property samples

COP mean values [-] COP 95% confidence interval values [-]

Lower bound Upper bound

Correlated samples 2.87 2.41 2.94

Uncorrelated samples 2.83 2.10 2.94

The same principle has been implemented solely in Matlab for heat pumps

[25]. In this work we show and validate the analysis in connection with the225

PRO/II process simulator. As it can be seen in Figure 5 and Table 4, the

uncertainty range of the COP is larger for the results based on uncorrelated

12
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Monte Carlo sampling. In particular the lower bound of the uncertainty range

is different. The uncorrelated samples also give COP values below 2.4 compared

to the results of the correlated samples. This shows that, correlation between230

the property parameter samples can have a strong influence on the Monte Carlo

uncertainty propagation procedures. If no or a wrong correlation is imposed on

the property parameter samples, the process output uncertainty can be overes-

timated. This has already been discussed in detail by Frutiger et al. [3]. This

implies that parameter correlation should be considered carefully in the context235

of property uncertainty propagation through process simulators.

4.1.2. Sensitivity analysis

The regression coefficients (SRCs) of the fluid parameters were obtained

from linear least square regression using Eq. (1) (Figure 6). Correlated samples

were used. The SRCs were ranked in respect to their absolute value. As to240

the analysis, the acentric factor ω has by far the highest influence compared to

the other parameters. This is in agreement with a previous study [3]. Using

a linear model between the inputs and outputs may mask some of the impor-

tant properties. However, the Pearson correlation coefficient R2 (>0.7) shows

to what extend the model is linearisable. In case it is not linearisable, other245

statistical methods, e.g. Sobol SA or Morris screening need to be applied [1].

In the following section we therefore demonstrate how Sobol sensitivity analysis

is applied to the second case study.

1st 2nd 3rd
0

5 · 10−2

0.1

0.15

0.2

0.25

ω

TC
PC

Parameter significance ranking

S
en
si
ti
v
it
y
m
ea
su
re

(a
b
so
lu
te

S
R
C
)

Figure 6: Standardized regression coefficients (SRCs) and ranking of SRK EOS property

parameters using the correlated sample set
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4.2. Molecular distillation

4.2.1. Uncertainty analysis250

In respect to the vapour pressure correlations no uncertainty was provided by

Lim et al. and thus the effect of uncertainties in the vapour pressure estimates

couldn’t be assessed in this study. The uncertainties of the critical temperature,

critical pressure and acentric factor in respect to each component are calculated

from the data provided by different sources as explained before. The mean255

and standard deviation are retrieved from the data and used for the following

sensitivity analysis.

14
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4.2.2. Sensitivity analysis

Six simulation runs were performed with sample sizes N of 32, 65, 98, 131,

313, 2188 and sampled values based on Saltelli’s extension of the Sobol sequence260

[38]. These were normally distributed with the means and standard deviations

for each of the 3 property parameters of each of the 5 components (Table 5). The

generated sampling hypercube is used for performing Sobol sensitivity analysis

and the obtained sensitivity indices S1 and ST are summarised in Table 6.

The standard deviation is calculated with σ =
√∑

j σ
2
j . Standard deviation265

values with a negative S1 value are neglected in the summation since they have

converged close to zero and are treated as non-influential parameters.

The 95% confidence interval of the β-carotene fraction at the bottom is

0.0008169 and 0.0008193 with the mean being 0.0008181 based on the simulation

with a sample size of N=2188. This allows the engineer to assess if the needed270

purity for the β-carotene product lies within the uncertainty bounds. If this is

not the case then the sensitivity analysis in this section will help to identify the

properties which have to be revised through experiments or literature research

to improve the output prediction of the process at hand.

As can be seen in Figure 7 from the first order sensitivity index, the criti-275

cal temperature of β-carotene (TC,Carotene), the critical pressures of tripalmitin

(PC,Tripalmitin) and triolein (PC,Triolein) have a main effect on the β-carotene

product fraction followed by PC,Carotene and ωCarotene. This shows, apart from

the uncertainty of the property TC,Carotene, that PC,Tripalmitin and PC,Triolein

can be properties which have to be revised although they don’t belong to the280

wanted product component fraction which we use as the output for the sensitiv-

ity analysis. We can also see that there is a high amount of interactions between

the property parameters when comparing the values between S1 and ST for each

parameter. This conclusion we can also draw because the sum of S1i,j doesn’t

add up to 1. Table 10 in the appendix presents the interaction matrix. Figure 8285

visualises the summation of TC,i, PC,i and ωi, indicating which chemical species

have the highest effect on the output. From these results we can conclude that
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Table 6: Sobol SA of property variables used by the SRK EOS and it’s effect on beta-carotene

recovery with 70016 model evaluations (sample size N=2188)

Component S1j,k ± σS1,j,k STj,k ± σST,j,k

TC,Tripalmitin -0.000587 ± 0.004592 0.016667 ± 0.017378

PC,Tripalmitin 0.090428 ± 0.044442 0.221925 ± 0.044754

ωTripalmitin 0.002334 ± 0.007700 0.032921 ± 0.018697
∑
j S1j,Tripalmitin 0.092762 ± 0.045104 0.271513 ± 0.051522

TC,Triolein 0.004282 ± 0.006385 0.014645 ± 0.015544

PC,Triolein 0.088856 ± 0.040798 0.214896 ± 0.046402

ωTriolein -0.002196 ± 0.006423 0.025806 ± 0.017340
∑
j S1j,Triolein 0.093138 ± 0.041295 0.255347 ± 0.051918

TC,OleicAcid 0.002537 ± 0.006041 0.012168 ± 0.008537

PC,OleicAcid 0.001808 ± 0.002213 0.000584 ± 0.000635

ωOleicAcid -0.000080 ± 0.000146 0.000269 ± 0.000608
∑
j S1j,OleicAcid 0.004345 ± 0.006434 0.013021 ± 0.008582

TC,Tocopherol -0.000058 ± 0.000197 0.000275 ± 0.000608

PC,Tocopherol -0.000092 ± 0.000155 0.000270 ± 0.000608

ωTocopherol -0.000080 ± 0.000146 0.000269 ± 0.000608
∑
j S1j,Tocopherol 0.000814 ± 0.001053

TC,Carotene 0.427228 ± 0.084424 0.634004 ± 0.072671

PC,Carotene 0.025124 ± 0.027615 0.169324 ± 0.059240

ωCarotene 0.058044 ± 0.028075 0.185940 ± 0.033751
∑
j S1j,Carotene 0.510396 ± 0.093157 0.989268 ± 0.099647

∑
k

∑
j S1j,k 0.7006 ± 0.111621 1.529963 ± 0.123912
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β-carotene has the highest effect on the β-carotene fraction at the bottom of

the molecular distillation unit and also a high interaction between TC,Carotene

and PC,Carotene or ωCarotene can be identified although these values are highly290

uncertain and even a higher sample size N is needed to obtain more accurate

values for the contribution of the individual interactions.
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Figure 7: Sensitivity index bar plot for S1i,j

Table 7: Comparison between Sobol SA with different sampling hypercube sizes

Run 1 Run 2 Run 3 Run 4 Run 5 Run 6

Sample size N 32 65 98 131 313 2188

Number of evaluations (N*(2*M+2)) 1024 2080 3136 4192 10016 70016

Run time [min] 69.73 143.52 226.25 298.27 865.45 6104.99

When tracking the time for evaluating all sample sets we can observe a

linear increase (Figure 9, left plot) of the run time. The bottle neck is the

Monte Carlo simulation step encompassing the data transmission between the295

COM-interface and PRO/II, populating the property variables within the pro-

cess simulator, simulating the process and storing the final output vector. The

sensitivity analysis is performed with the generated input-output data and takes

less than 10 seconds. The Monte Carlo procedure won’t be feasible for com-
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mercial process simulators if the evaluations are not run in parallel on multiple300

processors. The total time which the evaluations takes for run 6 is 6105 min

(about 101 h) and even on a multicore computer with 4 processors would take

too long performing the full Monte Carlo simulations if the results are needed

within seconds or several minutes. This situation can of course change if com-

puters for the general industrial user will be on the market with a high number305

of processors.

But since methods exist which can reduce the number of evaluations needed,

we want to show that polynomial chaos expansion is a promising alternative

to conduct sensitivity analysis with less computational effort and close to the

results obtained with Monte Carlo based SA.310

4.3. PCE based sensitivity analysis

The previous section showed that the retrieval of Sobol sensitivity indices

from the full Monte Carlo approach resulted in high confidence intervals on the

sensitivity indices for low sample size numbers and a high number of samples is

needed to reduce these (Figure 9, right plot). We therefore applied a surrogate315

based sensitivity analysis where first an expansion of polynomial terms is re-

gressed to 1024 process evaluations. Our problem at hand has a dimensionality
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Figure 9: Run time over number of model evaluations (left plot) and standard deviation of S1

and ST for TC,Carotene (right plot) with increasing model evaluations for Monte Carlo based

sensitivity analysis

of M=15 and the polynomial expansion we obtain fits the data with a coefficient

of determination R2=0.9148. The polynomial expansion has a degree of p=3

and 89 coefficients. In the second step the PCE is used to retrieve the sensitiv-320

ity indices. Table 8 compares the obtained sensitivity indices with the previous

obtained indices from the full Monte Carlo (MC) sensitivity analysis (SA). The

results show that we are able to identify the same property parameters com-

pared to MC SA with TC,Carotene being the most important. These results are

obtained via PCE based SA with about 68-fold less model evaluations.325

5. Perspective

We have shown that machine-learning based methods such as polynomial

chaos expansion can reduce the computational time needed to perform sensi-

tivity analysis. Fully data-driven methods use the input-output data and treat

the process simulator as a black box. Therefore, the multiple evaluation of a330

process flowsheet should be performed in parallel with sequential process sim-

ulators. To this date no process simulator such as Aspen or PRO/II has been

developed which supports this functionality and we are of the opinion that this

will be a major improvement to adapt Monte Carlo and machine-learning based

methods by commercial process simulators.335
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Table 8: Comparison between direct Monte Carlo based Sobol SA and PCE based Sobol SA

PCE SA MC SA

Property S1 ST S1 ST

TC,Tripalmitin - 0.00 - 0.02

PC,Tripalmitin 0.04 0.13 0.09 0.22

ωTripalmitin 0.00 0.00 0.00 0.03

TC,Triolein 0.00 0.00 0.00 0.01

PC,Triolein 0.03 0.12 0.09 0.21

ωTriolein 0.00 0.00 - 0.03

TC,OleicAcid - 0.00 0.00 0.01

PC,OleicAcid - - 0.00 0.00

ωOleicAcid - 0.01 - 0.00

TC,Tocopherol - 0.00 - 0.00

PC,Tocopherol - 0.00 - 0.00

ωTocopherol - 0 - 0.00

TC,Carotene 0.55 0.69 0.43 0.63

PC,Carotene 0.08 0.16 0.03 0.17

ωCarotene 0.07 0.15 0.06 0.19
∑
Sj,k 0.77 1.26 0.75 1.52

Model evaluations 1024 70016
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We therefore recommend the support of parallel evaluations of the process

models on multiple cores (e.g. with Co-array Fortran and/or MPI [39, 40, 41])

to reduce the computational time due to the high number of evaluations in case

of the full Monte Carlo approach or to increase the speed of machine learning

methods. This is necessary and important to realise the growing potential of340

these methods. It would be worthwile to test the performance of different ma-

chine learning techniques in respect to sensitivity analysis methods in the future,

e.g. the comparison between neural networks, Gaussian process regression and

polynomial chaos expansion.

6. Conclusions345

Monte Carlo and machine learning methods can be integrated in commercial

process simulators and applied by industrial users. Uncertainties of experimen-

tal data or estimated values should always be reported and we suggest that

process simulators should take the uncertainties in properties as given and eval-

uate process models in respect to these uncertainty ranges. We demonstrated in350

this work that small changes in property uncertainties can have a major effect

on the process flowsheet output.

The study presented a Monte Carlo based methodology and tools integra-

tion with scripting languages such as Python or Matlab for enabling property

uncertainty and sensitivity analysis with a commercial process simulator. The355

framework enables process design engineers to perform robustness analysis of

process design effectively and increases the value of commercial process sim-

ulators since considering uncertainty gains more and more importance in the

process systems engineering community. The study shows that it is possible

to use Monte Carlo techniques with commercial process simulators, which is360

currently not state-of-the-art in industrial practice. Further we highlight that

machine learning based techniques can be applied to reduce the computational

expensive full Monte Carlo approach. This was exemplified with polynomial

chaos expansion. To this end, the generic nature of the framework was suc-
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cessfully implemented with two case studies, namely a heat pump system with365

cyclopentane as a working fluid and a molecular distillation process.

The uncertainties in properties such as critical temperature TC,i, critical

pressure PC,i and acentric factor ωi were propagated through the SRK EOS

and the process models in PRO/II. The results show that considering correlation

control in the sampling procedure influences the model output uncertainty.370

The most sensitive property parameter in the heat pump system was the

acentric factor of the working fluid cyclopentane. Analysis of the molecular

distillation showed that the uncertainty of the recovery of β-carotene can be

apportioned mostly to TC,Carotene as the input properties’ uncertainties propa-

gate from the SRK EOS through the calculations of the molecular distillation375

unit. The mostly higher values of the total order indices indicate a high de-

gree of interaction between the parameters. This can be verified by evaluating

the interaction sensitivity indices as shown in Table 10 in the appendix. The

methodology we presented is also applicable to the case of analysing multiple

outputs of a process.380

7. Supplementary material

We provide the basic Python functions of the COM interface to connect to

the PRO/II process simulator in the supplementary material. Further, we at-

tached the input-output data to perform the sensitivity analysis and polynomial

expansion with.385
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Nomenclature

αi(T ) Generalized temperature-

dependent function for

pure component i de-

scribing the attrac-

tive potential of the

molecules [-]

βj Standardized regression

coefficient (SRC) of the

jth input parameter

∆HSource Difference in heat en-

thalpies of sink and

source [J ]

εj Error of regression

model for parameter j

µi Mean of output i

µθ,j Mean of input parame-

ter j in θ

ω Acentric factor [-]

Φ Multivariate polynomial

σi Standard deviation of

output i

σθ,j Standard deviation of

input parameter j in θ

θ Input parameter set

ξ Realiziation of indepen-

dent input random vari-

able

a Correction constant for

attractive potential of

molecules [Jm3mol−2]

ai Attraction parameter

for pure component i

[Jm3mol−2]

b Volume correction con-

stant [m3mol−1]

bi Volume parameter for

pure component i

[m3mol−1]

COP Coefficient of perfor-

mance [-]

M Number of input vari-

ables; Dimension of in-

put vector [-]

mi Constant for pure com-

ponent i [-]

N Sample size [-]

P Gas pressure [Pa]

PC Critical pressure [Pa]

R Ideal gas constant

[Jmol−1K−1]

S1i First order sensitivity

index of input i

Si First order sensitivity

index of output i
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Sijl Third order sensitivity

index of output i

Sij Second order sensitivity

index of output i

ST Total effect sensitivity

index

T Temperature [K]

TC Critical temperature

[K]

Tr Reduced temperature [-]

V (y) Variance of output

Vm Molar volume [m3mol−1]

WCompressor Compressor work [J ]

xi Input variable i

y(A) Data matrix A of size

(N/2, 2k) containing

half of the samples from

the matrix of random

numbers

y(AB) Data matrix copied from

A except ith column

which is copied from B

y(B) Data matrix B of size

(N/2, 2k) containing

half of the samples from

the matrix of random

numbers

Yi Output i of process

α Multi-index for PCE
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Appendix

Sensitivity analysis with standardized regression coefficients, the Sobol method

and polynomial chaos expansion590

Regression analysis constructs linear regression models on the outputs ob-

tained from the Monte Carlo procedure [1]. It is possible to obtain the stan-

dardized regression coefficient (SRC) βj of parameter set θj given by:

Yi − µi
σi

=

M∑

j=1

βj
θj − µθ,j
σθ,j

+ εj (7)

where Yi is the simulator output, εj is the error of parameter j on the re-

gression model, µθ,j , σθ,j , µi and σi are the corresponding mean and standard595

deviations of the parameters and the model output. The SRC is a measure of

how strongly the parameter contributes to the model output [3].

Another approach is Sobol SA which also allows to retrieve sensitivity in-

dices. The analysis of variance (ANOVA-HDMR) decomposition gives the rela-

tion:600

∑

i

Si +
∑

i

∑

j>i

Sij +
∑

i

∑

j>i

∑

l>j

Sijl + ...+ S123...M = 1 (8)

For a model with 3 input variables under study, the total effect ST1 of input

variable x1 is analytically defined as the sum of the first order effect and higher

order interactions:

ST1 = S1 + S12 + S13 + S123 = S11 + S12 + S13 + S123 (9)

The first-order sensitivity index is a measure for the contribution of the i-th

input parameter to the variance of the output V (Y ). We can describe the index605

in probabilistic form as:

S1i =
V [E(y|xi)]
V (y)

(10)
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where V [E(y|xi)] is the conditional variance and for S1i the following con-

dition holds:

0 ≤ S1i ≤ 1 ∧
∑

S1i ≤ 1 (11)

S11 = 1 would imply that all variance of y is affected by x1 and fixing it

also determines y.610

We generate two independent sampling matrices A and B where the row

index denotes the simulation number and the column index references the input

factor. A
(i)
B is a matrix which is copied from A except the i-th column which is

copied from B. With these matrices we can calculate the first-order index [42]:

S1i =
1
N

∑N
j=1 y(B)j(y(A

(i)
B )j − y(A)j)

V (y)
(12)

The total effect index describes the amount of interactions between the input615

factors. In probabilistic form, the definition of the index is:

STi =
E[V (y|x i)]

V (y)
(13)

2M − 1 total sensitivity indices exist for a given input-output model with M

number of inputs. We calculate the first order and total effect indices with A,

B and A
(i)
B [43] [44] [45]:

STi =
1

2N

∑N
j=1(y(A)j − y(A

(i)
B )j)

2

V (y)
(14)

where for both indices V (y) is the variance of the model output [42] [46]:620

V (y) =
1

N

N∑

j=1

(y(A)j)
2 − (

1

N

N∑

j=1

y(A)j)
2 (15)

2N simulations have to be performed to obtain the output y from the ma-

trices A and B. For computing y(A
(i)
B ), M times N simulations are needed.

The overall model evaluations would be N(M+2) [44]. To also calculate the

interaction effects the number of needed model evaluations would be N(2M+2)

[45].625
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The other approach we want to discuss in this work is the retrieval of the

sensitivity indices from a surrogate (response surface) model which we generate

from the input-output data via polynomial chaos expansion (PCE). A PCE can

be expressed by the following equation [47, 48]:

ŷ(ξ) =
∞∑

i∈NM

ciΦi(ξ) (16)

A truncation scheme is applied limiting the expansion order to a degree of630

p to make the method computational feasible. In this work we generate the

polynomial basis with the Wiener-Askey scheme [49] which defines the type

of univariate polynomial to select for a given standard distribution of ξi. If

the input parameters xi can not be interpreted via the Wiener-Askey scheme,

copula theory [50] can be applied or a isoprobalistic transformation has to be635

performed via Rosenblatt transformation [48]. To put it simply, we derive from

the independent input random vector x a set of realizations which we compute

the basic random vector ξ from and for which we have a look up table to choose

the univariate polynomials (e.g. Hermite polynomials for normal distributions

and Legendre polynomials for uniform distributions). We can construct the640

M-variate orthogonal polynomial basis (multivariate polynomials Φi(ξ)) as a

tensor product of the univariate orthonormal polynomials φ
(j)
αj (ξi) [51]:

Φi(ξ) =
M∏

j=1

φ(j)αj
(ξi) (17)

For high-dimensional problems (M ≥ 10) an adaptive sparse PCE can be

generated to compensate the curse of dimensionality [52, 53]. These adaptive

algorithms select a subset of the polynomial basis during the truncation step645

and then evaluate if the regression method used, e.g. least angle regression

(LARS) [54], gives the minimum leave-one-out-error. The coefficients are then

estimated with least squares regression to minimize the L2-norm.

The mean µ and variance σ2 of the model output are retrieved from the
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coefficients of the individual basis functions:650

µ = c0 (18)

σ2 =
∑

i 6=0

c2iΦ
2
i =

∑

i6=0

c2i (19)

The sensitivity indices are also calculated with the coefficients and the uni-

/multivariate polynomials from the PCE [55]:

S1i =

∑
α∈=i

c2αφ
2
α∑p

k=1 c
2
kΦ2

k

(20)

STi =

∑
α∈i c

2
αφ

2
α∑p

k=1 c
2
kΦ2

k

(21)

Note the difference between the calculation of S1i and STi, namely the sets

of indices =i and i:

=i =





αk k = 1, ..., n k ∈ (i1, ..., is)

α:

αk k = 1, ..., n k /∈ (i1, ..., is)





(22)

i1,i2,...,is = {α : αk > 0 ∀k = 1, ..., n k ∈ (i1, i2, ..., is)} (23)

The integer set of the tuple α represents each term in the expansion, being655

the tensor product of univariate orthogonal polynomials , and is defined as

follows:

α = (α1, ..., αn); αi ≥ 0;
M∑

i=1

αi ≤ P (24)

See also Table 9 for more clarification on how the multi-index maps to the basis

functions.

The following relation holds for the number of polynomials P of an expansion660

with degree p and the input vector dimensionality of M:

P =


 M + p

p


 =

(M + p)!

M !p!
(25)
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For example, the PCE of a two dimensional input vector and a polynomial

degree of three leads to the number of polynomials of P=10. As mentioned

before, Table 9 lists the basis functions and the corresponding multi-index for

this case.665

Table 9: Mapping from multiple indices to single index via multi-index for the two dimensional

case and a polynomial degree of three

m p Basis functions Multi-index

0 0 Φ0(ξ1, ξ2) = 1 α0 = (0, 0)

1 1 Φ1(ξ1, ξ2) = φ1(ξ1) α1 = (1, 0)

2 1 Φ2(ξ1, ξ2) = φ1(ξ2) α2 = (0, 1)

3 2 Φ3(ξ1, ξ2) = φ2(ξ1) α3 = (2, 0)

4 2 Φ4(ξ1, ξ2) = φ1(ξ1)φ1(ξ2) α4 = (1, 1)

5 2 Φ5(ξ1, ξ2) = φ2(ξ2) α5 = (0, 2)

6 3 Φ6(ξ1, ξ2) = φ3(ξ1) α6 = (3, 0)

7 2 Φ7(ξ1, ξ2) = φ2(ξ1)φ1(ξ2) α7 = (2, 1)

8 2 Φ8(ξ1, ξ2) = φ1(ξ1)φ2(ξ2) α8 = (1, 2)

9 3 Φ9(ξ1, ξ2) = φ3(ξ2) α9 = (0, 3)

PRO/II-Python-Interface

The following Python script establishes a COM server connection with the

process simulator PRO/II. The sampling hypercube has to be generated by the

user and stored as a numpy data object depicted in the code as X.npy. For stor-

ing and loading .mat files we recommend the scipy.io class. The X.npy, X.mat,670

Y.npy and Y.mat files of run number 1 and 6 are attached to the supplementary

material of this paper. The Python packages SALib and Chaospy were used to

conduct sensitivity analysis and to generate the polynomial chaos expansion and

the post-process the SA. We obtained better results (January 2019) with the

UQLab Matlab package for the polynomial chaos expansion since this package675

has the adaptive algorithm implemented which we mention in the theoretical

part of this publication.
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import numpy as np

import win32com . c l i e n t as win32

import os680

import time

#Connect v ia COM i n t e r f a c e

def COMconnect ( db path ) :685

pro2 = ”Nothing”

pro2db = ”Nothing”

pro2 = win32 . Dispatch ( ”SimSciDbs . Database .101 ” )

pro2 . I n i t i a l i z e ( )690

pro2 . SetOption ( ” showInterna lObject s ” , ”1” )

pro2 . SetOption ( ” DoublePrec i s ion ” , ”1” )

pro2 . Import ( os . path . s p l i t e x t ( db path ) [0 ]+ ’ . inp ’ )695

pro2db = pro2 . OpenDatabase ( db path )

#Get a s e c u r i t y l i c e n s e ( f o r b e t t e r performance )

pro2 . GetSecur i tySeat (2 )700

return pro2 , pro2db

#Disconnect COM i n t e r f a c e705

def COMdisconnect ( pro2 , pro2db ) :

#Release the s e c u r i t y l i c e n s e

pro2 . Re l ea s eSecur i tySea t ( )

#Shut down the connect ion to the COM s e r v e r710

pro2db = ”Nothing”

pro2 = ”Nothing”

return pro2 , pro2db

715
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#Evaluate f l o w s h e e t with new input v e c t o r / matrix

def eva luate ( db path , NOC, X) :

pro2 , pro2db = COMconnect ( db path )720

pro2check = pro2db . CheckData

pro2db = ”Nothing”

pro2run = pro2 . RunCalcs ( db path )

pro2db = pro2 . OpenDatabase ( db path )

725

#Provide array in which the r e s u l t s are s t o r e d

Stream Product Bottom arr = np . z e r o s ( shape=(len (X) , 1 ) )

Component Name List = [730

”TRIPALM” ,

”TRIOLEIN” ,

”OLEIC” ,

”A−TOCOPH” ,

”B−CAROTN” ]735

#Check data and run s i m u l a t i o n s

for s im id , s i m i d in enumerate( Stream Product Bottom arr ) :

print ( ” Simulat ion Number : ” , s im id )740

prop idx = 0 # Property index

for comp id , comp name in enumerate( Component Name List ) :

745

print ( ”Component Name : ” , comp name )

Tc value = X[ s im id , prop idx ]

#Change c r i t i c a l temperature in database o f component i750

Comp i = pro2db . Act ivateObject ( ”CompIn” , comp name )

Comp i . PutAttr ibute ( Tc value , ”CritTempIn” )

Comp i . Commit( True )
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Comp i = ”Nothing”

755

prop idx += 1

Pc value = X[ s im id , prop idx ]

#Change c r i t i c a l pressure in database o f component i760

Comp i = pro2db . Act ivateObject ( ”CompIn” , comp name )

Comp i . PutAttr ibute ( Pc value , ” Cr i tPre s s In ” )

Comp i . Commit( True )

Comp i = ”Nothing”

765

prop idx += 1

omega value = X[ s im id , prop idx ]

#Change a c e n t r i c f a c t o r in database o f component i770

Comp i = pro2db . Act ivateObject ( ”CompIn” , comp name )

Comp i . PutAttr ibute ( omega value , ” AcenFactorIn ” )

Comp i . Commit( True )

Comp i = ”Nothing”

775

prop idx += 1

print ( ” Property va lue s perturbed to . . .

T c : ” , Tc value ,

”P c : ” , Pc value ,780

”omega : ” , omega value )

pro2check = pro2db . CheckData

pro2check = pro2db . DbsSaveDb

print ( ”Database saved : ” , pro2check )785

pro2db = ”Nothing”

print ( ”Return Value o f CheckData

(0=no er ror , 1=e r r o r ) : ” , pro2check )

790

#Print error messages
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nMsg = pro2 . MsgCount

i f nMsg > 0 :

print (nMsg)

for i in range (0 , nMsg ) :795

print ( ” Error message : ” , pro2 . MsgText ( i ) )

#Run s imu la t ion

pro2run = pro2 . RunCalcs ( db path )

print ( ”Return Value o f RunCalc : ” , pro2run )800

S o l u t i o n s [ s im id ] = pro2run

nMsg = pro2 . MsgCount

i f nMsg > 0 :

print (nMsg)805

for i in range (0 , nMsg ) :

print ( ” Error message : ” , pro2 . MsgText ( i ) )

#OUTPUT

pro2db = pro2 . OpenDatabase ( db path )810

pro2db . CalculateStreamProps ( ”REFINED” )

#beta−carotene f r a c t i o n at bottom

Stream Product Bottom = pro2db . Act ivateObject ( ”Stream” , ”REFINED” )815

Stream Product Bottom arr [ s im id ] =

Stream Product Bottom . GetAttr ibute ( ” LiquidComposit ion ” ,4 )

print ( ”Stream Product Bottom : ” , Stream Product Bottom )

print ( ”Stream Product Bottom Total Composition Value : ” ,820

Stream Product Bottom arr [ s im id ] )

Stream Product Bottom = ” Deact ivate ”

Stream Product Bottom = ”Nothing”

825

np . save ( ’ Y temp . npy ’ , Stream Product Bottom arr )

#−−−−End of s imu la t ion loop−−−−

pro2 , pro2db = COMdisconnect ( pro2 , pro2db )
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830

return Stream Product Bottom arr

i f name == ” main ” :

np . s e t p r i n t o p t i o n s ( th r e sho ld=np . i n f )835

#Path to the ProII f i l e

db path = ”C:\\ Users \\ f oo \\bar . prz ”

#Number o f components840

NOC = 5

X = np . load ( ”X. npy” )

print ( ” S i z e o f loaded sample hypercube : ” , X. shape )

845

s t a r t t i m e = time . time ( )

Y = eva luate ( db path , NOC, X)

#Print how much time the e v a l u a t i o n s took850

print ( ”−−− \%s seconds −−−” \% ( time . time ( ) − s t a r t t i m e ) )

#Save r e s u l t s

np . save ( ’Y. npy ’ , Y)



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

T
a
b

le
1
0
:

In
te

ra
ct

io
n

se
n

si
ti

v
it

y
in

d
ic

es
d

es
cr

ib
in

g
th

e
eff

ec
t

o
f

p
a
ra

m
et

er
s

b
et

w
ee

n
ea

ch
o
th

er

C
om

p
on

en
t

T
C
,T
r
ip
a
lm
it
in

P
C
,T
r
ip
a
lm
it
in

ω
T
r
ip
a
lm
it
in

T
C
,T
r
io
le
in

P
C
,T
r
io
le
in

ω
T
r
io
le
in

T
C
,O
le
ic
A
c
id

P
C
,O
le
ic
A
c
id

ω
O
le
ic
A
c
id

T
C
,T
o
c
o
p
h
e
r
o
l

P
C
,T
o
c
o
p
h
e
r
o
l

ω
T
o
c
o
p
h
e
r
o
l

T
C
,C
a
r
o
te
n
e

P
C
,C
a
r
o
te
n
e

ω
C
a
r
o
te
n
e

T
C
,T
r
ip
a
lm
it
in

0
-0

.0
01

01
2
±

0.
0
10

00
9

-0
.0

02
87

2
±

0.
00

88
85

-0
.0

00
4
99
±

0.
00

69
62

0.
00

0
51

6
±

0
.0

10
15

8
-0

.0
0
04

80
±

0.
00

67
9
2

0.
00

0
29

2
±

0
.0

07
10

2
-0

.0
00

06
1
±

0.
00

73
2
4

-0
.0

0
00

85
±

0
.0

07
29

5
-0

.0
00

09
2
±

0.
0
07

28
4

-0
.0

00
08

4
±

0.
00

72
92

-0
.0

00
0
85
±

0.
00

72
95

0.
00

65
6
2
±

0.
01

20
55

0.
00

29
99
±

0.
00

89
84

0.
00

0
50

0
±

0.
00

58
75

P
C
,T
r
ip
a
lm
it
in

0
-0

.0
35

79
1
±

0.
06

57
9
4

-0
.0

27
52

1
±

0
.0

69
17

4
-0

.0
11

83
8
±

0
.0

73
25

8
-0

.0
33

32
5
±

0.
0
65

80
4

-0
.0

25
53

8
±

0.
06

77
58

-0
.0

2
73

82
±

0.
06

75
25

-0
.0

27
47

6
±

0.
06

74
39

-0
.0

27
45

9
±

0.
06

7
44

0
-0

.0
27

46
7
±

0.
06

74
34

-0
.0

27
47

6
±

0.
06

74
39

-0
.0

05
90

4
±

0.
07

9
84

8
-0

.0
18

48
2
±

0.
06

66
15

-0
.0

18
4
63
±

0.
07

07
76

ω
T
r
ip
a
lm
it
in

0
0.

00
38

08
±

0.
01

48
01

0.
0
07

27
1
±

0.
01

87
44

0.
00

41
90
±

0.
01

5
00

2
0.

00
22

63
±

0.
01

66
64

0.
00

32
15
±

0.
01

54
90

0.
00

3
89

1
±

0.
01

48
05

0.
00

38
54
±

0.
01

48
1
2

0.
00

38
90
±

0.
01

48
07

0.
00

3
89

1
±

0.
01

48
05

0.
00

27
99
±

0.
01

53
4
4

0.
00

27
56
±

0
.0

17
29

3
0.

00
36

64
±

0.
01

40
12

T
C
,T
r
io
le
in

0
-0

.0
00

37
9
±

0.
01

3
07

1
-0

.0
00

1
55
±

0.
01

14
25

-0
.0

02
10

2
±

0.
01

0
24

5
-0

.0
02

20
5
±

0.
00

98
16

-0
.0

02
41

2
±

0.
00

97
64

-0
.0

02
42

3
±

0.
00

97
63

-0
.0

0
24

13
±

0.
00

97
64

-0
.0

02
41

2
±

0.
00

97
64

-0
.0

08
07

4
±

0.
01

3
89

8
-0

.0
00

96
5
±

0.
00

96
08

-0
.0

0
22

26
±

0.
01

09
97

P
C
,T
r
io
le
in

0
-0

.0
40

70
2
±

0.
06

70
30

-0
.0

43
56

3
±

0.
06

76
2
3

-0
.0

43
24

7
±

0
.0

66
26

5
-0

.0
42

16
0
±

0.
0
65

21
5

-0
.0

42
18

0
±

0.
06

52
16

-0
.0

42
14

8
±

0.
06

52
15

-0
.0

42
16

0
±

0.
06

5
21

5
-0

.0
18

96
7
±

0.
06

52
84

-0
.0

29
1
45
±

0.
06

82
16

-0
.0

28
44

4
±

0.
06

57
61

ω
T
r
io
le
in

0
0.

00
58

94
±

0.
00

79
06

0.
0
05

75
7
±

0.
00

77
41

0.
00

55
17
±

0.
00

7
61

0
0.

00
55

18
±

0.
00

76
01

0.
00

5
51

6
±

0.
00

76
08

0.
00

55
17
±

0.
00

76
1
0

0.
00

68
47
±

0.
01

06
53

0.
00

62
68
±

0.
00

97
54

0.
00

6
59

6
±

0.
00

86
06

T
C
,O
le
ic
A
c
id

0
-0

.0
04

75
8
±

0.
01

26
33

-0
.0

04
00

2
±

0.
01

1
63

7
-0

.0
04

01
9
±

0.
01

16
59

-0
.0

04
00

2
±

0.
01

16
40

-0
.0

04
00

2
±

0.
01

16
3
7

0.
00

4
43

8
±

0
.0

11
01

0
-0

.0
06

57
4
±

0.
01

37
59

-0
.0

0
38

03
±

0.
00

93
92

P
C
,O
le
ic
A
c
id

0
-0

.0
02

05
4
±

0.
00

21
37

-0
.0

02
0
51
±

0.
00

21
36

-0
.0

02
05

4
±

0.
00

21
3
7

-0
.0

02
05

4
±

0
.0

02
13

7
-0

.0
02

18
2
±

0.
0
02

27
9

-0
.0

02
02

3
±

0.
00

21
85

-0
.0

0
19

44
±

0.
00

21
47

ω
O
le
ic
A
c
id

0
0.

00
00

8
0
±

0
.0

00
12

9
0.

00
00

8
0
±

0.
00

01
29

0
.0

00
08

0
±

0.
00

01
29

0.
0
00

08
0
±

0.
00

01
29

0.
00

00
80
±

0.
0
00

12
9

0.
00

00
8
0
±

0.
00

01
29

T
C
,T
o
c
o
p
h
e
r
o
l

0
0.

00
00

30
±

0.
00

0
23

2
0.

00
00

30
±

0.
00

02
31

-0
.0

00
23

1
±

0.
00

0
59

3
0.

0
00

00
6
±

0.
00

02
48

0
.0

00
00

2
±

0.
00

02
31

P
C
,T
o
c
o
p
h
e
r
o
l

0
0.

00
00

78
±

0.
00

0
14

3
0.

00
00

62
±

0.
00

01
74

0.
00

00
73
±

0.
00

01
44

0.
00

0
09

4
±

0.
00

01
50

ω
T
o
c
o
p
h
e
r
o
l

0
0.

00
00

80
±

0.
00

01
29

0.
00

0
07

9
±

0.
00

01
29

0.
00

00
79
±

0.
00

01
29

T
C
,C
a
r
o
te
n
e

0
0.

05
62

7
9
±

0.
11

49
91

0.
06

78
31
±

0.
12

44
08

P
C
,C
a
r
o
te
n
e

0
0.

00
29

7
0
±

0
.0

39
41

0

ω
C
a
r
o
te
n
e

0


