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Abstract

Model-based process design of ion-exchange simulated moving bed (iex-smb) chromatography for
center-cut separation of proteins is studied. Use of nonlinear binding models that describe more accurate
adsorption behaviors of macro-molecules could make it impossible to utilize triangle theory to obtain
operating parameters. Moreover, triangle theory provides no rules to design salt profiles in iex-smb.
In the modeling study here, proteins (i.e., ribonuclease, cytochrome and lysozyme) on chromatographic
columns packed with strong cation-exchanger SP Sepharose FF is used as an example system. The general
rate model with steric mass-action kinetics was used; two closed-loop iex-smb network schemes were
investigated (i.e., cascade and eight-zone schemes). Performance of the iex-smb schemes was examined
with respect to multi-objective indicators (i.e., purity and yield) and productivity, and compared to a
single column batch system with the same amount of resin utilized. A multi-objective sampling algorithm,
Markov Chain Monte Carlo (mcmc), was used to generate samples for constructing Pareto optimal fronts.
mcmc serves on the sampling purpose, which is interested in sampling the Pareto optimal points as well
as those near Pareto optimal. Pareto fronts of the three schemes provide full information on the trade-
off between the conflicting indicators, purity and yield here. The results indicate that the cascade
iex-smb scheme and the integrated eight-zone iex-smb scheme have similar performance and that both
outperforms the single column batch system.

1 Introduction

Protein purification and separation are major concerns in the downstream processing of pharmaceutical
industries (Carta & Jungbauer, 2010; Scopes, 2013). They require a series of processes aimed at isolat-
ing single or multiple types of proteins from complex intermediates of process productions. Choosing a
purification method, depending on the purpose for which the protein is needed, is a critical issue. Chro-
matography is a prevailing separation technology. Simulated moving bed (smb) chromatography (Broughton
& Gerhold, 1961) is an excellent alternative to single column batch chromatography, because of its contin-
uous counter-current operation, its potential to enhance productivities and to reduce solvent consumption
(Seidel-Morgenstern et al., 2008; Rajendran et al., 2009; Rodrigues et al., 2015). According to the position
of columns relative to the ports (i.e., feed, raffinate, desorbent, extract), the process is divided into four
zones (i.e., I, II, III, IV), each has a specific functionality in the separations (see Fig. 1).
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Figure 1: Schematic of four-zone smb chromatography

Multicolumn continuous chromatography is also commonly used in protein separation and purification.
For instance, there are Japan Organo (jo) process (also termed as pseudo-smb) (Mata & Rodrigues, 2001),
sequential multicolumn chromatography (smcc) (Ng et al., 2014), periodic counter-current packed bed chro-
matography (pcc) (Pollock et al., 2013), gradient with steady state recycle (gssr) process (Silva et al.,
2010), multicolumn solvent gradient purification (mcsgp) (Aumann & Morbidelli, 2007) and capture smb
(Angarita et al., 2015).

However, the prominent features of smb processes are based on the prerequisite that optimal operat-
ing conditions can be determined, which can be very challenging in practice. Determination of operating
conditions is predominantly based on classical and extended triangle theories (Storti et al., 1993), which
are originally derived from the ideal chromatographic model with the linear isotherm. Powerful criteria
to design processes with nonlinear Langmuir pattern (e.g., Langmuir, modified Langmuir and bi-Langmuir
isotherms) have been developed in the past years (Charton & Nicoud, 1995; Mazzotti et al., 1997; Antos &
Seidel-Morgenstern, 2001). Versatile results on triangle theory for the design of smb processes have been
published (Nowak et al., 2012; Kim et al., 2016; Lim, 2004; Kazi et al., 2012; Bentley & Kawajiri, 2013;
Bentley et al., 2014; Sreedhar et al., 2014; Toumi et al., 2007; Silva et al., 2015; Kiwala et al., 2016).

Substances separated by smb processes have recently been evolved from monosaccharides to proteins and
other macro-molecules. The adsorption behaviors of macro-molecules, as observed both in experiments (Clark
et al., 2007) and molecular dynamic simulations (Dismer & Hubbuch, 2010; Liang et al., 2012; Lang et al.,
2015), are much more complex than that described by the linear isotherm, the Langmuir pattern or the steric
mass-action (sma) model (Brooks & Cramer, 1992). Macro-molecules can undergo conformation changes in
the mobile phase, orientation changes on the functional surfaces of the stationary phase and aggregation in
the whole process. Clark et al. (2007) used an acoustically actuated resonant membrane sensor to monitor
the changes of surface energy and found that the changes persist long after mass loading of the protein
has reached the steady state. Therefore, more sophisticated adsorption models, such as the multi-state
sma (Diedrich et al., 2017) based on the spreading model (Ghosh et al., 2013, 2014), have been proposed to
describe dynamic protein-ligand interactions. Although these models describe more accurately the adsorption
behaviors by taking orientation changes into consideration, the strong nonlinearity of the binding process
causes tremendous difficulties in deriving analytical formulas to calculate flowrates, as required in the triangle
theory.

Ion-exchange (iex) mechanism is commonly used to separate charged components in chromatography. In
iex chromatography (both single column and smb processes), an auxiliary component acting as a modifier
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is used to change electrostatic interaction forces between functional groups and macro-molecules; sodium
chloride is most frequently used. The higher the salt concentration is, the lower the electrostatic force is,
such that the binding affinity is decreased and bound components are successively eluted (Lang et al., 2015).
In the single column iex processes, this principle can be implemented in an isocratic mode or in a linear
gradient mode. The linear gradient mode has frequently been applied to achieve better separation capability
(Osberghaus et al., 2012b). While in the iex-smb processes, the isocratic mode (i.e., the salt strength is
identical in all zones) is originally applied. The gradient mode can be applied, by using a salt strength in
the desorbent stream that is stronger than that in the feed (cf. Fig. 1), thus, high salt concentration in
zones I and II (high salt region), low salt concentration in zones III and IV (low salt region). As shown in
some studies, applying the gradient mode can further improve the separation performance (Antos & Seidel-
Morgenstern, 2001; Houwing et al., 2002, 2003; Li et al., 2007). The salt profiles of the gradient mode are
referred to as two-step salt gradient in this work; an extension to multi-step gradients for ternary separations
is straightforward. However, the construction of the multi-step salt gradient imposes difficulty on the design
of iex-smb processes.

This difficulty can be detoured by using open-loop multicolumn chromatography (e.g., jo and mcsgp),
where it is possible to apply linear salt gradients. The open-loop feature and possibility of linear gra-
dient implementation provides great application potential for multicolumn continuous chromatography in
downstream processing (Faria & Rodrigues, 2015), as dealing with the model complexity induced by linear
gradients is much easier than that by multi-step ones; moreover, the open-loop feature renders more degrees
of freedom in the process designs.

Conventional four-zone smb processes are tailored for binary separations. Ternary separations are cur-
rently requested in many applications; the selection of network configurations is application-specific. Ternary
separations, also referred to as center-cut separations, can be performed by the jo process which operates
in semi-continuous mode exploiting batch chromatography followed by the smb operation without feed de-
livery (Borges da Silva & Rodrigues, 2008; Graça et al., 2015). They can also be achieved by cascading two
four-zone smb units (Wooley et al., 1998; Nicolaos et al., 2001; Nowak et al., 2012). Cascade schemes require
designing and operating two four-zone smb processes, which can be laborious and costly. Hence, integrated
schemes have been developed using a single multi-port valve and fewer pumps than cascade schemes (Seidel-
Morgenstern et al., 2008; da Silva & Seidel-Morgenstern, 2016). Moreover, process design is simplified due
to simultaneous switching of all columns. As the complexity of network configurations, in addition to the
nonlinearity of the binding models and multi-step gradient, a comprehensive column model, fast numerical
solver and efficient optimizer are required for the process design.

In this study, we shall present a model-based process design of iex-smb units for separating a protein
mixture of ribonuclease, cytochrome and lysozyme, using cation-exchange columns packed with SP Sepharose
FF beads. Two network configurations for the ternary separation will be used, that is, a cascade scheme and
an eight-zone scheme. For comparison, a conventional single column batch system, with the same column
geometry and resin utilization, will be studied. In this study, smb processes are modeled by weakly coupling
individual models of the involved columns (He et al., 2018).

The operating conditions of the network configurations will be optimized by a stochastic algorithm,
Markov Chain Monte Carlo (mcmc), with respect to conflicting objectives of purity and yield. Pareto
fronts will be computed for illustrating the best compromises between the two conflicting performance in-
dicators. Unlike multi-objective optimization algorithms (e.g., non-dominated sorted genetic algorithm,
strength Pareto evolutionary algorithms) that try to eliminate all the non-dominated points during opti-
mization, mcmc serves on the sampling purpose, which is interested in sampling the Pareto optimal points
as well as those near Pareto optimal. For sampling purpose, mcmc not only accepts proposals with better
objective values, but also accepts moves heading to non-dominated points with certain probability. There-
fore, mcmc could render greater information for process design, such as, uncertainties of parameters that is
related to the robustness of process design can be examined. As shown in the Pareto fronts, the performance
indicators of the single column are dominated by that of both the cascade and the eight-zone schemes. The
performances of the two iex-smb schemes are quite similar, though the cascade scheme has a slight advantage
over the eight-zone scheme.
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2 Theory

This section introduces the transport model, the binding model, the load-wash-elution mode of single column
chromatography, the smb network connectivity, the performance indicators and the optimization algorithm.

2.1 Transport model

The transport of proteins in the column is described by means of the general rate model (grm), which
accounts for various levels of mass transfer resistance (Guiochon et al., 2006).

grm considers convection and axial dispersion in the bulk liquid, as well as film mass transfer and pore
diffusion in the porous beads:

∂cji
∂t

= −ujint

∂cji
∂z

+Dj
ax

∂2cji
∂z2

− 1− εc
εc

3

rp
kjf,i

(
cji − cjp,i(r=rp)

)
(1a)

∂cjp,i
∂t

= Dj
p,i

(
∂2cjp,i
∂r2

+
2

r

∂cjp,i
∂r

)
− 1− εp

εp

∂qji
∂t

(1b)

where cji , c
j
p,i and qji denote the interstitial, stagnant and stationary phase concentrations of component

i ∈ {1, . . . ,M} in column j ∈ {1, . . . , N}. Particularly in the iex chromatography, when the salt component
is introduced, i ∈ {0, 1, . . . ,M} and i = 0 denotes the salt ions, whose concentration will be required by
the steric mass-action (sma) model (cf. Eq. (4)). Furthermore, z ∈ [0, L] denotes the axial position where L
is the column length, r ∈ [0, rp] is the radial position, rp is the particle radius, t time, εc column porosity,

εp particle porosity, ujint interstitial velocity, Dj
ax is the axial dispersion coefficient, Dj

p,i the effective pore

diffusion coefficient, and kjf,i the film mass transfer coefficient. At the column inlet and outlet, Danckwerts
boundary conditions (Barber et al., 1998) are applied:

∂cji
∂z

∣∣∣∣∣
z=0

=
ujint

Dj
ax

(
cji (z=0)− cjin,i

)
∂cji
∂z

∣∣∣∣∣
z=L

= 0

(2)

where cjin,i is the inlet concentration of component i in column j; the calculation of inlet concentration in
smb chromatography is deferred to Eq. (7). The boundary conditions at the particle surface and center are
given by: 

∂cjp,i
∂r

∣∣∣∣∣
r=rp

=
kjf,i

εpD
j
p,i

(
cji − cjp,i(r=rp)

)
∂cjp,i
∂r

∣∣∣∣∣
r=0

= 0

(3)

2.2 Binding model

The sma model has widely been used for predicting and describing nonlinear ion-exchange adsorption of

proteins. The binding of components i > 1 is expressed as
∂qji
∂t = f(cjp,i, q

j
i , c

j
p,0, q

j
0), i.e., the adsorptive

fluxes of components i > 1 are influenced by the salt concentrations, qj0, c
j
p,0 (i = 0):

∂qji
∂t

= ka,i c
j
p,i (q̄j0)νi − kd,i qji (cjp,0)νi (4)
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where ka,i and kd,i denote adsorption and desorption coefficients, and νi is the characteristic charge of the

adsorbing molecules. The concentration q̄j0 of available counter ions has to be algebraically determined from
an electro-neutrality condition, as Eq. (4) is only valid for components i > 1,

q̄j0 = Λ−
M∑
i=1

(νi + σi)q
j
i (5)

Here Λ is the ionic capacity, and σi the shielding factor. Then, the salt concentration in the stationary phase
is given by:

qj0 = q̄j0 +

M∑
i=1

σiq
j
i (6)

2.3 Single column batch system

There are various possibilities to operate a single column in batch manner. The specific one described here
is used for comparison with the smb processes; we refer you the protocol to Osberghaus et al. (2012b).
Apart from regeneration steps, an operating cycle of this single column process consist of three phases:
load, wash and elution, see Fig. 2. In phase I, the column is equilibrated with the running buffer, then
the protein solution is injected to the column for time tload. This is followed by a wash step (II) for time
twash. Afterwards, different gradients including a gradient of zero length, i.e., isocratic elution, are set to
elute the bound protein for time telute. The elution phase (III) can be implemented by multi-step solvent
gradients. As depicted in Fig. 2 as an example, there are two parts (i.e., IIIa, IIIb) with linear gradients but
different slopes (m1, m2), and eventually an isocratic part (IIIc). Multi-step gradients are used, because in
center-cut separations peak overlaps at the front and at the back of the target peak need to be minimized.
The regeneration of the column (IV) completes one operating cycle of the single column batch system.
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Figure 2: Sequential phases of single column gradient elution chromatography. I: load phase; II: wash phase;
III: multi-step elution phase; IV: regeneration.

2.4 SMB network connectivity

In smb chromatography two adjacent columns, j and j+1, are connected via a node j, see Fig. 3. A circular
smb loop is closed when two column indices point to the same physical column (i.e., by identifying column
j = N+1 with column j = 1), see Fig. 1. In this work, node j is located at the downstream side of column
j and the upstream side of column j+1. At each node only one or none of the feed (F), desorbent (D),
raffinate (R), or extract (E) streams exists at a time. The inlet concentration of component i ∈ {0, 1, . . . ,M}
in column j+1 is calculated from mass balance of the node j:

cj+1
in,i =

cjout,iQ
j + δji

Qj+1
(7)
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Figure 3: Schematic of network connection between two adjacent columns.

where cjout,i = cji (t, z=L) denotes the outlet concentration of component i in column j, Qj = εcu
j
intπd

2
c/4

the volumetric flowrates and dc the column diameter. Meanwhile, δj determines the current role of node j
(i.e., F, D, R, E or none):

δji =


cFin,iQ

F feed
cDin,iQ

D desorbent

−cjout,iQ
R raffinate

−cjout,iQ
E extract

0 none

(8)

where cFin and cDin are the component concentrations at feed and desorbent ports, and QF , QD, QR, QE

the volumetric flowrates at the feed, desorbent, raffinate, and extract ports, respectively. δj = 0 indicates
nodes that are currently not connected to a port (i.e., in the interior of a zone); this occurs when more
columns than zones are present, such as eight columns in a four-zone scheme. As there might be multiple
feed, desorbent, raffinate, and extract ports in smb processes (e.g., the cascade scheme and the integrated
eight-zone scheme), an straightforward extension of the indexing scheme is required. Column shifting is
implemented by periodically permuting δ each switching time ts.

2.5 Performance indicators

Purity, yield and productivity are commonly used for evaluating the performance of chromatographic pro-
cesses. All indicators can be defined within one collection time tc (Bochenek et al., 2013). In the case of smb
systems, tc is the switching time ts, while in single column systems it is the length of pooling time interval
tp.

In this study, performance indicators are all defined in terms of component, i ∈ {1, . . . ,M}, withdrawn
at a smb node, j ∈ {E,R, . . . }, or collected at the outlet of single column systems, j ∈ {B}, within the
pooling interval. Note that we do not calculate the performance indicators of the salt component, i = 0.
The definitions of performance indicators are all based on concentration integrals Ajout,i of component i at
node j,

Ajout,i =

∫ τ+tc

t=τ

cji (t, z=L) dt (9)

In smb systems, τ is the starting time of one switching interval and all performance indicators are calculated
when the system is upon cyclic steady state (css). In single column systems, τ is the starting point of the
pooling time interval.

The purity, Puji , is the concentration integral of component i relative to the integral sum of all components,

Eq. (10). The yield, Yji , is the ratio of the withdrawn mass and the feed mass, Eq. (11).

Pu
j
i =

Ajout,i

M∑
k=1

Ajout,k

(10)
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Y
j
i =

QjAjout,i

QF cFin,i tload
(11)

In smb systems, when the solution stream is continuously fed via the feed node and the extracts and raffinates
are continuously withdrawn, tload = ts = tc and QF differs from Qj . While in single column systems, the
flowrates are the same at the inlet node and outlet node, Qj = QF ; and tload 6= tp = tc. The productivity,

Pr
j
i , is the withdrawn mass of the component i per collection time relative to the total volume of the utilized

packed bed in all columns,

Pr
j
i =

QjAjout,i

tc (1− εc)VcN
(12)

In single column systems, N = 1. According to the definitions of Prji and Y
j
i , both indicators increase with

increasing amounts of the product collected, i.e., Ajout,i. However, Prji can also be improved by reducing the
collection time tc.

2.6 Optimization

Generally, operating conditions of both smb and single column processes are systematically optimized by
numerical algorithms such that the above performance indicators are all maximized. In studies of center-cut
separations, the middle component i is of interest. To specifically account for a vector of the conflicting

performance indicators of
[
Pu
j
i , Y

j
i

]
(referred to as PI hereafter) in this study, multi-objective optimization

is applied.
A set of objectives can be combined into a single objective by optimizing a weighted sum of the objectives

(Marler & Arora, 2010), or keeping just one of the objectives and with the rest of the objectives constrained
(the ε-constraint method (Mavrotas, 2009)). The latter method is used in this work, that is, maximizing the
yield of the target component of the processes with the purity constrained to be larger than a threshold εji :

min f(θ) = −Yji , i ∈ {1, . . . ,M}

s.t.

{
cji (θ) : Puji − εji > 0

θmin 6 θ 6 θmax

(13)

where θ is a vector of optimized parameters with boundary limitations of [θmin, θmax]. The inequality cji (θ)
is lumped into the objective function using penalty terms in this study, such that it can be solved as a series
of unconstrained minimization problems with increasing penalty factors, σk,

minH(θ;σk) = f(θ) + σkg(θ) (14)

In Eq. (14), the penalty function is chosen as g(θ) =
∑
j∈{R,E}

∥∥min{0, cj(θ)}
∥∥2

.

Different types of methods can be applied to solve the minimization of H(θ;σk), such as deterministic
methods and heuristic methods. Additionally, stochastic methods can be chosen. In order to use a stochastic
method, the minimization of H(θ;σk) is further formulated to maximum likelihood estimation:

arg max
θ
L(θ) (15)

where the likelihood is defined as an exponential function of H(θ;σk):

L(θ)
def
= exp

[
−1

2
H(θ;σk)

]
(16)
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2.7 Numerical solution

All numerical simulations were computed on an Intel(R) Xeon(R) system with 16 CPU cores (64 threads)
running at 2.10 GHz.

The mathematical models described above for each column of smb processes are weakly coupled to-
gether and then iteratively solved. The open-source code has been published, https://github.com/modsim/
CADET-SMB. cadet-smb repeatedly invokes cadet kernel to solve each individual column model, with de-
fault parameter settings. cadet is also an open-source software, https://github.com/modsim/CADET. The
axial column dimension is discretized into Nz = 40 cells, while the radical bead is discretized into Nr = 10
cells. The resulting system of ordinary differential equations is solved using an absolute tolerance of 10−10,
relative tolerance of 10−6, an initial step size of 10−14 and a maximal step size of 5 · 106.

A stochastic multi-objective sampling algorithm, mcmc, is applied in this study to optimize the oper-
ating conditions. A software computing the Metropolis-Hastings algorithm with delayed rejection, adjusted
Metropolis and Gibbs sampling has been published as open-source software, https://github.com/modsim/
CADET-MCMC. For sampling purpose, mcmc not only accepts proposals with better objective values, but
also accepts moves heading to non-dominated points with certain probability. Samples are collected until
the Geweke convergence criterion (Geweke et al., 1991) is smaller than 10−4 or the desired sample size is
reached. Non-dominated stable sort method of Pareto fronts were is applied to generate the frontiers (Duh
et al., 2012).

3 Case

A protein mixture of ribonuclease, cytochrome and lysozyme is of interest in this study, i ∈ {RNase, cyt, lyz}.
Sodium chloride, i = 0, acts as the modifier of binding affinities of the proteins. It is a prototype example
used in the academic field for modeling purposes (Osberghaus et al., 2012a,b). The center component, cyt,
is targeted and the other two components are regarded as impurities. We have modeled separation of these
proteins on chromatographic columns packed with strong cation-exchanger SP Sepharose FF (see the column
geometry in Tab. 1).

Table 1: Parameters of column geometry, mass transport and binding of the model proteins (i ∈
{RNase, cyt, lyz}).

Catalog Symbol Description Value Unit

Geometry

L column length 1.4× 10−2 m

dc column diameter 1× 10−2 m

dp particle diameter 9.00× 10−5 m
εb column porosity 0.37
εp particle porosity 0.75

Transport
Dax axial dispersion 5.75× 10−8 m2 s−1

Dp,i pore diffusion 6.07× 10−11 m2 s−1

kf,i film mass transfer 6.90× 10−6 m s−1

Binding

Λ ionic capacity 1200 mol m−3

ka,i adsorption coefficients [7.70, 1.59, 35.5] s−1

kd,i desorption coefficients [1000, 1000, 1000] s−1

νi characteristic charges [3.70, 5.29, 4.70]
σi steric factors [10.0, 10.6, 11.83]

Simplified models (e.g., tdm and edm) that assume instance equilibrium of the binding process can not
be applied here, because mass transfer dynamics of macro-molecules in ca. 100 µm beads can be rate limiting
(Lodi et al., 2017). Hence, the grm model is used to describe the mass transfer in the porous beads. In
addition, the sma model inherently considers the impact of salt on binding affinity, the hindrance effect of
macro-molecules. The mathematical modeling of the prototype example has been presented in Montesinos
et al. (2005); Püttmann et al. (2013); Osberghaus et al. (2012a,b); the transport and binding parameters
from experiments are shown in Tab. 1. The transport parameters can also be calculated from correlation
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formulas. Dax = 5.75 · 10−8 m2 s−1, Dp = 6.07 · 10−11 m2 s−1 and kf = 6.90 · 10−6 m s−1 are taken for all
proteins because they have almost the same molecular weight. Relatively large values are used for the rate
parameters of the binding model, ka,i and kd,i, as the adsorption-desorption kinetics is typically much faster
than kinetics of mass transport in pores. The geometry, transport and binding parameters are directly used
in this study, while the operating conditions will be optimized.

In pharmaceutical manufacturing typically at least 99% purity of cyt is needed. Therefore, taking expen-
sive computation cost in iex-smb simulations to generate Pareto optimal points with lower purities is not
required here. In this study, the εjcyt in Eq. (13) is set to 99%; thus, only the Pareto optimal fragment with
cyt purity higher than 99% is concerned in iex-smb. This implementation reduces the heavy computational
burden of multi-objective sampling, as much fewer samples are requested to construct the frontiers. Pareto
optimal fragment can be further extended by repeatedly solving Eq. (15) with varying values of εjcyt. This
can be one of the advantages of the ε-constraint method. In single column systems, the whole Pareto optimal
front is concerned as the computational cost is not expensive.

3.1 Single column

In the single column system, the equilibration, load-wash-elution and regeneration phases are performed.
The interstitial velocity is 5.75 · 10−4 m s−1, resulting in a retention time for a non-retained component of
24.35 s. A sample with 1 mol m−3 concentration of RNase, cyt and lyz is injected in the load phase. In both
the load and wash steps, a salt concentration of 50 mol m−3 is applied. The operating time intervals for the
load and wash phases are 10 s and 40 s. The shapes of the multi-step elution phase, that can be characterized
by the bilinear gradients (i.e., m1 and m2), the operating time intervals, and the initial salt concentration
(i.e., cinit,0), are optimized. Fig. 2 shows the elapsed times, from which the operating time intervals are
calculated (i.e., ∆t1 = t1elute − 50 and ∆t2 = t2elute − t1elute). Thus, the optimized operating parameters are
θ = {∆t1,∆t2,m1,m2, cinit,0}.

3.2 SMB

Depending on initial states, smb processes often undergoes a ramp-up phase and eventually enter into a css.
In this study, the system is assumed to be upon css when a difference between two iterations (k, k+1) falls
below a predefined tolerance error, et, see Eq. (17).

max
j∈{R,E}

M∑
i=1

(∫ ts

0

∣∣∣cji,k(t, z = L)− cji,k+1(t, z = L)
∣∣∣n dt

) 1
n

6 et (17)

In this study, the columns of iex-smb are initially empty except for the concentration of bound salt ions qj0
that is set to the ionic capacity Λ, in order to satisfy the electro-neutrality condition. Additionally, the initial
salt concentrations in column j, cj0(t=0, z), cjp,0(t=0, z), qj0(t=0, z), are set equal to the salt concentrations
in the respective upstream inlet nodes. Taking the four-zone scheme as an example (cf. Fig. 1), the salt
concentrations of the mobile and stationary phases (cj0 and cjp,0) in zone III and IV are set to the value of

cF0 ; while cj0 and cjp,0 in zone I and II are set to the value of cD0 :
cj0(t=0, z) = cjp,0(t=0, z) = cD0 j ∈ {I, II}
cj0(t=0, z) = cjp,0(t=0, z) = cF0 j ∈ {III, IV}
qj0(t=0, z) = Λ j ∈ {I, II, III, IV}

(18)

In contrast to the single column system, the chosen initial state of smb processes is irrelevant to the perfor-
mance indicators calculated upon css.

A cascade of two four-zone units (named as U1 and U2 in the following) and an integrated eight-zone
scheme are applied. The two sub-units of the cascade schemes can be connected via either the raffinate or the
extract ports; while in the eight-zone schemes, either the raffinate or the extract streams of the first sub-unit
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Table 2: Search domain for the process design of the single column system.

Symbol Description
Value

Unit
min max

∆t1 elution interval one 500 8000 s
∆t2 elution interval two 1000 8000 s

m1 elution gradient one 1.0 · 10−3 1.0 · 10−2

m2 elution gradient two 1.0 · 10−3 20

cinit,0 initial salt conc. 20 200 mol m−3

can be internally bypassed. In the cascade scheme, the flow between the raffinate stream of U1 and feed stream
of U2 is defined as a bypass stream; while in the eight-zone scheme, the connection between the raffinate-I of
the first sub-unit and the feed-II of the second sub-unit is defined as a bypass stream. This selection depends
on the equilibrium constants of the model proteins; as keq,i = [7.70, 1.59, 35.5] · 10−3, i ∈ {RNase, cyt, lyz},
thus

δ (|keq, RNase − keq, cyt|) < δ (|keq, lyz − keq, cyt|) (19)

indicates we should choose the configurations (as shown in Fig. 4) that firstly separate the strongest adsorbed
component, lyz, at the extract port of the first sub-unit in both schemes, and the two sub-units are connected
via the raffinate of the first sub-unit. Thereafter, the binary separation of the target component, cyt, and
the weakest adsorbed component, RNase, are achieved in the second sub-units. In both schemes, three single
columns in each zone and 24 columns at all are designed.

In each sub-unit of the cascade scheme, the optimized operating parameters are the switching time
(same for both units as they are synchronously switched), recycle flowrate, the inlet and outlet flow-
rates, and the salt concentrations at the inlet ports, θ = {ts,

[
QI
]
U1
,
[
QD
]
U1
,
[
QE
]
U1
,
[
QF
]
U1
,
[
cF0
]
U1
,[

cD0
]
U1
,
[
QI
]
U2
,
[
QD
]
U2
,
[
QE
]
U2
,
[
QF
]
U2
,
[
cF0
]
U2
,
[
cD0
]
U2
}. While in the eight-zone scheme, the switch

time, the recycle flowrate, the inlet and outlet flowrates, and salt concentrations at inlet ports are optimized,
that is, θ =

{
ts, Q

I , QD1, QE1, QF1, QR1, QD2, QE2, QF2, cF1
0 , cF2

0 , cD1
0 , cD2

0

}
. The flowrates QR and QR2 are

calculated from flowrate balances.

4 Results and discussion

4.1 Single column

The gradient shapes of the single column process are first optimized in order to have a reference for the
iex-smb processes. Search domain of the parameters, θ, is listed in Tab. 2. The intervals are based on
literature values with additional safety margins. The maximal sampling size here is 1.2 · 104 and the burn-in
length is set to 50% of the samples. Fig. 5 shows the Pareto optimal front between purity and yield. At a
rather low purity requirement of 85%, a yield of 0.9 can be achieved. However, at purity of 98%, the yield
drops dramatically to 0.1. The Pareto front provides full trade-off information of the single column process;
the corresponding operating conditions, that render the Pareto optima on demand in application, can be
chosen on purpose.

Three characteristic points (i.e., a, b, c) on the Pareto front are exemplified and compared. In Fig. 6,
the corresponding chromatograms and multi-step salt gradients are shown; the gray areas indicate the
pooling time intervals, tp, of the target component. The calculated performance indicators of the three

characteristic points are as follows: PIBcyt =
[
PuBcyt, Y

B
cyt

]
is [90.0%, 0.85], and the productivity is PrBcyt =

4.94 · 10−3 mol m−3 s−1 of the point a (see Fig. 6a). While they are [95.59%, 0.71] and 7.98 · 10−5 mol m−3 s−1

of the point b (see Fig. 6b), [97.02%, 0.49] and 1.36 · 10−4 mol m−3 s−1 of the point c (see Fig. 6c). The
respective operating parameters are listed in Tab. 3.

The pooling time length tp = 5808 s in Fig. 6b is much longer than that in Fig. 6a (i.e., 112 s) and Fig. 6c
(i.e., 2352 s). In this study, pooling time intervals were calculated such that the concentrations of other two
components (i.e., RNase and lyz) are lower than a predefined threshold, µ = 7.5 · 10−5. Based on the same
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Figure 4: Schematics of the cascade scheme with two four-zone iex-smb units (top) and the integrated eight-
zone scheme (bottom) applied in this study for ternary separations. In each zone, there can be multiple
columns.
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Figure 5: Pareto optimal front of the yield and purity performance indicators in the single column system,
where a, b, c are three characteristic points taken from the Pareto front to show the resulting chromatograms.

Table 3: Operating parameters of points a, b, c in the single column system.

θ a b c

∆t1 2.81 · 103 3.12 · 103 6.26 · 102 s
∆t2 3.53 · 103 1.56 · 103 3.68 · 103 s

m1 1.28 · 10−3 4.29 · 10−3 6.47 · 10−3

m2 1.11 1.32 · 10−2 1.62 · 10−2

cinit,0 77.2 71.7 51.0 mol m−3

operating parameters, if we set µ to a larger value, higher yield and lower purity will be obtained. Therefore,
the selection is also a trade-off, which is illustrated in a Pareto front in Fig. 7, where µ was decreased from
10−4 to 2.5 · 10−5 with equivalent gap of 2.5 · 10−5 using operating parameters listed in the b column (i.e.,
point b) of Tab. 3.

Shorter pooling time interval causes the cyt peak to be more concentrated. This can result in high yield
but larger overlap areas (thus low purity), see Fig. 6a. When pooling time interval is larger, the cyt peak is
more spread and it renders relatively lower yield but higher purity, see Fig. 6b. As observed in Fig. 6, the
peak of cyt always overlaps with the other two peaks, base line separation is not achieved. In Fig. 6b and 6c,
even when lyz is hardly washed out, it begins to be eluted early at small salt concentrations. Additionally,
as lyz is almost not eluted out in Fig. 6b and 6c, a strip step of lyz is needed before the regeneration step,
in order to make the column reusable. These overlaps may indicate that cyt can not be collected with 100%
purity with the single column batch system.

4.2 Cascade scheme

Numerical optimization of the iex-smb schemes require suitable initial values. To this end, empirical rules
have been developed with big manual efforts to achieve the center-cut separation first. With the operating
conditions listed in the empirical column of Tab. 4, lyz is collected at the R port of U1 with

[
PIRlyz

]
U1

=

[98.23%, 0.99] (see Fig. 8). In U2, cyt spreads towards the R port, resulting low yield at the E port (i.e.,[
YEcyt

]
U2

= 0.33) and low purity at the R port (i.e.,
[
PuRRNase

]
U2

= 58.39%) (the chromatogram is not

shown). Based on the initial values with safety margins, search domain as shown in Tab. 5 is used for
numerical optimization.

smb processes often undergo a long ramp-up phase first and eventually enter into a css. Elaborately
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Figure 8: Chromatograms of the first sub-unit in the cascade iex-smb upon css from the empirical design.

choosing the initial state of columns can also accelerate the convergence (Bentley et al., 2014). In this
case, a total of ca. k = 108 switches was required for each iex-smb simulation to fall below the tolerance
error of et = 10−5, see Eq. (17). Thus, gaining points for generating Pareto fronts in smb chromatographic
processes is computational expensive. Li et al. (2014) have proposed computationally cheap surrogate models
for efficient optimization of smb chromatography. In this study, only the operating parameters of U2 are
optimized; the operating conditions of U1 are taken directly from the empirical design. Moreover, only the
Pareto optimal fragment with purity higher than 99% is concerned, such that fewer points are requested.
The maximal sampling size of mcmc is 300, and the burn-in length is 50. As seen from the Pareto fronts in
Fig. 9, the cascade scheme outperforms the single column system in both purity and yield.

Three characteristic points (i.e., a, b, c), ranging yields from high to low, on the Pareto front are compared.
The corresponding operating conditions are listed in Tab. 4; and the resulting chromatograms are shown
in Fig. 10. Combined axial concentration profiles in the columns are displayed at multiples of the switch-
ing time. The performance vector

[
PIEcyt

]
U2

=
[
PuEcyt, Y

E
cyt

]
U2

of the point a is [99.27%, 0.96] (cf. Fig. 10a),

[99.81%, 0.95] of the point b (cf. Fig. 10b) and [100%, 0.39] of the point c (cf. Fig. 10c). After numerical opti-
mization, the performance indicators tremendously increase from that of the empirical design, [97.92%, 0.33].
The main difference between the chromatograms of a and b is that less RNase keeps retained to the port E in
b, resulting in higher purity at the port E. The productivities of cyt,

[
PrEcyt

]
U2

, are [3.13 · 10−4, 3.15 · 10−4,

14



0.2

0.4

0.6

0.8

1

0.98 0.985 0.99 0.995 1

a b

c

Y
j cy

t

Pu
j
cyt

Figure 9: Pareto front of the purity and yield performance indicators of the cascade scheme from numerical
optimization, where a, b, c are three characteristic points taken from the Pareto front to show the resulting
chromatograms.

1.30 · 10−4] mol m−3 s−1, respectively. It indicates that productivity is high when the concentration values
in the shadow areas at the port E are high and flat. Though RNase and lyz are treated as impurities in
the center-cut separation, they can be withdrawn with high purity and yield in this study. For instance,[
PIRRNase

]
U2

= [96.14%, 0.97] of the point a, [95.45%, 0.98] of the point b. However, as pointed out by Nico-

laos et al. (2001), it is not impossible to achieve three pure outlets with both the cascade and the integrated
schemes.

The salt profiles, c0(t, z), along the two iex-smb units at time upon css, t = τ , are depicted in Fig. 11.
In U1, the salt concentrations at inlet ports,

[
cD0 , c

F
0

]
U1

, used for constructing the two solvent gradients

are [290, 420] mol m−3 (cf. Fig. 11a). The salt concentrations at the inlet ports of U2,
[
cD0 , c

F
0

]
U2

, are

[206.56, 243.53] mol m−3 of the point a; [203.92, 244.93] mol m−3 of the point b and [208, 243] mol m−3 of the
point c (cf. Fig. 11b).

The salt gap of solvent between zones I,II and zones III,IV of U1 facilitates to firstly separate the most
strongly adsorbed lyz from the ternary mixture; RNase and cyt are still not rather separated in U2. Because
of the salt profile in zones III and IV (i.e., ca. 320 mol m−3), RNase and cyt have approximately the same
electrostatic interaction forces with the stationary phase, causing rather similar desorption rates off the
stationary phase. In order to separate RNase and cyt in U2, the salt concentrations at the inlet ports of U2

must be reduced, leading one component (i.e., cyt) to be more strongly bounded. This can be achieved by
diluting the bypass stream with pure buffer:

[
cFin,i

]
U2

=

[
QRcRout,i

]
U1

[QR]U1
+Qdilute

i ∈ {0, 1, . . . ,M} (20)

In the numerical optimization,
[
QF
]
U2

and
[
QR
]
U1

are optimized, Qdilute =
[
QF
]
U2
−
[
QR
]
U1

and
[
cFin,i

]
U2

are subsequently changed. As shown in Fig. 11b, the salt concentration in U2 is decreased to ca. 200 mol m−3

in zones I,II and 160 mol m−3 in zones III,IV. With these salt concentrations, RNase and cyt can be separated
in U2. With the dilution, the protein concentrations are decreased as a side effect. Therefore, the peaks in
U2 are not as concentrated as observed in U1; they distribute over several zones, which makes the process
design of the U2 challenging.
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Table 4: Operating parameters of the point a, b, c in the cascade iex-smb units.

Symbol Description
Empirical Numerical

Unit
U1 U2 a b c

QF feed flowrate 0.55 · 10−8 0.75 · 10−8 1.48 · 10−8 1.37 · 10−8 1.56 · 10−8 m3 s−1

QR raffinate flowrate 0.60 · 10−8 0.90 · 10−8 1.49 · 10−8 1.36 · 10−8 1.63 · 10−8 m3 s−1

QD desorbent flowrate 1.14 · 10−8 1.34 · 10−8 1.24 · 10−8 1.22 · 10−8 1.24 · 10−8 m3 s−1

QE extract flowrate 1.09 · 10−8 1.19 · 10−8 1.23 · 10−8 1.22 · 10−8 1.17 · 10−8 m3 s−1

QI zone I flowrate 2.21 · 10−8 2.56 · 10−8 2.96 · 10−8 2.90 · 10−8 3.01 · 10−8 m3 s−1

QII zone II flowrate 1.12 · 10−8 1.37 · 10−8 1.73 · 10−8 1.63 · 10−8 1.84 · 10−8 m3 s−1

QIII zone III flowrate 1.67 · 10−8 2.12 · 10−8 3.21 · 10−8 3.04 · 10−8 3.40 · 10−8 m3 s−1

QIV zone IV flowrate 1.07 · 10−8 1.22 · 10−8 1.72 · 10−8 1.69 · 10−8 1.77 · 10−8 m3 s−1

cF0 feed salt conc. 290 200 206.56 203.92 208 mol m−3

cD0 desorbent salt conc. 420 240 243.53 244.93 243 mol m−3

ts switching time 100 s

Table 5: Boundary conditions of the operating parameters of the cascade scheme.

Symbol Description
Value

Unit
min max

QI zone I flowrate 2.06 · 10−8 3.06 · 10−8 m3 s−1

QF feed one flowrate 0.84 · 10−8 1.84 · 10−8 m3 s−1

QD desorbent one flowrate 0.69 · 10−8 1.69 · 10−8 m3 s−1

QE extract one flowrate 0.35 · 10−8 1.25 · 10−8 m3 s−1

cF0 feed two salt conc. 180 220 mol m−3

cD0 desorbent two salt conc. 220 260 mol m−3
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Table 6: Operating parameters of the point a, b, c in the eight-zone iex-smb

Symbol Description
Value

Unit
Empirical a b c

QF1 feed one flowrate 0.477 · 10−8 0.544 · 10−8 0.544 · 10−8 0.554 · 10−8 m3 s−1

QR1 raffinate one flowrate 0.518 · 10−8 0.586 · 10−8 0.574 · 10−8 0.558 · 10−8 m3 s−1

QD1 desorbent one flowrate 1.086 · 10−8 1.072 · 10−8 1.082 · 10−8 1.089 · 10−8 m3 s−1

QE1 extract one flowrate 1.056 · 10−8 1.023 · 10−8 1.020 · 10−8 1.045 · 10−8 m3 s−1

QI zone I flowrate 2.166 · 10−8 2.000 · 10−8 2.021 · 10−8 2.000 · 10−8 m3 s−1

QII zone II flowrate 1.110 · 10−8 0.977 · 10−8 1.001 · 10−8 0.955 · 10−8 m3 s−1

QIII zone III flowrate 1.587 · 10−8 1.521 · 10−8 1.540 · 10−8 1.508 · 10−8 m3 s−1

QIV zone IV flowrate 1.069 · 10−8 0.935 · 10−8 0.966 · 10−8 0.950 · 10−8 m3 s−1

QF2 feed two flowrate 0.753 · 10−8 0.826 · 10−8 0.837 · 10−8 0.843 · 10−8 m3 s−1

QR2 raffinate two flowrate 1.009 · 10−8 1.122 · 10−8 1.164 · 10−8 1.189 · 10−8 m3 s−1

QD2 desorbent two flowrate 1.510 · 10−8 1.391 · 10−8 1.408 · 10−8 1.408 · 10−8 m3 s−1

QE2 extract two flowrate 1.243 · 10−8 1.102 · 10−8 1.109 · 10−8 1.101 · 10−8 m3 s−1

QV zone V flowrate 2.579 · 10−8 2.327 · 10−8 2.374 · 10−8 2.358 · 10−8 m3 s−1

QVI zone VI flowrate 1.336 · 10−8 1.225 · 10−8 1.265 · 10−8 1.257 · 10−8 m3 s−1

QVII zone VII flowrate 2.089 · 10−8 2.051 · 10−8 2.102 · 10−8 2.100 · 10−8 m3 s−1

QVII zone VIII flowrate 1.080 · 10−8 0.928 · 10−8 0.939 · 10−8 0.911 · 10−8 m3 s−1

cF1
0 feed one salt conc. 295.1 270.0 270.2 270.5 mol m−3

cD1
0 desorbent one salt conc. 422.0 442.0 440.3 442.7 mol m−3

cF2
0 feed two salt conc. 183.1 211.0 209.4 216.6 mol m−3

cD2
0 desorbent two salt conc. 240.7 240.0 240.0 240.5 mol m−3

ts switching time 105.9 109.1 109.8 109.7 s
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Table 7: Search domain for the design of eight-zone scheme.

Symbol Description
Value

Unit
min max

ts switch time 90 110 s

QI zone I flowrate 2.0 · 10−8 2.5 · 10−8 m3 s−1

QD1 desorbent one flowrate 0.94 · 10−8 1.14 · 10−8 m3 s−1

QE1 extract one flowrate 0.99 · 10−8 1.19 · 10−8 m3 s−1

QF1 feed one flowrate 0.45 · 10−8 0.65 · 10−8 m3 s−1

QR1 raffinate one flowrate 0.50 · 10−8 0.70 · 10−8 m3 s−1

QD2 desorbent two flowrate 1.30 · 10−8 1.55 · 10−8 m3 s−1

QE2 extract two flowrate 1.09 · 10−8 1.29 · 10−8 m3 s−1

QF2 feed two flowrate 0.65 · 10−8 0.85 · 10−8 m3 s−1

cF1
0 feed one salt conc. 270 310 mol m−3

cD1
0 desorbent one salt conc. 410 450 mol m−3

cF2
0 feed two salt conc. 170 220 mol m−3

cD2
0 desorbent two salt conc. 240 260 mol m−3

4.3 Eight-zone scheme

As in the design of cascade scheme, the initial values were obtained from empirical designs with manual
efforts. With the operating conditions listed in the empirical column of Tab. 6, cyt spreads from zone VI to
zone VII, RNase from zone V to VI, such that PuR2

RNase = 73.23% and PuE2
cyt = 87.50% (the chromatogram

is not shown). The search domain for the numerical optimization is based on the above initial values with
safety margins, see Tab. 7.

In this case, a total of ca. k = 148 switches was required for each eight-zone numerical simulation to
fall below the tolerance error of et = 10−5. The convergence time from an initial state to the css, thus the
total computational time in the eight-zone scheme, is longer than that in the cascade scheme. The maximal
sampling size of mcmc is 300, and the burn-in length is 50. The Pareto optimal front with purity larger
than 99% is illustrated in Fig. 12; the Pareto fronts of single column and cascade systems are superimposed
for comparison. The blue shadow areas show the constraint region.

By using the multi-objective sampling algorithm, mcmc, not only the Pareto front solutions but also
the points near Pareto front can be studied. In this study, three points (i.e., a, b, c; the point c is on the
Pareto front), ranging purities from low to high, were chosen to illustrate the impact of the composition of
R1 stream on the performance of the second sub-unit. The corresponding operating conditions are listed in
Tab. 6; and the chromatograms upon css are shown in Fig. 13. Combined axial concentration profiles in the
columns are displayed at multiples of the switching time. In Fig. 13a, cyt is collected at the E2 node with
PIE2

cyt = [97.18%, 0.95], while [98.98%, 0.90] in Fig. 13b and [99.27%, 0.97] in Fig. 13c. As seen from Fig. 13,
the higher concentration of the cyt composition is in the R1 stream, the higher of the yield and productivity
indicators are at the E2 port. To be specific, YE2

cyt = 0.95 and PrE2
cyt = 3.10 mol m−3 s−1 of the point a;

YE2
cyt = 0.90 and PrE2

cyt = 2.93 mol m−3 s−1 of the point b, and YE2
cyt = 0.97 and PrE2

cyt = 3.25 mol m−3 s−1 of
the point c. Although in the center-cut separation, the other two components (i.e., RNase and lyz) can be
viewed as impurities, they can be withdrawn with high purity and yield. Specifically, for RNase at the R2
node it is PIR2

RNase = [94.86%, 0.97] of the point a, [91.80%, 0.99] of the point b and [98.29%, 0.99] of the
point c; for lyz at the E1 node it is PIE1

lyz = [99.75%, 1.00] of the point a, [99.94%, 1.00] of the point b and
[99.31%, 1.00] of the point c. However, it is still impossible to achieve three pure outlets (Nicolaos et al.,
2001).

The salt profile, c0(t, z), along the eight-zone iex-smb unit upon css, t = τ , is shown in Fig. 14. The salt
concentrations at inlet ports,

[
cD1
0 , cF1

0 , cD2
0 , cF2

0

]
, are [442, 270, 240, 211] mol m−3 of the point a; [440, 270,

240, 209] mol m−3 of the point b and [443, 272, 240, 217] mol m−3 of the point c. Separating lyz at the port
E1 is facilitated with the salt gap between zones I,II and zones III,IV; RNase and cyt are both weekly
bounded in zones III,IV and to be separated in the second sub-unit. Meanwhile, the bypass stream was
diluted as described by Eq. 20. As seen in Fig. 14, the salt concentration is decreased to ca. 240 mol m−3 in
zones V,VI and 220 mol m−3 in zones III,IV. With these salt concentrations, RNase is weakly bounded and
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Figure 12: Pareto fronts of the purity and yield performance indicators of the eight-zone scheme from
numerical optimization, where the Pareto fronts of single column and cascade scheme are superimposed.
a, b, c are three characteristic points taken from the Pareto front of the eight-zone scheme.

cyt is strongly bounded in the second sub-unit. As seen from Fig. 14, the deviation of the salt profile along
the columns of iex-smb is small, but the performance indicators significantly varied. This indicates process
design of iex-smb processes might be sensitive to operating conditions.

Eight-zone schemes have fewer degrees of freedom than cascade schemes. Hence, PuE2
cyt decreases from

99.81% of the cascade scheme to 97.18%, based on the same yield, 0.95. Moreover, in the cascade scheme,
almost pure cyt can be collected, which can not be achieved with the eight-zone scheme. However, the
productivity of the eight-zone scheme can be higher than that of the cascade scheme. The productivity
of the cascade scheme, 3.13 · 10−4 mol m−3 s−1 (PIE2

cyt = [99.27%, 0.96]), is slightly lower than that of the

eight-zone scheme, 3.25 · 10−4 mol m−3 s−1 (PIE2
cyt = [99.27%, 0.97]). This suggests that the stationary phase

is more efficiently utilized with integrated smb processes.
As no linear gradients can be applied in the iex-smb schemes, the eight-zone and cascade schemes have

fewer degrees of freedom than multi-column continuous chromatography (e.g., jo and mcsgp). Thus, we
could conjecture that with proper process design, the jo and mcsgp would render more efficient and accurate
elution of the model proteins. However, this contribution is focused on the closed-loop iex-smb systems and
the challenge of designing multi-step salt profiles by using modeling and high performance computing.

Three columns in each zone were chosen and used in both the cascade and eight-zone schemes. In the em-
pirical designs, neither one column nor two columns in each zone could lead to good separation performance.
Having more columns in each zone and correspondingly shorter switching time can approximate the true
moving bed chromatography. However, introducing more columns into iex-smb system is computationally
challenging and practically unrealistic. Hence, three columns in each zone are a good compromise.

4.4 Sensitivity of operating conditions

As stated in the previous subsection, the css of both the cascade and the eight-zone schemes are sensitive
to the operating conditions. By utilizing mcmc sampling (cf. He & Zhao (2019)), uncertainties of operating
conditions are characterized by parameter distributions. Posterior predictive checks were carried out to test
the robustness of the two investigated processes. Random parameter combinations from respective parameter
distributions are used as arguments of forward simulations and to generate chromatograms. The possible
deviations of the investigated processes are illustrated with curve clusters, as shown in Fig. 15.

As seen in Fig. 15, the css are sensitive to the operating conditions in both configurations. For instance,
in the zones III, VI and VII of the eight-zone scheme, the curve deviations of the cyt and RNase components
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Figure 14: The actual salt profiles, c0(t = τ, z), along the columns of the eight-zone scheme upon the css by
controlling solvent gradients at inlet ports.

are quite significant; the same applies to the zones II and III of the cascade scheme. However, in the
outlet streams of the eight-zone configuration (i.e., E1, R2 and E2) and the cascade configuration (i.e., E
and R), the deviations are tiny, which means perturbations in the operating conditions characterized by the
parameter distributions do not essentially affect the withdrawn streams and consequentially the performance
indicators. Fig. 15 also indicates the eight-zone scheme is more robust than the cascade scheme.

Therefore, the studied smb configurations are robust provided the processes are performed within the
perturbation tolerance.

5 Conclusions

We have presented model-based process designs of multi-step salt gradient single column batch chromatog-
raphy and iex-smb chromatographic processes for separating ribonuclease, cytochrome and lysozyme on
strong cation-exchanger SP Sepharose FF. The general rate model with steric mass-action binding model
was used in the column modeling. Two network configurations of closed-loop iex-smb have been studied,
i.e., one cascade scheme of two four-zone iex-smb sub-units and one integrated eight-zone scheme; the sin-
gle column batch system has been studied for comparison. The multi-objective sampling algorithm, Markov
Chain Monte Carlo (mcmc), has been used to generate samples for approximating the Pareto optimal fronts.
This study shows that it is possible to design closed-loop iex-smb units for collecting the target, cytochrome,
with high purity and yield.

In the numerical optimizations of iex-smb, initial values are required. Empirical designs have been
developed in this study to obtain the initial values, and the search domains of numerical optimization are
based on the initial values with safety margins. mcmc serves on the sampling purpose, which is interested
in sampling Pareto optimal points as well as those near Pareto optimal. With ε-constraint method of the
multi-objective optimization, Pareto optimal fragments can be concerned to reduce expensive computational
cost in large-scale iex-smb processes.

The Pareto fronts show the information of the trade-off relationship between the conflicting indicators
(i.e., purity and yield). The cascade and eight-zone schemes have approximately the same performance, and
both outperform the single column system. In addition, the cascade scheme can produce almost pure target
component with high yield, but lower robustness; the stationary phase is utilized more efficiently in the
integrated eight-zone scheme in terms of productivity. However, single column system does not undergo a
time-consuming ramp-up phase before entering into a cyclic steady state, like it is in smb systems. Starting
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Figure 15: Perturbation of the css of eight-zone process with respect to the corresponding parameter distri-
butions.
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a single column batch system prior to complex multi-column and smb systems is recommended.
Dilution steps were applied in the bypass streams of the iex-smb schemes to reduce the salt concentra-

tions, leading cytochrome to be more strongly bounded in the second sub-unit. Without the dilution steps,
the salt concentrations are too high such that ribonuclease and cytochrome are both weekly bounded to the
stationary phase of the second sub-unit. Though it is beneficial to implement dilution, it consumes more
running buffer on one hand, and the cytochrome product needs to be more concentrated in the subsequent
downstream processes on the other hand.

There are many options for modeling mass transfer in a column, e.g., the equilibrium-dispersive model,
the transport-dispersive model and the general rate model that can be combined with a multitude of binding
models. The software package used in this study is flexible in choosing between various modeling options
for the columns and hold-up volumes. smb processes do not necessarily need equivalent column numbers in
each zone. Different column numbers in each zone can be applied, leading to mixed-integer programming.
The computational burden of smb processes in numerical optimizations can be reduced by optimizing initial
states of the involved columns, or by using computationally cheap surrogate models. Multi-dimensional
Pareto optimal fronts can also be further investigated, taking buffer consumption, productivity or processing
time into account.
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