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Abstract

Measuring the Research Octane Number (RON) and the Motor Octane Number
(MON) at a low price is currently not feasible, thus making the use of predictive meth-
ods essential to accomplish this task. Nevertheless, the latter rely on expensive data
and linear by volume models cannot be applied for complex fuels. In this work, we
have investigated 41 parameters from inexpensive tests to find the inherent link be-

tween these fuel properties and the RON and the MON. To achieve this objective, we



first reduced the number of properties to only consider the principal ones relying on
principal component analysis (PCA). Then, we applied artificial neural network (ANN)
to identify the underlying links between the properties and the RON/MON. The mea-
surement of the distillation curve, the atomic mass fraction and the specific gravity are
the primary properties required for the current method. The achieved mean squared

error (MSE) is equal to 0.7 [ON?2].

Introduction

Global warming is one of the most central issues of our century. It is a consequence of
emissions from human activities, which depend mainly on our energy mix. To control emis-
sions adequate energy policies must be implemented to limit global warming. To reach this
objective a scenario and an ecological aim must be defined. One such energy policy is the
Paris agreement which is an universal agreement made during the 21st conference of the
parties (COP). Its purpose is to limit the global temperature from increasing below 2°C in
2100 compared with the pre-industrial levels. The world energy outlook (WEQ) provides
scenarios that assess the consequences of different energy policies.

According to the different scenarios, one important aspect to achieve sustainable devel-
opment is the usage of alternative fuels. They could be energy carriers and electrofuels, !
biofuels such as biodiesel,? fuels derived from wastes such as automotive shredder residues®®
and other types of molecules such as alcohols.®

The number of sources of alcohol molecules increases with the development of fermenta-
tion and gasification. These processes promoted the production of large and unconventional
alcohol molecules such as propanols, butanols and pentanols.® Studying these molecules is
important as they are produced from renewable sources. Biofuels have obtained growing
interest as alternatives or supplements in conventional fuels. Biofuels are produced from
biological raw materials, and mostly environment-friendly.” Additionally, these molecules

have been proposed as blend components to reduce the petroleum consumption and the



greenhouse gas emissions.®

RON and MON are usually employed to characterize a mixture consisting of the afore-
mentioned alcohol molecules and gasoline fuel, assessing the ignition delay of gasoline fuels
under specific engine conditions.®? Although the effectiveness of the two methods is not ques-
tioned here, they both result expensive (due to the costs of the products to be employed,
the high level of qualification required and the cost of the engine to be employed) and they
entail a very large amount of time to perform the analysis. Being able to characterize the
octane numbers is capital. A too small octane number is characterized by a small autoigni-
tion delay time which creates undesirable end-gas auto-ignition. This autoignition leads to
pressure waves that dramatically damages the piston. This phenomena is also called knock.
Additionally, as far as alternative fuels are concerned, the fuel production plant is owned by
a local company, so small-scale production plants play a role in the production process. To
achieve profitability, small-scale production plants could require a high energy yield. Thus,
being able to adapt the engine parameters according to the auto-ignition properties of the
fuel (the octane numbers) is also a central challenge. As the fuel properties depend on the
feedstock, they could vary over time which requires an instantaneous characterization of the
fuel, which is given by predicting methods.

A valuable alternative to measurement methods is represented by linear by volume pre-
dicting models, as they are able to predict the octane numbers of simple fuels whose com-
position is known. In these methods, the octane number of the fuel is given by the linear
combination of the octane numbers of each molecule weighted by the volume fraction of
each molecule.!® Nevertheless, when the composition cannot be precisely estimated due to
its complexity or because of the cost of the measurement method, having a model based on
properties is appropriate. Bayesian methods can accurately predict the RON and the MON
of gasoline blendstocks mixed with an oxygenated molecule.!! This class of methods has
the advantage of being very effective and it can reproduce experimental data very well. On

the other hand, the limitation of Bayesian methods is represented by their input quantities,



which are expensive. In fact, they completely rely on the saturates, olefins, aromatics and
oxygenates (SOAOx) hydrocarbon class fractions. The latter are all expensive properties to
be computed, especially if compared to the distillation curve or the specific gravity (SG).
Other predicting methods exist. Researchers have already applied ANN to petroleum
products. Albahri'? predicted the octane number of pure molecules based on their chemical
composition. Nevertheless, this method requires the knowledge of the whole fuel composi-
tion. Pasadakis!® applied ANNs to predict the RON of gasoline blends. To do so, the input
data were representative for the volumetric concentration of the following refinery streams:
streams from fluidized catalytic cracking, reforming, isomerization, alkylation, dimersol, bu-
tane and methyl tert-butyl ether (MTBE). This method performs well, nevertheless it is
only applicable for the mentioned streams and not for gasoline mixed with large molecules.
Similar work was performed by Doicin et al.'* to predict the octane numbers of petroleum
mixtures. Nevertheless, once again, this methodology does not account for large oxygenate
molecules. Additionally, it does not identify broadly the input properties. More recently,
Ibrahim et al.'® relied on ANNS and PCA to predict the octane numbers based on several
chemical features obtained from infrared spectroscopy. This methodology does not take large
oxygenate molecules into account and rely on infrared spectroscopy, which is a method more
expensive and complex that simple measurements of the specific gravity or the distillation

1.16 also predicted the octane numbers based on a chemical anal-

curve. Abdul Jameel et a
ysis, relying for instance on paraffinic CH3 groups, paraffinic CH2 groups, paraffinic CH
groups, olefinic -CH=CH2 groups, naphthenic CH-CH2 groups, aromatic C-CH groups, and
ethanolic OH groups. The methodology is again expensive and complex comparing to easier
methods that measure the fuel properties and has not been developed for large oxygenates.
Kubic et al.'” estimated the octane numbers of hydrocarbons and oxygenated compounds
with an ANN relying on the chemical composition with a group contribution method. This

methodology requires the knowledge of the whole fuel composition, which is not always avail-

able. Vom Lehn et al.'® also relied on a group contribution method to predict the ONs. This



methodology is based on the knowledge on the molecule structure and only estimates the
octane numbers of pure molecules, and not fuel blends.

In the aforementioned studies from the literature, ANNs generally rely on chemical prop-
erties, such as volume fraction and group contributions, rather than physical properties
which tends to be easier to measure. Moreover, no prediction models based on inexpensive
properties exist for gasoline blendstock mixed with oxygenated molecules. Finally, the meth-
ods from the literature predict the octane number (ON) of pure molecules and of blends of
several petroleum fractions, but, no method investigates single petroleum fractions which
are not blended.

In the current paper, we focus on developing a new method to predict the octane number,
which is based on input quantities which are easy to measure. We initially take into account
as many properties as possible, to then identify and select only the ones which are well
correlated with the ONs and which consequently have a key role in the prediction. Yet,
we select a large number of properties (41 properties), with 32 out of 41 are not related.
Consequently, it is mandatory to rely on a method that enables us to find any underlying
relation between the octane numbers and the input properties. To this end, we rely on ANN
to find the inherent link (if existing) between these properties and the octane numbers of
a sample of gasoline blendstocks mixed with an oxygenated molecule. In light of the high
number of properties which are taken into account in this work to predict the ONs, which
is equal to 41, it is first appropriate to select a subset of properties that are composed of
the ones that share the majority of the variance of all the original properties. In fact, by
means of this operation, it is possible to remove the properties carrying a small amount of
information, as well as to clean the data by removing the noise. To do that, we have applied
the PCA.

Comparing with the current literature, the novelty of the proposed methodology comes
from the usage of properties rather that relying on the fuel composition. This enables the

user of the method to rely on test methods that are inexpensive. The usage of PCA is a way



to select the principal properties from a large number rather than only using a small number
of properties. This allow the usage of a very large number of candidate input properties even
some that were unstudied until now. Coupling PCA with ANN is a powerful way to find the
inherent link between the principal input properties and the octane numbers. Thanks to the
develop methodology, the octane numbers can be calculated even if the fuel composition is
unknown. Finally, most of the existing models were developed either for a small mixture of
molecules or for mixtures of different types of fuel blends.

After describing the method to create the sample of fuels, we list the properties that were
investigated. Finally, we detail the PCA and the ANN methods and we conclude with the

precision of the developed method.

Composition of the investigated fuels

The investigated fuels are gasoline blendstock mixed with a single oxygenated molecule.
Different molecules were used: 1-propanol, 2-propanol, 1-butanol, 2-butanol and 2-methyl-1-
propanol. Such alcohol with a high number of carbon atoms can be produced via fermenta-
tion or gasification. This type of fuel was investigated by Christensen et al.® The investigated
fuels were simulated, in a sense that their compositions were chosen numerically and their
properties were calculated with Aspen Plus and with the available methods from the litera-
ture. Simulating the studied fuels enabled us to have a large number of points to study the
data thanks to PCA, to benefit of a large number of points to carry the ANN regression and
to have an homogeneous training set. The alternative would have been to experimentally
study those fuels. It would have led to more accurate results but at an unbearable cost.
Thereafter is explained how the simulated fuels were created.

First, molecules representative of gasoline were selected from the Aspen Plus database.
238 molecules were selected to represent the gasoline blendstock: 9 n-paraffins, 92 iso-

paraffins, 83 olefins, 28 naphthenes, 26 aromatics.



Second, the volume fractions of each molecule in each fuel were calculated. To proceed,
the fuel was divided into three layers: the hydrocarbon class (n-paraffin, iso-paraffin, olefin,
naphthene, aromatic, and oxygenate (PIONAOXx)), the isomer group, and the carbon distri-
bution in an isomer group. This subdivision enabled us to get an accurate definition and
to set an homogeneous distribution for the hydrocarbon class and isomer fractions. Addi-
tionally, it enabled us to use a mathematical law from the literature to define the molecular
distribution for each isomer group.

The main hydrocarbon class volume fractions (saturate, olefin, aromatic) were sampled
following a latin hypercube sampling (LHS) - to optimize the space filling and obtain an
homogeneous distribution - within the bounds reported in Table 1. These bounds correspond
to the range of applicability of the method developed in a previous work to predict the
octane numbers of gasoline blendstock mixed with an oxygenated molecule.!! Once the
saturate, olefin and oxygenate class fractions were sampled, the oxygenate volume fraction
was calculated, being 100% subtracted from the sum of the other class fractions. Thereafter,
the samples whose oxygenate volume fraction did not match with the requested bounds
(Table 1) were removed to respect the range of applicability of the law that define the target
ON. The following approach allowed us to ensure a good distribution of the volume fractions
with a small number of samples. We first evaluated by convergence the mean and the
standard deviation of the six volume fractions (PIONAOx). From this study, we estimated

Sampling

the minimal number of samples to reach convergence. Finally, N7 = 25 samples were

generated in a while loop until reaching the predefined mean and standard deviation.

Table 1: Limits of the hydrocarbon class fractions of the simulated fuels.® For each sample
fuel, the oxygenate class is composed of a single molecule among 1-propanol, 2-propanol,
1-butanol, 2-butanol and 2-methyl-propanol.

S O A Ox
Min 573 2.1 163 29
Max 74.0 7.8 289 15.3

Different isomer groups differentiate the molecules with the same molecular weight, but



with a different number of methyl substituent. In each hydrocarbon class, a distribution

factor defines the percentage of each isomer group. After a convergence study similar to the

NSampling

molecule 17 Samples were chosen.

one realized with the hydrocarbon class layer,
A Gamma distribution drove the molecular weight in each hydrocarbon class, following

the method presented by Riazi et al.!® The distribution is given by the function:

_x-n
a—1 B

a0 = E e

(1)

Table 2: investigated shape and intensity parameters of the gamma function. 7 is the
minimum molecular weight, M., i the investigated mean molecular weight range and «
defines the probability density function shape.

Group n «Q M ean
Min Max Min Max
n-Paraffin 58 1.5 20 85 115
iso-Paraffin 58 1.5 20 82 95
Olefin 70 2.8 10 80 116
Naphthene 70 2 10 80 95
Aromatic 78 2 20 113 128

This function requires four input parameters: x, is the molecular weight of a molecule in
an hydrocarbon class, the three others, a, 5 and 7, are design parameters that characterize
the molecular distribution in each hydrocarbon class. The parameter § can be estimated

with the following formula:!?

- Mmean_n
R 2)

The parameter 7 is the molecular weight of the lightest molecule in the hydrocarbon class.
[ depends on the function shape, «, and on the mean molecular weight of the hydrocarbon
class, Myean. These two parameters were sampled. Their ranges were defined iteratively with
the following procedure. Sets of 20 parameters were generated iteratively, giving raise to 20
fuels after each iteration. At each iteration corresponds different ranges of mean molecular

weight, M can, and shape parameter, a. For each iteration, the distillation cut points of the



20 fuels were calculated. These cut points were compared with the experimental distillation
cut points published by Christensen et al.® (Table 3) to obtain fuels for which the target ON
can be calculated. The best correspondence gave the best range of parameters (Table 2).
The final sample of fuels was generated with LHS within these ranges. As we did not study
the co-variance of the parameters, part of the final fuels did not match with the experimental

cut points. These fuels were removed, resulting in Nﬁiﬁgﬁf = 14 out of 20 fuels.

Table 3: Evaporation characteristics of the investigated gasoline blendstocks mixed with an
oxygenated molecule.® TX refer to the distillation temperature (° C) to get X% evaporated,
SL is the 10-90 slope (° C / %v) and MeABP is the mean average boiling point (° C) as
defined by Riazi.!?

T T10 T30 T50 T70 To0 SL. MeABP
Min 35.85 41.1 58.6 69.9 91.8 163.3 1.21 79.4
Max 62.6 69.8 88.1 103.7 137.25 1745 1.63 1015

The Gamma distribution is continuous over the molecular weight, so, we discretized and
integrated the Gamma function depending on the molecular weight of the molecules in the
fuel. Moreover, it represents the probability density function of a molecule depending on its
molecular weight. Thus, yy, is given by:

f Mk+M+1)/2
My

Vi f(x,cx, B, m)dx

if My, = Mjnin
1 f(Mk+Mlj1)/2 f(x,q, 8, m)dx
YiNg Jgerm by 0% 201

Vi = - (3)
if M, €] M Mypax|

o M
yiN_I; f(1\41;+1\/[1:1)/2 f(X7a> 57 n)dX

if M = Mmax,

\

My is the molecular weight of a molecule k. M, ' and M, are the molecular weights of

molecules respectively lighter and heavier than the molecule k. M™* and M*** are the



minimal and maximal molecular weights in the hydrocarbon class of the molecule k. y; is
the hydrocarbon class volume fraction and ry is the isomer distribution factor of the molecule
k defined in the two previous sections. Several molecules have the same molecular weight
in an isomer groups, such as 2-methyl-1-pentene and 4-methyl-1-pentene. Thus, the isomer
factor was divided by Ny, which is the number of molecules that shares the same molecular
weight with the molecule k in its isomer group.

The number of samples that were simulated is equal to NS2"PH0e x NSampling . \Sampling_ 5950

Thanks to the procedure described before, this high number of fuels defines a homogeneous

training dataset generate a large training dataset for PCA and ANN.

Properties of the investigated fuels

The properties of the simulated fuels and their calculation methods were carefully chosen.
Fuel properties have been characterized for many years. A lot of calculation methods thus
exist. Among all the available references, we selected as many properties as possible in
order to benefit of a large choice of properties to later identify which are the ones that
contains a lot of information (maximal variance). We selected property methods from the
Characterization and Properties of Petroleum Fractions by Riazi,'® the API Technical Data
Book - Petroleum Refining,?® and the Peng-Robinson property package from Aspen HYSYS
(HYSPR) especially developed for hydrocarbon systems.?! We investigated the two octane
numbers, and from the above references we were able to select 13 thermodynamic, 9 chemical
and 7 transport petroleum properties. Some of these 29 properties were calculated with
several methods, which results in 41 candidate inputs properties. Relying on several methods
is a way to increase the number of candidate properties and dig into the highest number of
properties as possible. It is noteworthy that the selected methods are based on a combination
of simple properties such as the specific gravity, which measures the density. Relying on these

simple properties is a way to perform the smaller number of measurements as possible and
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estimate the other properties based on these simple properties. The selected properties are

listed thereafter.

Thermodynamic properties

The distillation curve cut points of ASTM D86 at 5, 10, 30, 50, 70 and 90% are the first
properties. They were calculated with the HYSYS Peng-Robinson EOS package from Aspen
Plus. The mean average boiling point (MeABP) was also calculated and included in the

study. The MeABP depends on the distillation cut points:

MeABP = VABP — ATy, (4)

with the volume average boiling point (VABP):

Tho + T30 + Tso + T7o + Too

VABP =
3

(5)

Txx is the temperature at which xx% of the fuel is evaporated and the correction tem-

perature is defined by:1?
In(ATy) = —1.53181 — 0.0128( VABP — 273.15)%%%7 1 3.646064SL"*% (6)

with SL is the 10-90 slope:
_ Tgo — Tho

SL
80

(7)

The critical volume, pressure, temperature, density and compressibility factors were also
considered. The following relations were adopted to calculate them from properties that are
easily measurable.

The critical volume was calculated with the following formula:

V. =1.7842 x 10*4T§-3829SG71.683 ®)

11



where V. is in em?®/mol and Ty, is the MeABP in kelvin. This formula is accurate for lower
molecular weights such as gasoline blends.
The critical pressure was calculated with two methods. The first is given by the Riazi-

Daubert method:

Pc= 3.1958 x 10°[exp(—8.505 x 107*Tb — 4.8014SG

(9)
+5.749 x 1073ThSG)| Th* 08445 G+ 0846
and the second method to calculate the critical pressure is known as the Cavett method:
log(P.)= 1.6675956 4 (9.412011 x 10~*)(1.8T}, — 459.67)
—(3.047475 x 107%)(1.8T}, — 459.67)*
—(2.087611 x 107°)(API)(1.8T}, — 459.67)
+(1.5184103 x 107°)(1.8T}, — 459.67)° (10)

+(1.1047899 x 10~%)(API)(1.8Ty, — 459.67)*
—(4.8271599 x 107%)(API*)(1.8T}, — 459.67)

+(1.3949619 x 107 %) (APT?)(1.8Ty, — 459.67)%.

The critical temperature was calculated also with two methods. The first is the API

method:?°

T.= 10.6443[exp(—5.1747 x 10T}, — 0.54444S + 3.5995 x 10~*T;,S)] "
11

% Tg.8106780.53691 7
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and the second is the Cavett method:!?

T.= 426.7062278 + (9.5187183x1071)(1.8Th — 459.67)
—(6.01889 x 10~*)(1.8T), — 459.67)°

—(4.95625 x 107%)(API)(1.8Tb — 459.67)

(12)
+(2.160588 x 10~7)(1.8Tb — 459.67)*
+(2.949718 x 107%)(API)(1.8T), — 459.67)°
+(1.817311 x 10~ ®)(APT?)(1.8Ty, — 459.67)%.
The critical density was calculated with:
M

where the critical volume is given by Equation 8. The molecular weight is given by three
methods described in the following section dedicated to chemical properties.

The critical compressibility factor is given by the following relation:

(14)

with the critical properties calculated with Equations 8, 9 and 11

The acentric factor given by the Lee-Kesler method! is also included in the study:

—In(P./1.01325) — 5.92714 + 6.09648 /Ty, + 1.28862In(Ty,) — 0.169347TE (15)
w=
15.2518 — 15.6875/ Ty — 13.47211n (T, ) + 0.43577T ’

with

Ty = T/ Te. (16)
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The last property of the current section is the Watson K factor:

(1.8Ty)?

K:
v SG

(17)

Chemical properties

On top of these thermodynamic properties, chemical properties were included. The oxygen-
to-carbon and the carbon-to-oxygen ratios, the carbon, hydrogen and oxygen weight ratios
were obtained from Aspen Plus by counting the amounts of atoms.

The molecular weight was estimated with three methods. First, the Lee-Kelser method:

M= —12272.6 + 9486.4SG + (8.3741 — 5.9917SG)T},
+(1 — 0.77084SG — 0.020585G?)
% (0.7465 — 222.466/Th)107 /Th (18)
+(1 — 0.80882SC + 0.022265G?)

x(0.3228 — 17.335/T,)10"% /T3,

second, the Riazi-Daubert method:
M = 1.6607 x 10~*T,>19525G ~ 10164, (19)

third, the API method:?°

M= 20.486[exp(1.165 x 107*T,, — 7.78712SC 0
20
_|_11582 X 10_3TbSG)]Té'26007SG4'98308,

Other chemical properties were estimated: the SG, the stoichiometric air-to-fuel ratio,
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and the aniline point calculated with the API method:?°

AP = —1253.7 — 0.139MeABP + 107.8K,, + 868.7SG, (21)

and with the Albahri et al. method:!®

AP = —9805.269R; + 711.85761SG + 9778.7069, (22)

with R; the refractivity intercept defined by:

(23)

| A

where d and n are respectively the density and the refractive index at 20°C and at 1 atm.

Transport properties

Finally, transport properties were included in the study.

The refractive index was calculated with:

1+2I

oy (24

0= (

where I was calculated with three methods. Firstly with the API method:?°

[ =2.266 x 10 2exp(3.905 x 10"*MeABP + 2.468SG

(25)
—5.704 % 10_4MeABP SG)MeABPO'%?QSG_O'”O,
secondly with the Riazi-Daubert method: '
I = 0-3773T];0'022698G0'9182 (26)
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and last, by the method developed by Riazi and Daubert and included in the API-TDB

method: '?

[ =2.34348 x 10 2[exp(7.029 x 10~*T}, + 2.468SG

(27)
—1.0267 x 107*T},SG)| TY05728G 0720,
The refractivity intercept, previous defined by Equation 23 was also included.
The m parameter was also considered:
m = M(n — 1.475). (28)

The liquid and gas thermal conductivity were investigated. The liquid thermal conduc-

tivity at 20°C was calculated with the API method:?°

k = MeABP*#% x (9.961 x 107 — 5.364 x 107% x T) (29)

and with another method developed by the API group:

k = T,%%% x (2.551 x 1072 — 1.982 x 107°T) (30)

where T and T}, are both in Kelvin.

The gas thermal conductivity was calculated with:!®

k = 1.7307E(1.8T},)®SG® (31)

with the constants A, B and C defined as:

A = exp(21.87 — 8.07986t + 1.1298t? — 0.05309t%), (32)

B = —4.13948 + 1.29924t — 0.17813t2 -+ 0.00833t?, (33)

16



C = 0.19876 — 0.0312t — 0.00567t7, (34)

and t is a variable such as
1.8T — 460
t= ———. 35
100 (35)
k is given in W/m.K, and the temperatures T and T}, are in kelvin.

Finally the kinematic viscosity and the viscosity gravity function (VGF) were included

in the study. The kinematic viscosity is given by the API method:!?

log(vgs) =4.9371 — 1.94733K,, + 0.12769K,,>

+3.2629 x 107*API? — 1.18246 x 102K, API

+0.171617KW2 + 10.9943(API) + 9.50663 x 10~2(API)? — 0.860218Kw(API)
API + 50.3642 — 4.78231K,,

(36)
where API is the API gravity.
The VGF was included, calculated with the following relation:
VGF = —1.816 + 3.484SG — 0.1156Invss, (37)

with v3g in mm?/s.

Octane numbers

For what concern the octane numbers, the Bayesian pseudocomponent (PC) method was
adopted. This method was developed in a previous work and allowed us to precisely estimate
the octane number with an uncertainty lower than 2%.1! This model was developed for fuels
mixed with large alcohols studied by Christensen et al.,® so it cannot be used with ethanol,
methanol, methyl tert-butyl ether (MTBE) and ethyl tert-butyl ether (ETBE).

The predicting law is given by the following formulation:

17



ON* =[y]" x ([E(K) o ONpc}> + 0%, (38)

with ¢* the random error, i.e. an unpredictable error due to the measurement method,
"o" the Hadamard product and "x" the Cartesian product.

y is the volume fraction of each hydrocarbon class (saturate, olefin, aromatic, oxygenate),
E(K) represents a correcting factor which corrects the initial PC method and ON,, are the
octane numbers of the PC. More details about these different terms and the calculation

method is described in a previous work. !

Variable selection and structure of the ANN

In the previous section, we selected as many properties as possible to create the model.
Nevertheless, some of these properties might be useless if they do not have a large variance
when compared to the other properties. For this reason, we applied PCA to reduce the
number of properties to be taken into account.

In addition to a dimensionality reduction via feature extraction, i.e., by means of a pro-
jection of a reduced basis of eigenvectors, PCA can also be used to perform feature selection,
i.e., to select a subset of variables from the original number of properties. Thus, among the
41 input variables which were taken into account (i.e., the chemical properties), by means of
PCA coherent subsets of variables were selected (the Principal Variables). Additional infor-
mation regarding the PCA reduction via feature extraction and feature selection is available
in literature.?? 2 Mathematically speaking, by mean of PCA the distribution of the data is
analysed in order to define a new coordinate system where the new directions correspond
to the maximal variance. In addition, in light of the multivariate nature of the input data
considered in the current study (i.e., since the variables have different units and ranges), the
7

operation of centering and scaling are necessary prior to the variable selection process.?

Centering is accomplished by subtracting the mean value, therefore each matrix row can

18



be seen as a fluctuation around the mean. Scaling, on the other hand, is carried out by

dividing the centered observation by a factor d;:

S (Xj — mj) (39)

with d; the scaling parameter. This scaling parameter depends on the scaling method (Auto
scaling, Range scaling, Vast scaling): these scaling methods are accurately described in the
literature and there are only briefly discussed here.??

The Auto scaling relies on the standard deviation as the scaling factor, the Range scaling
employs instead the difference between the maximum and the minimum value for each vari-
able as scaling factor. Finally, Vast scaling relies on the the product between the standard
deviation and the so-called coefficient of variation, defined as the standard deviation divided
by the mean value.

In the current study, we consider an input matrix X of Q) variables (Q—=41) and n observa-
tions (n=5950). By means of PCA, the input matrix X is projected on a basis of orthogonal
eigenvectors, represented by the matrix A in (40), which is obtained by computing a spectral

decomposition on the covariance matrix S associated to X:

1
n—1

S:

XTX = ALAT, (40)

From the basis defined by the eigenvectors A, a submatrix A, can be extracted. This
submatrix is the one whose columns are associated with the largest eigenvalues of L, while
the number of the selected eigenvalues is a value obtained by a convergence study of the
explained variance. When the original data are projected on the reduced basis, Aq, the

scores matrix Zq is obtained as follows:

Zq = XA, (41)
An approximate reconstruction of the original dimensional sample can be obtained after-
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wards by inverting Equation 41:

Xy = ZoAq. (42)

To assess the amount of input data variance being explained by the original dataset,
the eigenvalues matrix can be analyzed. In fact, the eigenvalues which are found on the
diagonal of the matrix L are in descending order of magnitude. Thus, since they represent
the amount of information carried by each PC, the first ones (\;—;. ) are retained and the
last ones (Aj—q+1..q) can be discarded. Finally, the explained variance with q eigen vectors
can be defined as:3°

q
i=1 Ai

Vg = —F——
! ZJQ:1 )‘j

To compare the three scaling methods, 8 eigenvectors were retained, as in this way more

(43)

than the 99% of the original data variance was explained by the lower-dimensional basis. In
addition, the number of variables was reduced to 10, 15 and 20 to compare the performance of
the ANN with each of these number of variables. The Vast method is particularly interesting
compared to the other methods because it allows to reduce the dimensionality even more,
with only 4 eigenvectors. Vast scaling method will be investigated apart from the others to
test the ANN with the lower dimensions as possible, i.e. 5 properties.

Two PCA-based variable selection methods were compared: the Procrustes and the B2

24,2528 which are summarized thereafter but more information can be found in Jolliffe

methods
et al., Krzanowski et al., and D’Alessio et al.?42528

The variable selection via B2 method is accomplished by means of a backward elimination.
As the PCs are obtained as a linear combination of the original variable, and each variable is
represented by a certain weight on a given principal component (PC), it is possible to delete
the ones which are most correlated to the last eigenvectors (i.e, which have the highest

weight). In fact, since the last eigenvectors are associated with the smallest eigenvalues,

they carry a small amount of information, and are often associated with numerical noise
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For the Procrustes method, let us consider X that is to be reduced to a smaller size. First
each variable is iteratively deleted from this matrix, and p matrices X are thus obtained.
PCA then is applied to project both matrices (the full and the reduced, respectively) on
a lower dimensional manifold, and the two corresponding score matrices, Z and Z, are
consequently obtained. A Procrustes analysis is applied to each of these matrices. This
means that p coefficients M? are calculated to evaluate the differences between Z and VA

These coefficients are given by:

~ ) ~

M? = Tr(Z'Z — 7. Z—2X) (44)

where ¥ is the matrix of the values obtained from the singular value decomposition of the
square matrix 7'7.

One additional aspect that was necessary to take into consideration in this study is
represented by the ANN architecture, as no defined rule is available to set the number of
neurons, as well as the number of layers, a priori. Thus, a convergence study a convergence
study was realized to determine the size of the hidden layer, starting with 10 and with up to
300 artificial neurons. The final architecture consisted of one input layer, one hidden layer
and one output layer, each being composed of a variable number of nodes, 42, 20, 15, 10
(up to 5 for the Vast method) for the input layer and from 10 to 300 for the hidden layer.
The output layer is only consisted of two neurons, which are representative for the two ON.
The software Matlab R2018a was used and over the 5950 samples available from the original
input data, 70% of the latter were used to train the model, 15% were used for validation and

15% for testing.

Results

In this section, the different methods are compared. First, the variable selection methods are

compared: Procrustes vs B2. Second, the scaling methods are compared: Auto vs Range vs
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Figure 1: Scheme of the artificial neural network.

Vast (Figure 4). Third, the size of the hidden layer is discussed. Then, the selected variables
are compared with the best methods. Finally, the MSE obtained with the Vast method and
4 eigen vectors is discussed.

First, the Procrustes and the B2 methods are compared by looking at the MSE obtained
with a different size of the hidden layer. This MSE is obtained by computing the error
between the true octane number and the estimated octane number. We can see on figures
2 and 3 that increasing the size of the hidden layer enables us to reduce the MSE because
additional correlations between the input properties and ON can be found. A variable
extraction has to be selected to realize this comparison. We select the Auto method for
two reasons showed by the results below: 1- this method allowed us to reach a low MSE,
2- conversely with other methods, the MSE does not fluctuate a lot when the size of the

hidden layer increases. The Procrustes and the B2 methods are compared on Figures 2 and
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3. The B2 and the Procrustes methods give similar performance. Nevertheless, the selection
via Procrustes analysis was considered to be more robust with respect to the B2 algorithm
because of how the latter are defined. In fact, the selection with Procrustes is accomplished
by means of a geometric comparison of the two scores matrices obtained from the full and
the reduced matrix, respectively, while the selection via B2 is achieved via an elimination
after the inspection of the weights distribution on the last (Q — m) PCs, with Q being the
original dimensionality of the input matrix, and m being the total number of features to be
selected. Thus, the studies in the current section were realized relying on the Procrustes
method. As showed on Figures 2, 3 and 4, the convergence is reached with at least 100
neurons in the hidden layers. Nevertheless, a high variation is still present with up to 180.

Thus, 180 neurons is appropriate.

Mean squared error [ON?]

401 10variables
. 20 variables
- \7" WK/’\\-&-‘\/\ 050
0ot
(I) 160 1é0 360

Hidden layer size

Figure 2: MSE with the Procrustes and the Auto methods. The MSE decreases with the
size of the hidden layer. Moreover, if the number of neurons is higher than 180, the MSE
is not impacted when the number of selected variables decreases. Therefore, the Procrustes
selection method is appropriate.

Second, the scaling methods are compared while the Procrustes method is active as it

provides the best results. As the variable selection method was previously selected, this
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Figure 3: MSE with the B2 and the Auto methods. The MSE decreases with the size of the
hidden layer. Moreover, the MSE increases when the number of selected variable decreases.
Therefore, the variable selection method B2 is not appropriate.

comparison is realized with the lower number of variables, i.e. 10. The three methods are
similar in terms of achieved mean squared error. It is noteworthy that the mean squared
error fluctuates with the Vast method. Therefore, the Auto and the Range method are the
better to predict the ON.

Finally, we compare the selected properties with the best set of methods: Procrustes
with the Auto method, and Procrustes with the Range method. The properties shared by
the two sets of properties are important. They are the following ones: the temperature at
which 10% of the fuel is evaporated, the oxygen weight fraction, the Watson K factor. The
carbon ratio is also an important properties as it appears in the CH weight fraction and in
the OC weight fraction.

The correlations between the 10 principal properties obtained with the two best methods
are discussed thanks to the analysis of the covariance matrix of the scaled variables. These
covariance matrices are represented in Figures 5 and 6. From these figures, we can see that

some of the properties listed in Table 4 are correlated within the methods. It shows that
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Figure 4: Comparison of the scaling methods.

Table 4: 10 principal properties with the combination of the best methods.

Variable selection Procrustes Procrustes
Scaling Auto Range
T10% T10%
0% T70%
n (Eq. 24 and 26) H%
k (Eq. 30) 0%
CH% k (Eq. 31)
Property MW (Eq. 20) 0CY%
SG AP (Eq. 21)
Ky Ky,
P. (Eq. 9) T. (Eq. 12)
Ze d. (Eq. 13 and 20)

similar information are carried by some properties which are not shared between the method.
This is for instance the case for the following properties when the scaling is done with

the auto method:
e the CH ratio (auto method) with the hydrogen fraction (range method).
e the oxygen fraction (auto method) with the OC ratio (range method).

e the refractive index (auto method) with d. (range method).
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e k (auto method) with T, (range method).

e Z. (auto method) with T, (range method).

T10% T70% H% 0% n(Eq.149and 151) k (Eq. 155) k(Eq.156) OC% CH% MW (Eq.145) SG AP (Eq.146) Kw Pe(Eq. 134) Te (Eq.137) de(Eq. 138and 145) Zc

T10% 1.00 0.42 -0.27 0.10 0.52 0.85 0.77 0.09 -0.21 0.85 0.54 0.12 -0.18 - 0.58 0.84 0.19 -0.83
T70% 0.42 1.00 -0.38 -0.16 0.47 0.78 - 0.69 -0.16 -0.42 0.78 0.49 0.12 -0.15 - 0.54 0.77 0.16 -0.76
H% -0.27 -0.38 1.00 -0.06 - 0.86 - 0.37 0.26 -0.05 0.91 - 0.30 -0.86 0.74 0.86 - 0.33 - 0.51 - 0.87 0.17
0% 0.10 -0.16 -0.06 1.00 0.17 0.02 0.02 1.00 0.37 0.00 017 - 0.19 -0.20 0.13 0.06 0.20 0.02
n (Eq. 149 and 151) 0.52 0.47 -0.86 0.17 1.00 0.60 - 0.47 0.17 -0.73 0.54 1.00 - 0.70 -0.90 0.16 0.74 0.91 -0.41
k (Eq. 155) 0.85 0.78 -0.37 0.02 0.60 1.00 - 0.90 0.02 -0.33 1.00 0.63 0.15 -0.20 - 0.69 0.98 0.22 -0.97
k (Eq. 156) -0.77 -0.69 0.26 0.02 - 0.47 - 0.90 1.00 0.02 0.25 - 0.89 -0.49 - 0.21 0.10 0.68 - 0.86 - 0.11 0.88
oc% 0.09 -0.16 -0.05 1.00 0.17 0.02 0.02 1.00 0.37 0.00 0.16 - 0.19 -0.19 0.13 0.06 0.19 0.02
CH% -0.21 -0.42 091 0.37 - 0.73 - 0.33 0.25 037 1.00 - 0.28 -0.73 0.61 072 - 0.25 - 0.45 - 0.72 017
MW (Eq. 145) 0.85 0.78 -0.30 0.00 0.54 1.00 - 0.89 0.00 -0.28 1.00 0.56 0.23 -0.12 - 0.74 0.96 0.14 -0.99
SG 0.54 0.49 -0.86 0.17 1.00 0.63 - 0.49 0.16 -0.73 0.56 1.00 - 0.68 -0.89 0.14 0.76 0.90 -0.43
AP (Eq. 146) 012 0.2 0.74 -0.19 - 0.70 0.15 - 0.21 -0.19 0.61 0.23 -0.68 1.00 0.94 - 0.82 - 0.04 - 0.93 -0.37
Kw -0.18 -0.15 0.86 -0.20 - 0.90 - 0.20 0.10 -0.19 0.72 - 0.12 -0.89 0.94 1.00 - 0.57 - 0.38 - 1.00 -0.03
Pc (Eq. 134) -0.58 -0.54 -0.33 0.13 0.16 - 0.69 0.68 0.13 -0.25 - 0.74 0.14 - 0.82 -0.57 1.00 - 0.54 0.56 0.83
Te (Eq. 137) 0.84 0.77 -0.51 0.06 0.74 0.98 - 0.86 0.06 -0.45 0.96 0.76 - 0.04 -0.38 - 0.54 1.00 0.40 -0.91
dc (Eq. 138 and 145) 0.19 0.16 -0.87 0.20 0.91 0.22 - 0.11 0.19 -0.72 0.14 0.90 - 0.93 -1.00 0.56 0.40 1.00 o0.01
Zc -0.83 -0.76 0.17 0.02 - 0.41 - 0.97 0.88 0.02 0.17 - 0.99 -0.43 - 0.37 -0.03 0.83 - 0.91 0.01 1.00

Figure 5: Covariance matrices obtained with all the scaled variables (with the auto method).
Only the properties listed from Table 1 are reported. Green refer to high positive correlation
(higher than the threshold 0.90. Red refer to high negative correlation (lower than the
threshold -0.9), yellow refer to correlations equal to 1 or -1.

A similar study was done for the range method. The higher correlations are find between:

e the hydrogen fraction (range method) with the CH ratio (auto method), the aniline
point (range method), the Watson factor (auto and range methods) and d. (range

method).
e the oxygen fraction (auto method) with the OC ratio (range method).

e the aniline point (range method) with the Watson factor (auto and range methods)

and d. (range method).

The 10 principal properties listed in Table 4 are correlated between each of the scaling
method. This shows that the octane numbers are correlated with similar properties.

The Vast method is discussed alone as it is the only scaling method that enables to
explain 99% of the variance with only 4 eigen vectors. Unfortunately, the Vast method has
a low prediction capability when the number of properties is decreased up to the maximum,

i.e. 5 properties (Figure 7).
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T10% T70% H% 0% n(Eq.149 and 151) k(Eq.155) k(Eq.156) OC% CH% MW (Eq.145) SG AP (Eq.146) Kw Pc(Eq.134) Tc(Eq. 137) dc(Eq. 138 and 145) Zc

T10% 0.04 0.02 -0.01 o0.01 0.02 0.03 - 0.03 0.01 -0.01 0.03 0.02 0.00 -0.01 - 0.02 0.03 0.01 -0.03
T70% 0.02 0.04 -0.02 -0.01 0.02 0.03 - 0.03 -0.01 -0.02 0.03 0.02 0.01 -0.01 - 0.02 0.03 0.01 -0.03
H% -0.01 -0.02 0.04 -0.00 - 0.03 - 0.01 0.01 -0.00 0.04 - 0.01 -0.03 0.03 0.03 - 0.01 - 0.02 - 0.03 0.01
0% 0.01 -0.01 -0.00 0.08 0.01 0.00 0.00 0.08 0.02 0.00 0.01 - 0.01 -0.01 0.01 0.00 0.01  0.00
n(Eq.149and 151) 0.02 0.02 -0.03 0.01 0.03 0.02 - 0.01 0.01 -0.03 0.01 0.03 - 0.02 -0.03 0.00 0.02 0.03 -0.01
k (Eq. 155) 0.03 0.03 -0.01 0.00 0.02 0.03 - 0.03 0.00 -0.01 0.03 0.02 0.00 -0.01 - 0.02 0.03 0.01 -0.03
k (Eq. 156) -0.03 -0.03 0.01 0.00 - 0.01 - 0.03 0.03 0.00 001 - 0.02 -0.01 - 0.01 0.00 0.02 - 0.02 - 0.00 0.02
0oc% 0.01 -0.01 -0.00 0.08 0.01 0.00 0.00 0.08 0.02 0.00 0.01 - 0.01 -0.01 0.01 0.00 0.01 0.00
CH% -0.01 -0.02 0.04 0.02 - 0.03 - 0.01 0.01 0.02 0.04 - 0.01 -0.03 0.03 0.03 - 0.01 - 0.02 - 0.03 0.01
MW (Eq. 145) 0.03 0.03 -0.01 0.00 0.01 0.03 - 0.02 0.00 -0.01 0.03 o0.01 0.01 -0.00 - 0.02 0.03 0.00 -0.03
SG 0.02 0.02 -0.03 o0.01 0.03 0.02 - 0.01 0.01 -0.03 0.01 0.03 - 0.02 -0.03 0.00 0.02 0.03 -0.01
AP (Eq. 146) 0.00 0.01 0.03 -0.01 - 0.02 0.00 - 0.01 -0.01 0.03 0.01 -0.02 0.04 0.03 - 0.03 - 0.00 - 0.03 -0.01
Kw -0.01 -0.01 0.03 -0.01 - 0.03 - 0.01 0.00 -0.01 0.03 - 0.00 -0.03 0.03 0.03 - 0.02 - 0.01 - 0.03 -0.00
Pc (Eq. 134) -0.02 -0.02 -0.01 0.01 0.00 - 0.02 0.02 0.01 -0.01 - 0.02 0.00 - 0.03 -0.02 0.03 - 0.01 0.02 0.02
Tc (Eq. 137) 0.03 0.03 -0.02 0.00 0.02 0.03 - 0.02 0.00 -0.02 0.03 0.02 - 0.00 -0.01 - 0.01 0.03 0.01 -0.02
dc (Eq. 138 and 145) 0.01 0.01 -0.03 0.01 0.03 0.01 - 0.00 0.01 -0.03 0.00 0.03 - 0.03 -0.03 0.02 0.01 0.03 0.00
Zc -0.03 -0.03 0.01 0.00 - 0.01 - 0.03 0.02 0.00 001 - 0.03 -0.01 - 0.01 -0.00 0.02 - 0.02 0.00 0.03

Figure 6: Covariance matrices obtained with all the scaled variables (with the range method).
Only the properties listed from Table 1 are reported. Green refer to high positive correlation
(higher than the threshold 0.028. Red refer to high negative correlation (lower than the
threshold -0.028).
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Figure 7: MSE with the Procrustes and the Vast methods with the principal variables se-
lected based on 4 eigen vectors. The MSE decreases with the size of the hidden layer. More-
over, the MSE decreases when only 5 properties are considered. Therefore, the Procrustes
selection method is not able to reduce the number of variables to 5.

Finally, the estimated octane numbers and the sensitivity are plotted against the target
data for the combination of the best methods on Figures 8, 9 and 10.

The octane numbers are first discussed followed by the sensitivity. The prediction tends
to be over-estimated for the low octane numbers and slightly under-estimated for the high
octane numbers. To obtain a more precise view of the produced octane numbers comparing

with the target octane numbers, the best and the worst prediction are reported in Tables 5
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and 6. It is noteworthy that the worst values are not the most representative predictions as
majority of the predicted data points fall within a 2% confident interval, as shown on Figures
8 and 9. The prediction ability of 2% is not better than linear by volume blending models,
nevertheless, these predicting models can only be applied for simple fuels which composition
is known. The power of the new model come from its ability to predict the octane numbers of
complex fuels even if the composition is unknown. All the octane numbers are also reported
in the Supporting Information.

The accuracy of the predicted sensitivity increases when the number of input variables
decreases. The best prediction corresponds to a maximal error of 4+ 1 sensitivity point.
Analysing the sensitivity is also a way to evaluate the propensity of the model to correctly
estimate the kinetic behaviour of the fuel. More specifically, it is well known that paraffinic
fuels show negative temperature coefficient (NTC) behaviour with a pronounced low tem-
perature reactivity. Addition of aromatics or alcohols tends to suppress the NTC region.
This observation impacts the sensitivity which increases as the aromatic or the alcohol frac-
tion is added in the studied fuel.3! Thus, the sensitivity for the best predicting method, i.e.
Procustes coupled with the Auto method and 10 properties, was plotted depending on the
different hydrocarbon class fractions on Figure 11. We observe a high impact of the saturate
and aromatic groups on the sensitivity which follow the expected behaviour. The impact of

the oxygenate group is less pronounced although it tends to slightly increase the sensitivity.
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Figure 8: Estimated VS target octane numbers with the Procrustes variable selection method
and the Auto scaling method.
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Figure 9: Estimated VS target octane numbers with the Procrustes variable selection method
and the Range scaling method.
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Table 5: Comparison of the target versus predicted octane numbers with the Procustes and
Auto methods

RON target/predicted MON target /predicted

42 variables

Best prediction 90.6,/90.6 80.3/80.3

Worst prediction 95.8/90 86.9/80.6
20 variables

Best prediction 89.6,/89.6 82.4/82.4

Worst prediction 95.2/90.7 86.3/81.1
15 variables

Best prediction 86.7,/86.7 80.2/80.2

Worst prediction 95.2/90.4 86.9/81.4
10 variables

Best prediction 88.0/88.0 86.7/86.7

Worst prediction 95.2/89.9 86.9/81.1

Table 6: Comparison of the target versus predicted octane numbers with the Procustes and
Range methods

RON target/predicted MON target /predicted

42 variables

Best prediction 88.6,/88.6 77.3/77.3

Worst prediction 95.2/90.2 86.9/81.1
20 variables

Best prediction 90.4,/90.4 76.3/76.3

Worst prediction 95.2/90.6 86.3,/80.9
15 variables

Best prediction 93.6,/93.6 79.1/79.1

Worst prediction 95.2/90.1 86.9/81.1
10 variables

Best prediction 86.5/86.5 87.1/87.1

Worst prediction 94.7/89.6 86.5/80.5
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Figure 10: Estimated VS target sensitivity (RON - MON) with the Procrustes variable

selection method and the Auto and the Range scaling methods.
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Figure 11: Evolution of the estimated sensitivity with the different hydrocarbon class frac-
tions.
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Conclusion

Relying on alternative sources of energy and new energy vectors is a way to achieve the
sustainable development scenario of the world energy outlook. Among the different sources
of energy, heavy alcohols have a particular role to play as they are environment-friendly, they
are an alternative source of energy than fossil fuels and they can reduce the fuel consumption
and the greenhouse gas emissions. Heavy alcohols can be produced via fermentation or
gasification.

In the present paper, a prediction method based on ANN was developed to predict the
octane numbers of gasoline blendstocks mixed with a alcohol among 1-propanol, 2-propanol,
1-butanol, 2-butanol and 2-methyl-1-propanol. Predicting the octane numbers is of major
importance as it is a way to prevent phenomena such as knock that damages the engine.
Moreover, being able to have an easy method to monitor the octane number is crucial due
to the fluctuation of the fuel properties depending on the raw matter to produce the fuel.

The novelty of the proposed model is to be based on chemical and physical properties
which are cheap to evaluate, so that it can be applied even if the composition is unknown,
which is useful for complex fuel whose composition cannot be entirely defined. In contrast,
a predicting models from the literature rely on the whole fuel composition'2.'” The methods
from the literature either require the whole fuel composition and the detailed octane number
of each molecule or PIONAOx hydrocarbon classes while measuring the composition can
be expensive!5.1® Also, the methods from the literature has never been developed for large
oxygenate molecules!*1?.16 Some other models were developed only for pure molecules!® or
for blends of gasoline streams. '3

Additionally, knowing the whole composition or all the octane numbers is not feasible
for complex fuels. Moreover, studying 41 different properties from the literature is also
new and it helped to select some of them applying PCA to study the principal properties.
The principal properties that were found out during this study constitute a new result.

The number of input properties was investigated, from 10 to 41 with a selection method
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driven by PCA. A large number of properties were investigated, so, with the results that
were collected, the properties useful for ON prediction were identified. It was shown that
the number of input properties is not correlated with the size of the hidden layer. Hidden
layers of the same size allowed us to reach similar results whatever is the number of input
properties. Additionally, as long as the size of the hidden layer of the ANN is big enough
(>180 neurons), 10 properties predict the octane number accurately. The 10 properties were
calculated only based on the distillation curve, on the atomic content and on the specific
gravity. So, another novelty of the method comes from the small number of properties that
must be measured and the simplicity of the related measurement methods.

A new feature from the applied methodology is the use of PCA to study the principal
variables in a fuel blend. This kind of study could be realized with the chemical data of fuels
obtained with advanced analytical methods such as NMR or GCxGC.

The current methodology is only applicable for a given type of fuel: a gasoline blendstock
mixed with an oxygenated molecule. As prospects, it would be interesting to compare the
required properties for ON prediction with another type of fuel. Moreover, an experimental
campaign with a large number of fuels would be useful to provide data to validate the current

methodology.
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