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a b s t r a c t 

In this paper, we introduce an approach to discriminate unconventional images and their 

intelligent filtering. As the target data to this issue are huge and consequently, a handling 

approach might potentially be a very time consuming one, one of the major challenges to 

be solved by this introduced approach is its ability for dealing with large-scale datasets. 

A deep neural network might be a good option to resolve this challenge. It can provide 

a good accuracy while dealing with huge databases. In the proposed approach, the new 

architecture is introduced using a combination of AlexNet and LeNet architectures. It uses 

convolutional, polling and fully-connected layers. The results are tested on two large-scale 

datasets. These tests show that the introduced architecture is more accurate than the other 

recently developed methods in identifying unconventional images. The proposed approach 

may be used in different applications such as intelligent filtering of unconventional images 

or medical images analysis. 

© 2020 Elsevier Ltd. All rights reserved. 

 

 

 

 

 

 

 

 

1. Introduction 

Sharing of informative resources such as images and their worldwide distribution are increasing daily by fast growth of

internet and web social media. Although this phenomenon has many advantages such as development of content sharing in

educational and news areas, it has raised some concerns in this area too. There are concerns like distribution of unwanted,

offensive and porn images on internet websites. This problem shows the importance of unconventional images filtering.

Also, there are many social sites that they have a small percentage of unconventional images. In the absence of suitable

intelligent filtering, the government is forced to filters the whole sites. According to the vast usage of internet users, the

feeling of dissatisfaction is created among internet users. In fact, employing an intelligent filtering enables internet users to

access many sites. But it limits users to access some sites such as porn images. In this paper, we present an approach for

identification of unconventional images that is important in the intelligent areas. 
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Using internet as an important reference for students in the education usually has many risks for society. There are risks

such as access of kids to porn images. According to above mentioned cases, legal constrains are usually applied to access to

unconventional images for individual under 18 years (legal age) [1] . With regard to the widespread usage of this information,

applying constrains cannot solve all the related problems. Therefore, in recent years, many research studies have employed

image processing for designing a filtering system in order to intelligent filtering of unconventional images. We are unable

to identify and separate unconventional images easily, due to the nature of image structure and their complexity. 

In some of related studies, skin color and related features have been used for identification of unconventional images.

The first step in recognition of these images is detection of pixels associated with skin color. But these pixels are not trusted

enough for identification of unconventional images [2] . 

Considering the above mentioned issues, it is very important to design a powerful system for analyzing images and their

intelligent filtering. On the other hand, in recent years, deep neural networks have been used to identify and recognize

images in a large data set [3] . Therefore, in this paper, a comprehensive system based on deep neural network learning with

a new structure has been introduced for intelligent filtering of unconventional images. This new structure is fully described

in Section 3.2 . The methods presented in this study have been evaluated on extracted color images of different web pages.

Also, the results of new methods are reported on color images. But most of these results can also be evaluated on gray

images. The results show a better performance of this method than the other state of the art methods. 

In the second part of this article, we will introduce the related work in the field. In the third section, deep neural

networks and the proposed network architecture are expressed. In the following, we introduce the data set, performed tests

and also their analysis. Finally, the conclusion of the paper and future work are presented. 

2. Related work 

In recent years, many studies have focused on identification of unconventional images. The filtering of unconventional

images based on content and intelligent filtering are of the most important topics in these studies. In general, statistical

classifiers [4] and statistical image detectors [5] are used in this type of filtering. In these classifiers, images are divided

into two categories: conventional and unconventional images. In general, previous studies for recognition of unconventional

images are divided into four categories: (a) methods based on detection of human body structure, (b) methods based on

image retrieval, (c) methods based on visual words and (d) methods based on skin features. In the following, we introduce

and describe the related work based on this categorization. 

Methods based on the human body structure have been emerged in references like [6] since 1996. In these methods,

areas associated with skin color are detected at first. Then, depending on body structure information and extractive areas

of skin color, areas related to human body are recognized. Finally, the unconventional images are recognized according to

areas extracted from human body. It is difficult to find a comprehensive model of human body anatomy, considering the

non-rigid nature of human body and various states of body in images. A good model for human body structure has not yet

been presented. Therefore, methods based on human body structure have low accuracy. 

The purpose of image retrieval based methods is to obtain the best visual matching for identification of subclasses of

dataset. In this method, the unconventional images matching input images are extracted from database. If the number of

matching unconventional mages exceeds the specific threshold, the input image is recognized as unconventional image.

In these methods, image recognition is largely dependent on database. According to the frequency of conventional and

unconventional images in different shapes, it is difficult to create a complete database. In these methods, in order to improve

the recognition accuracy, it is essential to use a large number of samples which reduces the identification time at the test

stage [7] . 

In recent years, the researchers have focused on the identification of images based on visual words. This method has

attained many attentions and has become popular in classification of objects recently [8] . According to the definition [8] , vi-

sual words refer to the small pieces of images which contain information related to color, object or texture. The researchers

have presented a method for image analysis inspired by text content analysis. According to these methods, an image is con-

sidered as a combination of words; therefore, the content analysis used in semantic annotation is used for recognition of

unconventional images. In these methods, the visual words are extracted in order to describe semantic content of images;

then bag of word (BoW) model is presented for recognition of unconventional images. The visual words and semantic infor-

mation of associated tags are used in order to estimate the relationship level between BoW model for recognition of tags

available in image and unconventional images. 

In the methods based on skin features, the recognition of images can be considered as a classification task [9] . Accord-

ing to these methods, color and texture features are extracted from the skin; then pattern classifiers are used in order to

recognize and classify images [9] . Many of recent related works have been dedicated to these methods. These methods are

divided into three general categories: (a) methods based on color information, (b) methods based on shape information, and

(c) methods based on descriptors of local features. Methods based on (pixel) color features are used in recognition of skin

areas. In reference [10] , more than 20 0,0 0 0 images are selected from conventional and unconventional sites; the amount of

hue in conventional images is very different to the amount of hue in unconventional images ( Fig. 1 ). Every pixel of image

can be classified as a skin or non-skin pixel. The methods usually classify pixels by SVM classifier [9] , multi-layer perceptron

(MLP) artificial neural networks (ANN) classifier [10] and decision tree classifier [7] . 
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Fig. 1. The comparison between the results obtained from the distribution of the amount of hue in images extracted from conventional and unconventional 

websites [10] , the normalized value of the hue by an angel between 0 and 360 ° is calculated according to the definition of the HSV color space. (A) 

Conventional images, (B) unconventional images. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The second category of intelligent filtering methods based on skin is the category of methods based on shape informa-

tion [10] ; these methods use handmade features [4] and not automatically extracted features [11] . These methods focus on

recognition of skin areas. Also, a number of features based on image area descriptors have been used in these methods. The

features used in this category can be divided into five subcategories including (b.1) features based on contour, (b.2) features

based on moments, (b.3) features based on geometric constrains, (b.4) features based on color segments and (b.5) features

based on MPEG features. 

The third category of intelligent filtering methods based on skin contains the methods which use the feature vector to

describe an area of image. In these methods, key points are selected by sparse sampling of images. These key points are

used as features for recognition of similar images. SIFT [12] and probabilistic latent semantic analysis (PLSA) [13] can be

considered as two researches associated with these methods. 

The main challenge in all these methods is to extract an effective and useful feature set for discrimination of conventional

and unconventional images [8] . At first, the features of images are extracted then classification of images is done. The

classifier performance is depended on features extracted in its previous stage. In this paper, the machine learning with

deep convolutional neural networks has been used to extract the features and classification simultaneously. In this paper,

intelligent identifications and filtering of unconventional images based on DNN has been done. Therefore, the next section

is dedicated to DNN. 

3. Deep neural network 

Nowadays, the ANNs are used as classifier in any classification task since they have suitable capability for learning new

and combined features. The deep neural network (DNN) is a model of ANN family that is used for learning of nonlinear

transformation on data. The most important difference between a DNN and a regular ANN is its capability in recovering

data in each layer. In another word, the DNN keeps features space information by modeling the distribution of data in each

layer. The DNNs have more generalization power on test data and there is no overfitting in the DNNs. In fact, in the regular

ANNs, layers with full connectivity are wasteful. On the other hand, the large number of parameters in the regular ANNs

increases the possibility of overfitting. However due to use of weight sharing methods, local receptor field, spatial down

sampling, the probability of overfitting is reduced in the DNNs. 

The extraction of meaningful hand-crafted features is difficult in some applications. Therefore, the extraction of features

based on learning is so important. DNNs have become very popular due to their flexible design and formulas to solve

different problems and also they have been applied particularly in the medical image processing area for precise operations

[3] . Deep learning is based on multilevel learning of various representations on a hierarchical structure. In deep learning,

the top level concepts are defined based on low level features and the low level concepts help to define top level concepts

[3] . The main purpose of deep learning is to extract intelligently the features in several learning steps. 

There are different types of DNNs such as convolutional neural network (CNN), deep belief neural network (DBNN), long

short-term memory and etc. One of the DNNs used in the image processing is the CNN which is employed in this study. In

the following, we will describe it. 

3.1. Convolutional neural networks 

The inputs of CNNs are images. In the structure of this type of networks, the main methods such as weight sharing, local

receptor field and spatial down sampling is used. This network is partly similar to a biological vision system. Conceptually,

the CNNs can be considered as a system of multiple hierarchical detectors connected together. 
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Fig. 2. The proposed CNN architecture for discriminating unconventional images from conventional images. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In the first layer of this network, regularly non-linear template matching is done with proper location resolution and the

main features of the input data are extracted. Since a kernel function with a neighborhood locality for each point is used,

the template matching is nonlinear. Next layer recognizes the presence of a spatial combination of previous features. Down

sampling is sometimes accompanied by this CNN. In this case, next layer performs pattern recognition on a wider spatial

scale and a lower resolution. The large number of inputs can be processed by using the down sampling characteristic of the

CNNs in spite of their limited amount of tunable weights. 

The main core of the CNNs is the convolutional layer. This layer consists of neurons in the form of three dimensional

masses with specific width, elevation and depth. The number of neurons per mass is determined depending on the input

image space. The output of this layer forms a mass with spatial distribution that is processed by the next convolutional

layer and it is finally transferred to the output layer. In fact, the next layer is obtained by sliding a filter on the current layer

mass. 

The existence of down sampling or pooling layer among other layers decreases the clarity of the subsequent layers.

The pooling layer is usually located between convolutional layers. This pooling layer reduces image size (and subsequently

computational cost of DNN) and it also controls overfitting. The pooling layer operates independently on every depth slice

of the input mass and resizes it in terms of location. On the other hand, it should be mentioned that this layer has the

property of spatial translation invariance. In fact, it is reliable to displacement. There are many polling functions such as

maximization and averaging functions. 

In general, activation function layer is located before the polling layer. In this layer, an activation function is applied on

each neuron. As mentioned before activation function is used as a rectified linear unit (ReLU). In general, the normalization

layer is located after this layer. A detailed description is provided in Section 3.2 . The next layer in these networks is fully

connected layer (FC). Neurons in a fully connected layer have full connections to all neurons in the previous layer (as seen

in regular ANNs). Their activations can be computed with a matrix multiplication followed by addition of a bias offset. 

According to the above explanation, a CNN consists of input, convolution, activation function, normalization, pooling and

fully connected layers. In this type of network, the number of convolutional layers and pooling layers, the size of filters,

the number of neurons and the connect structure between neurons, should be exactly specified. Common back propagation

used in training regular ANNs can also be employed for training of a CNN [11] . 

LeNet consists of a convolutional layer followed by a pooling layer, another convolutional layer followed by a pooling

layer and then three fully connected layers. AlexNet network contains a convolutional layer followed by a pooling layer,

2 convolutional layers, 2 pooling layers and 2 fully connected layers respectively. In fact, in the outdated networks, it is

common to locate the pooling after convolutional layer. In this study, proposed method is based on AlexNet architecture

and it is presented in the following. 

3.2. Proposed CNN architecture 

Design of the network architecture is very influential in the performance of proposed system. In the proposed method, a

new architecture is presented by the combination of AlexNet and LeNet architecture. In this new method, the convolutional

and pooling and fully connected layers are used. Parts of selection of each layer are like AlexNet where several convolutional

layers respectively with activation function ReLU have been used. In this architecture, some parts are like LeNet where

each convolutional layer is followed by a pooling layer. It has been empirically shown that this architecture has a good

performance in unconventional images recognition. In the following, we explain the structure of the proposed architecture

depicted also in Fig. 2 . The proposed architecture is as follows. The proposed architecture contains several parts. Each of
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the first two successive parts includes a convolutional layer, a ReLU activation function and a pooling task. The third part

contains a convolutional layer and a ReLU activation function layer. The fourth part includes a convolutional layer, a ReLU

activation function and a pooling task. Each of the last three parts includes a fully connected layer and a ReLU activation

function. 

The activation function layer applies an activation function to all neurons. This function doesn’t change the size of mass

in previous step. ReLU activation function with input of x is shown as max (0, x ). ReLU activation function improves the

convergence rate of random descending gradient than sigmoid function and hyperbolic tangent. This approach is simpler

than other functions [11] . 

In the proposed network, the input image size is of size 226 × 226 × 3 and each of the 96 used filters is of size

10 × 10 × 3 along with stride 4. Therefore, the output of first layer is a mass of the size 55 × 55 × 96 (note that 55 =
226 −10 

4 + 1 ). The number of parameters in this layer is 28,896 (note that 28,896 = (10 × 10 × 3 + 1) × 96). The number

of computations is 87,410,400 in this layer (note that 87,410,400 = 28,896 × 55 × 55). Then, ReLU activation function is

applied. After that, at the maximum pooling task in the first layer a filter 3 × 3 with the stride 2 is applied. Therefore, the

output mas of the first layer after maximum pooling task is of the size 27 × 27 × 96 (note that 27 = 

55 −3 
2 + 1 ). Then, a

normalization is done. 

The input mass size of the next layer is 27 × 27 × 96 and each of the 256 used filters is of size 5 × 5 × 96 along with

stride 1 and padding 2. Therefore, the convolutional output of the second layer is a mass of the size 27 × 27 × 256. The

number of parameters in this layer is 614,656 (note that 614,656 = (5 × 5 × 96 + 1) × 256). The number of computations is

448,084,224 in this layer (note that 448,084,224 = 614,656 × 27 × 27). Then, after ReLU activation function, the maximum

pooling task in the second layer is just like the maximum pooling task in the previous layer; therefore, the output mas

of the second layer after maximum pooling task is of the size 13 × 13 × 256 (note that 13 = 

27 −3 
2 + 1 ). Then, another

normalization is done. 

The input mass size of the next layer is 13 × 13 × 256 and each of the 384 used filters is of size 3 × 3 × 256 along with

stride 1 and padding 1. Therefore, the convolutional output of this layer is a mass of the size 13 × 13 × 384. The number of

parameters in this layer is 885,120 (note that 885,120 = (3 × 3 × 256 + 1) × 384). The number of computations is 149,585,280

in this layer (note that 149,585,280 = 885,120 × 13 × 13). The maximum pooling task is not available in this layer and only

ReLU activation function is applied; therefore, the output mas of this layer is of the size 13 × 13 × 384. 

The input mass size of the next layer is 13 × 13 × 384 and each of the 256 used filters is of size 3 × 3 × 384 along with

stride 1 and padding 1. Therefore, the convolutional output of this layer is a mass of the size 13 × 13 × 256. The number of

parameters in this layer is 884,992 (note that 884,992 = (3 × 3 × 384 + 1) × 256). The number of computations is 14 9,563,64 8

in this layer (note that 14 9,563,64 8 = 884,992 × 13 × 13). ReLU activation function is applied and then the maximum pooling

task just like the first two layer is applied; therefore, the output mas of this layer is of the size 6 × 6 × 256 (note that

6 = 

13 −3 
2 + 1 ). The next layers like a perceptron neural network have fully connected layers. Each layer contains 4096, 2048

and 1024 neurons. It means that the first fully connected layer contains 4096 neurons. The number of parameters and

the number of computations are 37, 748, 736 (note that 37, 748, 736 = 6 × 6 × 256 × 4096). Then, ReLU activation

function is applied. The second fully connected layer contains 2048 neurons. The number of parameters and the number of

computations are 8, 388, 608 (note that 8, 388, 608 = 4096 × 2048). Then, ReLU activation function is applied again. The

third fully connected layer contains 1024 neurons. The number of parameters and the number of computations are 2, 097,

152 (note that 2, 097, 152 = 2048 × 1024). Then, ReLU activation function is applied again. 

The result of all convolutional operations is equal to a large matrix multiplication. This operation produces the result of

multiplication point between all filters and points of the receptive fields. All parameters of convolutional layers and those

of fully connected layers are respectively 2,413,664 and 48,234,469, i.e. 4.77% and 95.23% of total parameters. All forward

computations of convolutional layers and those of fully connected layers are respectively 834,643,552 and 48,234,469, i.e.

94.54% and 5.46% of total computations. 

Finally, the output layer includes the output and rating categories. In this paper, the output layer is the rating of conven-

tional and unconventional categories. In the application of intelligent filtering of images, the images can be categorized as

porn, non-porn and porn-like images. According to our study, the images are categorized as conventional and unconventional

images. The porn and porn-like images are assumed to be in the unconventional images category in this article. 

In general, the normalization of data is performed on the output of the activation function [11] . The ReLU activation

function have the desirable property that they do not require input normalization to prevent them from saturating. However,

the normalization presented in Eq. (1) is used to more generalizability of this algorithm. 

˙ v i xy = 

v i xy (
C + a 

∑ min ( K−1 ,i + n 2 ) 
j= max ( 0 ,i − n 

2 ) 

(
v j xy 

)2 
)B 

(1)

where v i xy is the activity of a neuron computed by applying i th kernel at position ( x, y ) and 

˙ v i xy is the normalized v i xy ,

the parameter K is the total number of kernels in the current layer, the constants C, n, a and B are hyper parameters

whose values are determined using a validation set. In this paper, we used C = 2, n = 5, a = 10 −4 , B = 

3 
4 . The pooling

layer decreases spatially the input image in each deep cutting. As it mentioned before, there are many pooling function for

convolutional networks which the most introduced of them is the maximum (or max) polling function. This function is a

non-linear down-sampling function that is used to identify the most important features. Batch size is an important factor
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affecting performance of deep learning based methods and should be selected carefully [14] . Training algorithm in DNN is

also important. DNN is trained by stochastic gradient descent, in this paper [14] . Batch size is also set as noted by [15] . 

Three types of the proposed model have been used: (1) the proposed model with randomly initialized weights and fully

trainable weights denoted by random fully trainable proposed model (RFTPM), (2) the proposed model the weights of whose

four CLs are initialized by AlexNet and with fully trainable weights [11] denoted by fully trainable proposed model (FTPM),

and (3) the proposed model the weights of whose four CLs are initialized by AlexNet [11] and frozen throughout training

phase denoted by half trainable proposed model (HTPM). 

4. Experimental study 

In this part, data collection, the evaluation metrics, the baseline methods and comparison of the proposed methods

and other methods in unconventional images recognition are presented. The experimentations of this article have been

performed on a computer with core i7 2.67 GHz, 4 cores, and 4 GBs of memory. 

4.1. Benchmark datasets 

The NPDI porno dataset [16] consists of about eighty hours of 400 porno videos and 400 non-porno ones. 10,340 con-

ventional images and 6387 unconventional ones have been extracted totally from these videos. We name this dataset as

NPDI. 

118,305 porn (unconventional) images and 302,177 non-porn (conventional) ones have been gathered into a handmade

dataset. The unconventional images have been collected from some porno websites through web-crawler. After removing

conventional images among them by hand, 98,361 unconventional images remain. The conventional images also contain

all types of images: those with partially undressed people (as hard samples), those with normally dressed people (as easy

samples), and those without people (as very easy samples). A 98,361 randomly chosen conventional images are added to

98,361 unconventional images. We consider it as our handmade dataset. 

Each dataset is randomly partitioned into three parts with the sizes of 52.8%, 13.2% and 34%. The part with 52.8% of all

samples is considered as training set. The part with 13.2% of all samples is considered as validation set. The last part is used

as test set. 

4.2. Evaluation criteria 

The quantitative criteria such as precision rate (PR), recall rate (RR), accuracy rate (AR) and f-score rate (FR) are used in

order to demonstrate the recognition performance of the proposed method in unconventional images. These criteria are used

in several studies for evaluation of unconventional images recognition methods [10] . PR criterion is based on the prediction

accuracy of the classifier. It also indicates the amount of classifier output confidence. It is computed based on Eq. (2) . 

P R = 

T P 

T P + F P 
(2) 

where TP (true positive) is the number of the unconventional images which are assigned to unconventional class by classifier

and FP (false positive) is the number of the conventional images which are wrongly assigned to unconventional class. RR

criterion indicates the performance of the classifier according to the occurrence of a particular class. It is computed based

on Eq. (3) . 

RR = 

T P 

T P + F N 

(3) 

where TP is true positive and FN (false negative) is the number of the unconventional images which are wrongly assigned

to conventional class. FR criterion is the combination of PR and RR criteria. The FR criterion is computed based on Eq. (4) . 

F R = 

2 × RR × P R 

RR + P R 

(4) 

The AR criterion is computed based on Eq. (5) . 

AR = 

T P + T N 

T P + T N + F P + F N 

(5) 

A receiver operating characteristic (ROC) curve is a graphical plot that illustrates the diagnostic ability of a binary classi-

fier system as its discrimination threshold is varied. It is a comparison of two operating characteristics (TP rate and FP rate)

as the criterion changes. The ROC curve is also another method of our evaluation. The ROC area under curve (AUC) is also

another used metric for our experimentations. 
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Fig. 3. The training and validation errors during learning on (a) AlexNet (b) the CNN RFTPM. 

Table 1 

Comparing the confusion matrices of the proposed CNN (i.e. RFTPM) and AlexNet on the test data of NPDI (top) and 

handmade (down) da Table 2 tasets. 

Predicted as unconventional Predicted as conventional 

FTPM AlexNet FTPM AlexNet 

Real unconventional TP FN 

2079 2030 93 142 

Real conventional FP TN 

144 170 3372 3346 

Real unconventional TP FN 

32,550 32,001 893 1442 

Real conventional FP TN 

786 1236 32,657 32,207 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.3. Baseline methods 

Bag-of-Visual-Words (BoVW) along with principal component analysis (PCA) on SIFT features and Gaussian Mixture

Model (GMM) [17] denoted by BoVW1, BoVW along with support vector machine (SVM) with polynomial kernel [18] de-

noted by BoVW2, Mask-SIFT with classifier ensemble [19] denoted by Mask-SIFT, Random Forest [1] denoted by RF, ANN

[20] denoted by ANN, BoVW along with ORB features [21] denoted by BoVW3, CNN with CaffeNet architecture [22] denoted

by CaffeNet, CNN with ImageNet architecture [11] denoted by ImageNet, SIFT features based classification [12] denoted by

SIFT, texture and visual features based model [23] denoted by TVFM, skin-shaped features based model along with classifier

ensemble [24] denoted by SSFM, and content based image recovery model [25] denoted by CIRM are the baseline of this

work. 

4.4. Experimental results 

In the used benchmark dataset, two third of all data points are considered as training data during training phase and

one third of them are considered as test data during testing phase. In the training phase, one third of training data points

are used for validation task. 

At first, there is a comparison between famous architecture AlexNet and the proposed architecture. Fig. 3 indicates the

obtained results of classification in the training and validation stages with the proposed CNN architecture and AlexNet [11] .

As shown in Fig. 3 , the proposed CNN (i.e. RFTPM) outperforms AlexNet in the training data. The proposed architecture has

shown less error rate than the AlexNet method. The comparison of both architectures is shown in Table 1 separately on the

test data on NPDI benchmark. TP rate and FP rate criteria are used for comparison. TP rate is the ratio of correctly identified

unconventional images to the total unconventional images. FP rate is the ratio of wrongly identified conventional images

to the total conventional images. Table 1 separately shows the results of the same models on the test data on handmade

benchmark. 
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Table 2 

The experimental results of different scenarios of the proposed CNN comparing with state of the art methods on NPDI 

dataset. 

Measure FR AR RR PR Time per image in second 

Method Train time Test time 

TLANet 89.20% 89.27% 88.62% 89.78% 0.07 0.090 

AlexNet 92.86% 92.82% 93.46% 92.27% 0.63 0.089 

HTPM 92.86% 92.80% 93.63% 92.11% 0.06 0.083 

RFTPM 94.61% 94.54% 95.72% 93.52% 0.56 0.075 

FTPM 95.06% 95.00% 96.19% 93.96% 0.36 0.076 

Fig. 4. The results of the proposed CNN (i.e. HTPM) against other state of the art methods in terms of different criteria on the test data of NPDI (top) and 

handmade (down) datasets. 

 

 

 

 

 

 

 

According to Table 1 , the obtained result of the proposed CNN architecture (i.e. RFTPM) has a better performance than

AlexNet architecture on the testing data. Table 2 shows the criteria introduced in the evaluation section in all proposed ar-

chitectures and traditional AlexNet and transfer learning AlexNet (TLANet). The CNN with AlexNet and TLANet architectures

are used as the main configuration [11] , because, there has not been any research for recognition of unconventional images

through a CNN with AlexNet architecture. TLANet indicates the AlexNet where only the last layer is trainable and other

layers are initialized by its traditional weights from [11] . The results indicate that convolutional networks with the proposed

architecture have better performance than AlexNet and TLANet architectures. Among the RFTPM, FTPM, and HTPM, the FTPM
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Fig. 5. The ROC of the proposed CNN (i.e. HTPM) against other state of the art methods on handmade benchmark dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

is superior to others. Table 2 presents the consumed time in training and test phases for each image. The comparison of

running time of algorithms indicates that performance of the proposed CNNs is improved in comparison to the reference

methods at the training and test phases. Indeed, FTPM has an acceptable consumed time in training and test phases for each

image comparing to AlexNet and RFTPM architectures. While HTPM and TLANet have less consumed time in training and

test phases for each image, they are weaker in performance. From here on, HTPM is considered to be the proposed method.

Fig. 4 indicates the comparison of the proposed CNN method and the other state of the art methods for recognition

unconventional images. According to the obtained results, the DL method has suitable performance, and the CNN with

the proposed architecture has shown the best performance. In the intelligent filtering of images in addition to correctly

identifying the unconventional images, it is so important to correctly recognize conventional ones. Therefore, the proposed

method performs better than other presented methods. 

AR is not sufficient to confirm which method is superior, because there are many hidden factors during experimentations.

A nonparametric Wilcoxon test is used to demonstrate if the proposed method is superior to others with a p -value lower

than 0.05 (i.e. 95.00% confidence test). Our experiment is repeated 30 times as our samples during the test. The p-values

for the accuracy of different models on NPDI and handmade datasets are respectively 0.04 and 0.03. ROC curve of different

models and proposed CNN have been depicted in Fig. 5 on handmade dataset. 

5. Conclusions and future work 

Vast increase of internet access and significant growth of web based broadcasters have currently resulted in distribution

and sharing of informative resources such as worldwide images. Although this kind of sharing may bring many advantages,

there are also disadvantages, such as access of kids to porn images, which should not be neglected. While models based

on deep learning have been among the best ones in image and vision understanding tasks, its application in pornographic

filtering has been ignored. Therefore, in this paper, an attempt is made to propose an approach for classification of the

unconventional images and their intelligent filtering employing a deep learning based model. In this study, a method based

on convolutional neural network with a new architecture is proposed. A standard NPDI dataset and a handmade dataset

have been used as benchmark. The obtained results on two benchmarks indicate that the proposed method is far more

accurate than the other methods recently developed in terms of many criteria. Also, by an ablation analysis, we investigate

the effectiveness of each subsection in our method in detail. The statistical nonparametric Wilcoxon test is used and it

approves the superiority of our method to the other ones is significant. We showed that the proposed method is not only

the superior one in terms of accuracy among all compared method, it is also more the superior one in terms of scalability

among them. As a future work, effect of using an ensemble of our model can be investigated. Using other deep models can

be another direction for future work. Using simultaneously deep features and handmade features can be considered to be

another direction for future work too. 
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