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Automatic Geo-referencing of BIM in GIS Environments Using Building Footprints

Abdoulaye A. Diakité∗, Sisi Zlatanova

Faculty of Built Environment, GRID Lab, University of New South Wales, Sydney, Australia

Abstract

The integration of Building Information Models (BIM) in environments such as Geographic Information System

(GIS) is currently one of the main investigated research problem in the urban spatial information community. Among

the several issues that are involved in the adequate realisation of such type of integration, one particularly relevant to

the GIS world is the geo-referencing of data coming from the BIM domain. The latter, which is inherited from the

Computer Aided Design (CAD) world, often relies on local coordinate systems and thereby provides models with no

or wrong information with respect to their actual geographic position. Based on well-known processes in the field of

computer vision, this paper proposes an automatic framework that allows to transform the local coordinates of a BIM

model into its real world geographic coordinates. Starting from a geo-referenced 2D polygon of the building (footprint

or vertical projection), our method directly applies a rigid motion transformation to a corresponding 2D projection

generated from the BIM model in order to obtain the transformation matrix that will align the geometry of the BIM

to the map’s one. In comparison with the most common approaches of shape alignment and rigid body transformation,

our approach requires neither the input polygons to have the same number of points nor their sequence of points to be

corresponding, allowing thereby to maximize the automation of the process while still providing accurate results. Several

cases of BIM geo-referencing are presented and discussed. Furthermore, our experiments show that centimeter accurary

can be reached in the alignment process.

Keywords: Geo-referencing, BIM-GIS integration, 3D urban model, Geographical environment, Digital Twins
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1. Introduction

Geo-referencing an object consist in transforming its

geometric coordinates such that, when printed on a map,

the object is placed at the right geographical location and

is well aligned with the other map features. It is a common5

process in Geographic Information Systems (GIS), mainly

for the integration of data from different sources and spa-

tial analysis that account for the geographical context.

This is achieved by projecting all the features on a map
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Diakité), s.zlatanova@unsw.edu.au (Sisi Zlatanova)

that uses a common coordinate reference system (CRS).10

Such map provides geographical coordinates based on spe-

cific projection of a global coordinate system [1]. Thereby,

GIS-based urban models include geo-referencing steps by

default in their processes.

On the other hand, Building Information Modelling15

(BIM) comes with a more construction centred point of

view for modelling 3D urban features. Inherited from the

Computer Aided Design (CAD) world, models from the

BIM world are often represented on the basis of a local co-

ordinate systems specific to the software tools that produce20

them. Consequently, they are generally delivered with
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none or inaccurate information about their geographic lo-

cation [2]. But since BIM models are a rich source of

information at a design stage (and beyond, although they

get outdated) and GIS models provide a good support for25

city planning, their integration became quickly a critical

issue to tackle for the spatial information community [3].

Hence, the issue of geo-refencing BIM models in GIS en-

vironment became also one of the main challenge to the

integration process. In theory, the most straightforward30

way to solve the issue would be to integrate some geode-

tic information related to the constructions represented

by BIM models. For example, the Industry Foundation

Classes (IFC) which is the most renown open BIM stan-

dard (ISO 16739-1), provides several classes that allow to35

describe the geographic location of the model, along with

its geometric and semantic information. However, those

classes are almost never informed properly in practice [2],

because such information is not critical to their primary

use (design phase). Therefore, the common way to solve40

the issue is to manually correct the localization of the BIM

models with their original modelling tools, which is tedious

and restrictive.

In this paper, we propose an automatic approach that

solves the problem quicker and robustly. Assuming that45

one has, on the one hand, a map polygon feature with

the correct geographic coordinates of the model to geo-

reference and on the other hand the geometric informa-

tion of the latter, our algorithm can efficiently retrieve the

correct transformation matrix to apply to the geometry of50

the BIM model so that the latter is fully geo-referenced

on the chosen map. Our method relies on a combination

of several pattern recognition approaches that are utilized

and improved in a way that overcome their limitations,

which are requiring shapes of same number of points as55

input or prior knowledge of corresponding points. The 3D

geometries of the BIM models are Z-projected and simpli-

fied as convex hull, similarly to the polygon features from

the map, to improve the processing time while returning

precise matching results. To test our approach, a set of 660

BIM models of different building styles are geo-referenced

and visualized on a GIS map.

The rest of the paper is structured as follow. Section 2

explores the existing literature of methods that attempted

to solve the issue. Section 3 provides step by step the65

details of our approach. In Section 4 we show the results

of our experiments on six chosen BIM models of different

complexity. Finally, we end the paper with a discussion in

Section 5.

2. Related work70

The need for geo-referencing BIM models has been

widely recognized in the GIS literature. The problem can

be seen as a feature alignment/matching issue, which has

been extensively studied in the field of photogrammetry.

Nevertheless, there is still a clear lack of practical solutions75

to address this issue in an automatic way. In this section

we will explore the most relevant works dealing with the

problem.

2.1. BIM/GIS integration

The integration of BIM and GIS information has gained80

a great attention in the last decade [4]. BIM models are

strong in representing detailed building information at a

construction scale. This allows to feed a wide range of ap-

plications such as indoor navigation [5, 6], thermal com-

fort [7], building energy modelling [8], etc. GIS models are85

strong for representing large scale urban environments and

thereby support a wide range of applications as well, e.g.

hydrology [9], urban planning [10], and many more with

the development of 3D GIS [11]. With BIM providing a

highly detailed point of view, and GIS a global one, it be-90

came rapidly obvious that the integration of both domains

would benefit to several applications in performing better

spatial analysis (e.g. for emergency response [12, 13] or

building site assessment [14]).
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However the task is not trivial and several issues hin-95

der the process [2]. The common approach that is adopted

in terms of BIM/GIS integration is to bring information

from the BIM domain into a GIS environment [3]. Con-

sequently, the geo-referencing issue becomes one of the

main problems in such scenario. Döllner and Hagedorn [4]100

emphasized on the necessity of geo-referencing CAD/BIM

data for integration with GIS. They proposed a mecha-

nism at the client side of their web service framework for

the user to define the geospatial position of their CAD

data, under the WSG84 reference system. Although no105

clear details of the process were given in the paper, the

approach seems to expect the users to provide the extra

information required for calculating an offset vector defin-

ing the correct geographic position of the features. It is

also not clear if the rotation is taken into account in that110

operation. The authors acknowledged that, although the

method works fine for their specific scenario, it is not a

general approach as no specific syntax or semantic was

well defined for the geo-referencing attributes. They ex-

pected a better formalization from the next versions of115

the IFC standard. Frédéricque et al. [15] also faced the

problem in an application related to cadastre, but they

did not propose any solution for it. Dore and Murphy [16]

faced the issues of different coordinate systems in the inte-

gration of BIM and photogrammetric data (such as point120

clouds). The authors claimed a process for importing the

data with their true coordinates in their HBIM (for His-

torical BIM) environment, but no detail of the process was

provided. Similarly, Mignard and Nicolle [17] integrated

a geo-referencing tool to handle the issue at two levels of125

their integration workflow: a geocoding phase during the

import process, and a transformation phase of the coor-

dinates when displaying data, if necessary. But here also,

no further detail on how such operations are handled or

what information they require is provided. Rafiee et al.130

[18] proposed a solution to the issue by relying on the geo-

referencing information available in IFC models, for which

the latest versions propose better geo-referencing options,

as expected by [4]. Nevertheless, Arroyo Ohori et al. [2]

discussed the unreliability of such information in IFC files135

due to a persisting lack of best practice, making the as-

sumptions in [18] still weak for a solution to the issue. The

authors in [2] proposed a manual process to geo-reference

BIM data at the design phase using the Revit software,

which is not a process that is always possible to execute140

in practice.

In summary, the geo-referencing issue is well acknowl-

edge but still no robust automatic procedures have been

presented. Most available literature do not detail their

geo-referencing processes (probably solved manually, as in145

[2]) or assume that good geo-referencing information is al-

ready available in the model, or applied to it (as in [19]).

For several reasons, we believe that manual processes are

not viable solutions in the long run for the BIM/GIS geo-

referencing issue:150

• they are not well described in the literature and are

often designed for specific projects (such as in [4]);

• even when they are described (such as in [2]), they

are subjective and cannot be evaluated in terms of

error and precision;155

• they can hardly be reproduced as they often rely on

very specific tools and interfaces;

• finally, they neither encourage a systematic/standardized

solution for the BIM/GIS issue (as mentioned in [2]

and [4]) nor support scalability for big projects (e.g.160

multiple buildings integration in a GIS).

In this work we propose an automatic framework that

does not assume the availability of geo-referencing infor-

mation in the BIM model.

2.2. Automatic alignment methods165

The problem of aligning shapes from different coor-

dinate systems is a well known issue in pattern recogni-

tion [20], computer graphics [21] and remote sensing [22].
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Figure 1: Work flow of the proposed method.

The situation is generally, given two shapes A and B, to

measure how much they are similar and could be fit in170

a same space. In the latter case, one of A or B could

undergo certain geometric transformations in order to be

matched with the other [23]. Shapes A and B could corre-

spond to point sets, curves, or polygons, but they would be

generally represented as a sequence of points. The trans-175

formations in question are called Euclidean or rigid-body

when they may involve only translations and rotations of

a shape, while preserving the euclidean distances between

each pair of points of the transformed shape [24]. When

scaling is involved in the process, then the transformation180

is called affine (invariant over translation, rotation and

scaling) [25].

Among the several approaches proposed to solve this

problem (also referred to as the absolute orientation prob-

lem in photogrammetry), some of the most used methods185

are least-squares fitting [26] and the closed-form solution

proposed by Horn in 1987 [27], related to robotics. The

latter method is very efficient and powerful compared to

its predecessors because it provides, in form a unit quater-

nions, the optimal solution to the least-squares problem190

without need of iteration or solving a system of linear

equations. A minimum of 3 corresponding points from

both input shapes is required to recover the 7 degrees of

freedom involved in the translation (3), rotation (3) and

scaling (1). However, more corresponding points provides195

greater accuracy in determining the transformation pa-

rameters. Umeyama later proposed a refinement of the

Horn’s method which would ensure a correct rotation ma-

trix under corrupted inputs, where the other approaches

would fail [28]. Several other approaches to the shape200

matching problem can be found in the literature, and good

survey is presented in [23]. A common limitation to the

previously discussed approaches is their need for prior knowl-

edge of corresponding points in the inputs. Furthermore,

the inputs should have the same number of points. This205

is considerably hindering the automation process, as users

would be required to ensure such correspondences and size

constraints before using the algorithms, which is not trivial

for most applications.

In our case, a widely spread thought is that to obtain210

the transformation of a given BIM model with respect

to its geographical location, three corresponding points

should be found between them and most of the match-

ing approaches would solve the issue. But in practice it is

difficult to obtain those corresponding points because BIM215

and GIS data are yet to be integrated in a common envi-

ronment and they often differ in dimension (3D vs 2D) and

geometry. Thus, even manual accurate correspondence

identification is a challenge. Currently, the common ap-

proach to the goereferencing of BIM is to manually trans-220

late, rotate and scale the models or its corresponding floor

plans on the BIM platform that generated them, if the

latter allows it [2]. In this paper, we introduce a method

that neither require the inputs to have the same number

of points nor their corresponding points to be known in225

advance.
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3. Geometric matching of BIM and GIS maps

The process of finding the transformation matrix that

aligns the geometry of a given BIM model with its corre-

sponding feature on a GIS map is presented in Fig.1.230

The two inputs correspond to a polygon on the map,

which may be a vertical projection or a footprint of the

building to match, and the polygon of the BIM corre-

sponding to its Z-projection. While the input data may

be different in terms of unit, scale and even shape, we in-235

clude few pre-processes that allows to overcome those dif-

ferences. Once they are both converted into metric shapes,

the approximated matching algorithm is applied in order

to get the best approximated alignment of the two shapes

under euclidean transformation. From there, the oriented240

bounding boxes of the footprints is used to apply the fi-

nal adjustments that improves the approximated matching

and lead to the final transformation matrix as an output.

3.1. Map polygon

Building are commonly represented as 2D features in245

GIS maps based of their vertical projection or their foot-

print. They are generally represented as 2D polygons at

specific geographic locations. Figure 2 shows the differ-

ence between a footprint data and a vertical projection.

For the footprint (see Fig 2(a)), the same building is rep-250

resented by three separated polygons which correspond to

the parts of the building that are touching the ground.

The vertical projection (Fig 2(b)) gives a more complete

shape of the building. For this reason, that latter type

of 2D representation gives a better input for our process,255

as the BIM models come as complete model and it is not

a trivial process to directly identify the structures at the

footprints. However, this does not mean that footprints

are necessarily non-suitable. A common case is when the

footprint of a building is similar to its z-projection.260

The coordinates of the polygons’ vertices are repre-

sented with respect to the CRS of the map. The most com-

monly used CRS is the World Geodetic System (WGS), for

(a)

(b)

Figure 2: Two different 2D map representation for a same building.

(a) Footprints of the building. (b) Feature closer to a Z-projection

of the actual building.

which the latest version published in 1984 (WGS84) is used

for the Global Positioning System (GPS). The coordinates265

of a point are expressed in terms of latitude (North-South

position) and longitude (East-West) on the Earth’s sur-

face [1]. A latitude coordinate is an angle (expressed in

degrees) ranging from 0◦ (at the equator) to 90◦ (at the

poles), and is positive above the equator and negative be-270

low. A longitude coordinate is an angle (expressed in de-

grees) between two meridians (a virtual line connecting the

poles and sharing the same longitude), namely between the

prime meridian (set by convention to be passing through

the Royal Observatory, in Greenwich, England) and any275

other. Therefore the longitude at the prime meridian is

0◦, spanning up to +180◦ towards the East and −180◦ to-

wards the West. In this work, we assume that a map poly-

gon is provided under the WGS84 CRS and has thereby

the coordinates of its its vertices expressed in degrees.280

The transformation that we apply to the geometry of

the BIM models is affine. Therefore, we need to convert

the coordinates of the map feature into a planar CRS such

that it can be compared to the z-projection of the BIM. For

that purpose, we use the web Mercator projection which285

is the most adopted projection of web map services [29].

Let Ad(λ, ϕ) be a point for which the longitude and the
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latitude are expressed in degrees. The corresponding point

Am(x, y) in meter would be such that:

x = R(λ− λ0).
π

180
(1)

y = R ln
[
tan

(π
4

+
πϕ

360

)]
(2)

Where R is the equatorial radius of the Earth approx-290

imated as a sphere (rather than an ellipsoid), λ0 is the

angle at the longitude of reference. In our case, R =

6, 378, 137.0m and λ0 = 0 (Greenwich meridian).

3.2. BIM polygon

The geometry of a BIM model is a complex structure295

composed of several different objects with their own volu-

metric shape each. In the case of IFC models, although the

standard provides a strong hierarchy of the different classes

of objects that it contains, there is no straightforward way

to identify which parts of the building are touching the300

ground and can thereby be considered to identify the foot-

print. Figure 3 provides an illustration of the problem.

The entire model represent several floors and one under-

ground basement level (Fig.3(a)).

By manually selecting the components of the ground305

floor level, we end up with what is shown in Fig.3(b). Un-

like the footprints in Fig.2(a), we have two main separated

components rather than three, and several features are

just columns rather than slabs. Thus a projection of their

shapes on the ground would still not give a satisfying re-310

sult. Shapes closer to the footprint polygons, although not

guaranteed, could be obtained by further manually pick-

ing the geometries to process. However this would result in

a tedious process. In comparison, the top view of the full

building (Fig.3(c)) gives a more satisfying similarity to the315

vertical projection illustrated in Fig.2(b), although there

are still visible differences. Since our goal is to automate

the whole process, we set our preference on map features

such as Fig.2(b) in order to avoid having to manually select

the BIM features to use.320

(a)

(b)

(c)

Figure 3: IFC model of a building. (a) Front view of the model. (b)

Top view of the ground floor components (manually oriented to be

compared to Fig.2 easier). (c) Top view of the full model.

Figure 4: Flat projection of an IFC model on OpenSteetMap [30]

under the Pseudo Mercator CRS (screeshot from the QGIS software

[31]).
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We need to obtain data from the BIM models that is

comparable with the data on the map in order to find

the proper transformation to apply to them. Thus, we

compute the Z-projection of our BIM model on the ground

(assumed to be the Cartesian XY-plane). But because a325

BIM is a complex 3D object, such direct projection leads

to complex features for which it is not straightforward to

obtain just the layout of the shell. Figure 4 shows the

result of the projection on a Pseudo Mercator CRS. Note

that the location of the building is not correct yet, but the330

complexity of its projected shape appears clearly.

(a)

(b)

Figure 5: (a) Convex hull of the projected BIM model. (b) Convex

hulls of the footprints (green) and the projected (blue) map polygons.

To overcome this, we use the 2D convex hull of the

projected IFC geometries, as illustrated in Figure 5(a).

Similarly, we compute the convex hulls of the available

2D features from the maps assuming that similar shapes335

should have similar convex hulls. Figure 5(b) shows (in

green) the convex hulls of the footprint polygons and (in

blue) the one from the global projection of the building.

The latter logically appears to be closer to the convex hull

of the BIM model in terms of shape, thus both shapes are340

used as input to the matching approach.

3.3. The matching algorithm

Once a proper 2D feature is selected for the BIM model

to geo-reference, and the coordinates of both BIM and

map convex hulls are expressed in meters, the process of345

automatically finding the right mapping transformation

can start. For this purpose, we rely on a combination

of two approaches: the approximative rigid matching of

Goodrich et al. ([32]) and the closed-form absolute orien-

tation method of Horn ([27]). The first method has the ad-350

vantage to provide a good approximation of the alignment

of the input shapes under Euclidean transformations (line

and angle preserving translations and rotations) without

requiring any point correspondence to be known between

the input data. Furthermore, the sequence of points of the355

input shapes are not constrained to have the same cardi-

nality, which are, combined with the first advantage, a

powerful lever for the automation of the process. The sec-

ond method, despite having the disadvantage of requiring

known corresponding points and same input size, provides360

in one single closed-form step the exact best matching be-

tween the shapes and can handle the scaling as well. We

detail our use of those approaches and the modifications

that we have brought to them to fit to our case.

3.3.1. Approximative Rigid Matching365

Most of the approaches for exact or approximate point

pattern matching are admittedly quite difficult to imple-

ment and sometime unstable because of some geometric

operations involved in their processes [23]. Goodrich et

al. provided an interesting alternative with their simple370

and practical method that gives good matches in a faster

way, although not exact. Their algorithm uses the directed

Hausdorff-distance as a metric to estimate how good the

approximated transformation are. The authors described

several transformation methods, but we are interested in375

the translation and rotation in R2. Let PM and PB be re-

spectively the polygons from the map feature and the BIM,

described as sets of m and n points in R2. Algorithm 1

describes the process that leads us to the Euclidean trans-

formation matrix T = [R, t] that approximates the optimal380

minimization of h(T (PB), PM ), where R and t are respec-

tively the rotation and translation, and h is the Hausdorff-

7



distance function.

Algorithm 1: Approximative Rigid Matching

Data: PM : list of m vertices of the map polygon.

PB : list of n vertices of the BIM polygon

Result: [R, t]: Rotation and translation matrices

1 begin

2 (r, k) ∈ PB such that r and k are diametrically

opposed;

3 ir = index of r in PB ;

4 ik = index of k in PB ;

5 hdmin = +∞;

6 for (i = 1 to m) do

7 ttmp = PM (i)− r;

8 Pt = PB + ttmp;

9 for (j = 1 to m) do

10 while (i 6= j) do

11 v1 = PM (j)− PB(ir);

12 v2 = Pt(ik)− Pt(ir);

13 A =getAngle(v1, v2);

14 Rtmp =getRotation(A,PM (i));

15 PBtmp
= Rtmp ∗ Pt + ttmp;

16 hd =Hausdorff(PM , PBtmp);

17 if hd < hdmin then

18 R = Rtmp;

19 t = ttmp;

20 hdmin = hd;

Globally, the method operates in 3 main steps:

• identification of two vertices r and k from PB that385

are the farthest from each other (lines 2-4);

• successive translation of PB to the i-th vertex vi ∈

PM such that r and vi coincide, where i = [1,m]

(lines 6-8);

• iterative rotation of the translated PB about r such390

that r, vj ∈ PM and k are collinear, at each iteration

where vj is the j-th vertex of PM , j = [1,m] and

i 6= j (lines 9-15).

A value hdmin is maintained to track the minimum

Hausdorff-distance found between PM and the temporar-395

ily transformed PB , and the outputs R and t are up-

dated accordingly. As proven by Goodrich et al. in [32],

h(T (PB), PM ) is guaranteed to be at most 4 × hopt, with

hopt = h(Topt(PB), PM ) where Topt(PB) is an optimal Eu-

clidean transformation among all the valid transformations400

possible. Furthermore, the algorithm can be implemented

to perform in O(n2m log n).

Although there is no emphasis on the choice of the

vertex pair (r, k) ∈ PB in the literature, they are critical

parameters to the whole process. In the original method,405

they can be randomly picked as long as they are diametri-

cally opposed to each other. But a closer look at how the

algorithm works shows a clear limitation in such arbitrary

choice. Indeed, the vertex r (which stands for ”represen-

tative” vertex of PB in the transformations) is the point410

that is translated and is also the center of rotation of PB .

This means that depending on how it is picked, hdmin is

likely to be closer to its upper bound (4×hopt) rather than

its lower bound (hopt). This can be partly explained by

the fact that the Hausdorff distance is mostly suitable for415

point sets comparison rather than curves or areas [23]. In

fact, an area-related metric would be more suitable for our

case, however this would involve expensive and precision-

sensitive operations (boolean operations, boundary inter-

sections, etc.).420

Since our main goal in this step is to obtain an initial

alignment that removes the rotation ambiguity between

PM and PB , we therefore introduced an improvement on

the choice of r by selecting the vertex that is the farthest

to the centroid of PB . This empirical choice is guided425

by the hypothesis that if the shapes of PB and PM are

similar enough, the farthest points to their respective cen-

troids should be located at a nearly similar position on

their boundaries. This provides a good approximation of

8



(a) (b)

(c) (d)

Figure 6: Different choices of r (red point) and k +(green point) leading to different matching results. The blue points correspond to vj on

the j-th rotation. (a) Randomly chosen r and its corresponding k on PB . (b) r chosen as the farthest point to the centroid of PB . (c) Result

for (a); three selected rotations of PB around r (in light yellow, dashed boundaries), including the optimal one found (light red polygon). (d)

Result for (b).

corresponding corner points between the two input data,430

which constraints the Hausdorff-distance to be minimal

when the shapes overlap the most. Figure 6 illustrates

a case where random choice of r is compared to our ap-

proach. With the random choice (Fig.6(a) and (c)), the

resulting hdmin coincides with a position of PB that is an-435

gularly inverted in comparison with PM . This is a good

illustration that the Hausdorff distance is not concerned

about the outline of the shapes, but when the rotation is

guided by our choice of r, the result is closer to our expec-

tation (Fig.6(b) and (d)).440

However, some situations can still challenge our im-

provement on the choice of (r, k). For example, when sev-

eral points of the boundary of PB happen to be equally

the farthest points to its centroid (e.g. on buildings with

round shapes), then an ambiguity appears with respect445

to the correct corresponding point in PM . Similar issue

occurs when there are significant differences in the con-

vex hulls of PB and PM (e.g. a significant protrusion on

one shape is missing on the other). In both cases, a solu-

tion to those limitations can be the introduction of a more450

advanced point similarity detection step between the two

shapes, with additional constraints (e.g. angular compar-

ison of the ambiguous corners).

3.3.2. Bounding Box matching

At this stage of the process, we have our shapes PM455

and PB approximately aligned. Although the translation is

satisfactory, the rotation and the scale are yet to be deter-

mined more precisely to provide a more accurate matching.

Figure 7 shows the output of the approximative matching

and the difference of rotation and scale between the shapes.460

In Fig.7(a), it appears that our approximation of the trans-

lation is good, and even the rotation difference is slight,

but PM appears bigger than PB . This is even more visible

in Fig.7(b) where centroids of both shapes are moved to

the origin and bounding circles are displayed. The figure465

suggests that the scale distortion is homogeneous in all

directions, as concluded by the experiments of Uggla and

Horemuz who explored the distortion effects of georefer-

encing BIM data [33]. They tested three different methods
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and our approach fits in the same category as their method470

1 which consists in projecting the engineering coordinate

system of the BIM into a cartographic coordinates. (see

chapters 3 and 4 in [33]).

(a)

(b)

Figure 7: Difference in rotation and scale. (a) Output of the approx-

imative matching and the bounding boxes of the shapes. (b) Scale

comparison of the centred shapes through their bounding circles.

With this new configuration, we have all the informa-

tion necessary to perform an absolute orientation process475

between PM and PB . Indeed, as expressed earlier in this

paper, the main reasons why we could not use the abso-

lute orientation technique from the beginning is that we

did not meet the input conditions required, which are in-

put point sets of the same cardinality and ordered follow-480

ing their correspondences. Thanks to the approximative

matching, we now have a good approximation of what the

optimal transformation should look like. Let T1 be the

transformation resulting from the approximative match-

ing. By relying on the bounding boxes of PM and T1(PB),485

we have exactly four points from each shape that we know

their correspondences. This is more than the minimum of

three points required by the absolute orientation method

of Horn [27], we therefore use it to determine T2 which

complete our matching operation.490

Figure 8: Best matching result of the bounding boxes with the ab-

solute orientation approach.

Figure 8 shows the resulting final match. It can be ob-

served that T2[T1(PB)] has now a comparable scale to PM ,

and although their shapes are not perfectly aligned, they

are aligned to a satisfactory level. This result corresponds

to the transformation that minimizes the sum of squares495

of the residual errors between the matched shapes, and is

not expected to be a perfect match of all the corresponding

points, as clarified by Horn [27]. Furthermore, a perfect

match would not be possible because of the differences of

shape between PM and PB . Thereby, with T1 and T2 in500

hand, we define:

T = T2T1 (3)

as the final transformation matrix that should be ap-

plied to PB such that:

P ′B = TPB (4)

where P ′B is the IFC polygon that is now georeferenced.

Note that during all the process, we have been working in505

R2. However, the vertices of the model that we are aiming

to transform are in R3. While their x and y coordinates

corresponds respectively to their longitude and latitude in

10



our process, their z components is assumed to be their cor-

rect height value (in meter), and are therefore not altered.510

Thus, T is expressed in the form of a 4 × 4 homogeneous

matrix and T (row 3, col 4) is set to 1.

4. Experiments

4.1. Dataset and Implementation

To validate our approach, we implemented the method515

and tested it on several BIM models. We were provided

with 6 IFC models of multi-storey buildings of different

shapes and complexity from University X by their Estate

Management (EM) department:

• RC, a detailed building model (51MB) describing a520

two-wings structure with a complex vertical shape;

• BH, a highly detailed model (122MB) with a rela-

tively simple projection layout;

• Dt, a façade-focused lightweight model (1.78MB) with

a simple rectangular vertical projection;525

• Lb, a façade-focused lightweight model describing

the aggregation of several buildings forming a single

block (9.19MB) with a complex projection layout;

• Qd, a façade-focused lightweight model (10.5MB)

with a complex layout including a combination of530

round and quad shapes;

• RH, a highly detailed model (135MB) with a mostly

round and complex shape.

We relied on several open-source tools to reach our

goal. Table 1 lists the selected building models and pro-535

vides the number of points of their map convex hull (which

correspond to the m parameter for PM in Algo. 1), the

number of points of their IFC convex hull (n parameter for

PB) and the computing time of our matching algorithm.

The time was estimated on the basis of a Matlab imple-540

mentation performed on an Intel Core i7 -7600U 2.80 GHz

Model Map CH

(#points)

BIM CH

(#points)

Time (s) Error

max (m)

RC 9 (OSM) 14 0.081 1.2444

BH 8 (OSM) 9 0.089 0.8640

Dt 9 (EM) 12 0.084 0.0616

Lb 17 (EM) 10 0.150 6.3894

Qd 59 (EM) 89 1.552 0.7814

RH 45 (EM) 120 1.020 0.2922

Table 1: IFC models used to test the geo-referencing method. The

Model column gives the name of the buildings, Map CH and BIM

CH provide the number of points describing the convex hulls of the

map feature and the projected BIM (the origin of the map features

is mentioned as well), Time indicates the time (in seconds) for the

algorithm to find the optimal transformation and Error max provide

the maximum error distance (in meters) between the aligned shapes.

CPU laptop, with 16Gb of RAM. The IFC++ [34] library

was used to extract the geometric data from the IFC files

and the CGAL [35] library was used to perform opera-

tions on the extracted geometries (simplification, convex545

hull and 2D projections). The map layouts/footprints were

either extracted from OSM [30] or provided by the EM de-

partment; in both cases their convex hulls and geographic

coordinates were obtained using QGIS [31]. Note that

apart from Matlab, all the tools (IFC++, CGAL, OSM550

and QGIS) are free open source libraries and software.

4.2. Results

Figure 9 illustrates the results and depicts the major

steps of the process. The left-most column shows the BIM

models that need to be geo-referenced. We have several555

types of buildings, with different layouts and complexity.

For example, BH (2nd row) and Dt buildings (3rd row)

have rather simple layouts. This could be a limitation

for the matching as it would be the case for basic shapes

like rectangles, square or circle (a perfect match would560

not necessarily ensure a correct orientation of the shapes).

However, small differentiations on the boundaries allow
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Figure 9: Results of the geo-referencing. The first column (left-most) shows the original IFC models (not geo-referenced and corresponding

respectively to the rows in Table 1); the second column corresponds to their map polygon (footprint or projected layout); the third column

shows the best match obtained by our method; the last column (right-most) shows the final result of the geo-referenced geometries of the IFC

models on the map.
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to get enough information to find the proper orientation,

even with the convex hull simplification. All 2D features

from EM correspond to footprints of the buildings while565

those from OSM correspond to vertical projections. As ex-

plained in Section 3.1, although vertical projections work

better for our approach, for several buildings, footprints

and vertical projections happen to produce similar map

shape. Therefore, footprints are suitable in those situa-570

tions as well. However, because the data from EM were

obtained by precise land surveying work, they guarantee

a better precision in contrast to the OSM data that were

produced by a user on the basis of aerial imagery, with

no guarantee of precision. Thus, we use the EM data in575

priority whenever it corresponds to the vertical projection

of the BIM to be geo-referenced. Manual removal of some

IFC features (not present in the footprint) may be required

from the BIM model before computation of its polygon, in

order to fit the footprints. It is the case for example for580

Lb building (4th row) for which one slab is biasing the

footprint layout.

Figure 10: 3D visualization of the geo-referenced Red Centre model

in QGIS.

In general, the number of points of the map and BIM

polygons are relatively small thanks to the convex hulls

simplification (see Table 1). Therefore the computation585

time is small accordingly. For some complex models such

as Qd and RH, the number of points is higher due to

their round boundary parts. These latter become tessel-

lated into several smaller segments that approximate their

curves and may belong to the convex parts of the whole590

shape. The number of points of the map polygon is more

critical to the processing time however, since the steps of

Algo.1 depend mainly on it.

4.3. Precision and Limitations

The right-most column of Table 1 lists the maximum595

error (in meter) involved in the process, which gives an

idea of the precision of the approach. It corresponds to

the maximum distance between two matched points after

the absolute orientation process, which is ultimately a sin-

gle step least square minimization process. In fact, errors600

are involved in both matching approaches that we combine

(see Section 3). However, our approach is designed such

that the error related to the approximative rigid match-

ing algorithm does not add-up to the one of the absolute

orientation on the bounding boxes. Therefore, the error605

from the latter process is the best measurement to reflect

the error in the final alignment.

Naturally, the closest the input shapes are, the small-

est the error will be. For example, the smallest errors are

obtained with Dt (0.06m) and RH (0.29m) buildings, be-610

cause as it can be seen in Fig.8, their footprints (provided

by the EM, hence with a good precision) and their BIM

models are very similar from a top point of view. This

is not the case for Lb (6.39m) which offers the worst er-

ror due to considerable differences in its projected shape,615

regardless of the outdoor slab which is modelled in the

BIM but not in the footprint (such feature is not consid-

ered in the convex hull computation). RC also presents

a non-negligible error (1.24m) which is related to its ap-

proximated footprint from OSM.620

Figure 10 shows the geo-referenced RC model in its

geographical context. The 3D geometry of the model was

imported in QGIS for a complete immersion in a GIS envi-

ronment. The 3D visualization features of QGIS being still

under development, thus limited, we coloured the whole625

model in gold yellow for visibility purpose.
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4.4. Discussions

Globally, the experiments demonstrate a robust method

which can offer automatic geo-referencing of BIM on a GIS

map with centimetre to sub-meter to centimetre precision,630

depending on the input data’s accuracy (BIM and map

feature). However, several particular situations not cov-

ered in the experiments require further discussions.

One of them is the ambiguous case of buildings with

perfectly symmetrical shapes (U-shape ,H-shape, perfect635

square or rectangle, etc.). As mentioned in Section 4.2, in

such case our shape matching approach would provide a

highly accurate alignment but would not be able to guar-

antee the correctness of the final orientation, due to the

similarity of the convex-hull of such shapes in all orienta-640

tion. As a consequence, important building features (e.g.

front door) may be wrongly placed. Relying on the original

polygons rather than their convex hulls for the matching

may only solve the case of the U-shaped buildings how-

ever. Thus, mitigating those shape ambiguities would re-645

quire additional information represented in both the map

feature and the BIM (e.g. a garage nearby the building,

known positions of main doors, etc.), otherwise a manual

intervention to rotate the building will be necessary. Our

experiments have shown, however, that any irregularity on650

a building’s vertically projected shape (e.g. balcony, en-

trance cover, etc.) can be enough to overcome this issue

(see BH and Dt), and we argue that such features are very

likely to be present on buildings’ façade.

Other interesting cases include when a BIM model is655

slightly or significantly different from the building repre-

sented on the map. This implies differences in the input

shapes, accordingly. While our full approach is not de-

signed to handle those cases, part of it (the approximate

matching phase) can still handle partial similarities in the-660

ory, but at the condition that the scales of the shapes are

the same. This is unfortunately not the case considering

that the map features embed some distortions, as discussed

in Section 3.3.2. Thereby, a prior knowledge of the scale

factor between the shapes could improve the automation665

and enable the geo-referencing of new or renovated designs.

Furthermore, the fact that our approach is designed to

solve the geo-referencing of single BIM models rather than

several buildings simultaneously may question its scala-

bility. However, we argue that thanks to the automatic670

approach that we propose, we open the possibility to au-

tomatically reproduce the process on several buildings by

a simple iteration over their pairs of required inputs.

5. Conclusion and Future Work

In this paper we have introduced a work flow that al-675

lows to automate the geo-referencing process of BIM mod-

els in GIS environment. Starting from the original 3D

shape of the BIM and a 2D map feature of the correspond-

ing building, we generate a 2D projection of the 3D model

and successively apply one Euclidean and one affine trans-680

formation to its shape to find the transformation matrix

that best aligns both 2D shapes. The obtained transfor-

mation matrix is then applied to the original 3D model

and visualized in a GIS environment. Our algorithm is ef-

ficient, robust and easily implementable with open source685

or proprietary spatial information software products. We

successfully tested it on several real world data and, in

contrast to the available literature, showed that it is pos-

sible to automate the process. Our contribution can help

in bridging the gap between the BIM and GIS world to690

offer more integrated models for digital twin-related appli-

cations (e.g. urban planning, indoor-outdoor navigation,

emergency response, etc.).

Several aspects of our approach can be improved in

future work. One is related to 2D map features, which695

availability can be assumed only for existing buildings.

Thus, further investigations and experiments need to be

carried out for cases where the building is still at design

phase. Furthermore, BIM models are not meant for GIS

environments, therefore further studies of their integration700

in terms of data model is also an important challenge to

14



address. Finally, while our approach allows mainly the

geometric alignment of a BIM model in its geographic

context, it mostly addresses the visual challenges of the

BIM-GIS integration problem. A deeper spatial integra-705

tion (semantically and topologically) of the newly aligned

BIM features with the map features can allow more ad-

vanced analysis and information enrichment of both BIM

and GIS models.
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