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Abstract: Hazard and operability analysis (HAZOP) is the paradigm of industrial safety that can reveal the hazards of process from 

its node deviations, consequences, causes, measures and suggestions, and such hazards can be considered as hazard events (HaE). 

The classification research on HaE has much irreplaceable pragmatic values. In this paper, we present a novel deep learning model 

termed DLF through multifractal to explore HaE classification where the motivation is that HaE can be naturally regarded as a 

kind of time series. Specifically, first HaE is vectorized to get HaE time series by employing BERT. Then, a new multifractal 

analysis method termed HmF-DFA is proposed to win HaE fractal series by analyzing HaE time series. Finally, a new hierarchical 

gating neural network (HGNN) is designed to process HaE fractal series to accomplish the classification of HaE from three aspects: 

severity, possibility and risk. We take HAZOP reports of 18 processes as cases, and launch the experiments on this basis. Results 

demonstrate that compared with other classifiers, DLF classifier performs better under metrics of precision, recall and F1-score, 

especially for the severity aspect. Also, HmF-DFA and HGNN effectively promote HaE classification. Our HaE classification 

system can serve application incentives to experts, engineers, employees, and other enterprises. We hope our research can 

contribute added support to the daily practice in industrial safety. 

Keywords: hazard event classification; multifractal analysis; deep learning; hierarchical gating neural network; hazard and 

operability analysis. 

NOMENCLATURE 

Notations and Observations 

HAZOP   Hazard and operability analysis 

HaE Hazard event 

DLF The proposed hazard event classification model 

HGNN The proposed hierarchical gating neural network 

HTS Hazard event time series 

HFS Hazard event fractal series 

mF-DFA Multifractal detrended fluctuation analysis 

HmF-DFA The proposed variant of multifractal detrended fluctuation analysis 

BERT Bidirectional encoder representations from transformers 

CNN Convolutional neural network 

BiLSTM Bidirectional long short-term memory 

FC Fully connected neural network 

GMBC The proposed gating mechanism 

1. INTRODUCTION 

The prosperity and advance of industry are of great significance to the development of the national volume. Yet, what we must to 

be wary of is that the complex process system involves miscellaneous materials and large-scale equipment, and frequently operates 

in extreme environments such as high temperature and high pressure, which is very easy to cause a series of safety accidents, 

resulting in casualties, economic losses and other disastrous consequences. Fortunately, hazard and operability analysis (HAZOP) 

can solve the dilemma (Kletz, 2018; Standard, 2001). HAZOP is a general and effective safety technique for revealing hazards, 

which takes each deviation (usually abnormal states such as countercurrent and high liquid level) of the system node (such as 
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specific equipment) as the breakthrough point, retroactively traces its causes, infers its consequences in forward, and gives practical 

suggestions and measures. The results are reflected in HAZOP report, see Table 1 for two brief results in English format. (Wang(a) 

et al., 2022; Wang et al., 2022; Zhao et al., 2022; Wang et al., 2021; Peng et al., 2021; Feng et al., 2021). 

Table 1: Two examples of results in the HAZOP report. 

Process node Deviation Consequences Causes  Measures Suggestions  

Release gas 

compressor 

knockout drum. 

Pressure is 

too high. 

Resulting in 

equipment 

damage, sealing 

point leakage, and 

fire explosion. 

Caused by the failure 

of the pressure 

controller PIC0801. 

Add a PSA013 pressure 

safety valve and a PI0803 

pressure indicator. 

It is suggested to cancel 

PIC0801 split-range control to 

realize single-loop control of 

tank top pressure regulation. 

Decarburization 

gas knockout 

drum. 

Temperature 

is too low. 

Resulting in 

freezing, blocking 

and leakage of 

process pipelines. 

Caused by the low 

ambient temperature. 

Set the insulation and heat 

tracing. 

It is suggested to set 

temperature alarm at process 

pipeline flow. 

Currently, HAZOP has been popularized in various industries, such as human practice, petrochemical industry, food industry, 

biomass supply process, fusion engineering test and heat treatment system, etc. (Fattor and Vieira, 2019; Marhavilas et al., 2021; 

Khan et al., 2022; Cheraghi, et al., 2019; Wang et al., 2022; Lim et al., 2021; Lim et al., 2018; Wang et al.,2019; Patle et al., 2021; 

Hrjs et al., 2022). What's more, for some major countries, such as China, HAZOP has a considerable status, it must be executed 

for each process that to be put into released (China General Administration of work safety, 2013), and a large number of national 

policies declare its irreplaceability (Emergency Management Department of the people's Republic of China, 2019; Emergency 

Management Department of the people's Republic of China, 2020; Emergency Management Department of the people's Republic 

of China, 2022). Thus, HAZOP is a safety paradigm, and the research on HAZOP report is quite promising and necessary. 

Different from the hazards in other fields, each result (each row of the table is organized into a result) in HAZOP reports 

corresponds to each hazard revealed by HAZOP under three aspects: severity, possibility and risk, which has the following 

particularities: (1) it is a complete statement with relatively long length, (2) formally it is the evolution of an event, and (3) it has 

its own logic and semantics. Therefore, we consider this hazard as hazard event (HaE), see two HaE in Table 1. The classification 

of HaE can promote the intelligent development of industrial safety, for example, it can support experts to explore the process that 

has not been put into production and assist engineers to launch the determination of decision-making for safety precautions, etc. 

Researches on relevant hazard classification in other fields also indirectly prove the importance and practicality of our work (Tian 

et al., 2022; Tanguy et al., 2016; Zhong et al., 2020; Pedrayes et al., 2022; Silva et al., 2022; Ferreira et al., 2019; Jahani, 2017; 

Júnior et al., 2016; Ouyang et al. 2022; Zheng et al., 2022). 

At present, there is no complete classification research on HaE, and only one work with some relevance comes from Feng et al 

(2021). They used deep learning models BERT, BiLSTM and Attention to classify the consequences in HaE on severity aspect, 

and the experimental case data are three HAZOP reports of diesel hydrogenation, residue hydrogenation and pre-hydrogenation 

units. However, their work has obvious deficiencies: (1) it fails to consider the possibility aspect and risk aspect, only the severity 

aspect, (2) the research object is not the HaE, but the consequence in HaE; which weaken the power of HAZOP in redevelopment. 

In view of the above, in this paper, we conduct the classification study on HaE and propose a new HaE classification model termed 

DLF via deep learning with multifractal, which mainly has two motivations. 

1. Wang et al. (2022), pointed out that HaE satisfies the causality of its deviation, cause, consequence, measure and suggestion, 

and HaE can evolve and change over time, since what it undertakes is the logic that hazard is triggered under actual conditions. 

So, we can naturally regard HaE as a kind of time series.  

2. Encouraged by fractal theory (Andres et al., 2020), the introduction of multifractal analysis is expected to improve the model's 

understanding of HaE, since HaE has semantics and logic, and can meet certain latent spatial distribution and has self-

similarity. Fortunately, some representative studies confirmed the effectiveness and superiority of fractal theory in processing 

time / text series (Wang and Shao, 2020; Wang et al., 2020; Wen and Cheong, 2021). 

Specifically, the proposed DLF first manipulates BERT for further pre-training to vectorize HaE. Then, through the proposed new 

multifractal method termed HmF-DFA based on multifractal detrended fluctuation analysis, DLF calculates HaE vector 

conditioned on the time series to court HaE fractal series dependent on Hurst exponent. Finally, DLF designs a hierarchical gating 

neural network (HGNN) to investigate HaE fractal series to accomplish the classification of HaE from severity aspect, possibility 

aspect and risk aspect. We take HAZOP report of 18 processes as cases. On this basis, we collect HaE for experiments to evaluate 

DLF classifier. The experimental results demonstrate that DLF classifier is gratifying and promising, HmF-DFA and HGNN are 

effective, and the idea of extending multifractal to HaE has received approvals and supports.  

Our HaE classification system can serve and heighten HAZOP intelligently and orderly, which can support expert teams to explore 

new processes, assist engineers to manage emergencies, and facilitate employees to perform routine maintenance. Besides, it can 

guide other relevant enterprises to conduct safety analysis on industrial processes.  
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Our research can provide a new posture and inspiration for other researchers who are committed to the intelligent development 

and autonomous perception of industrial safety. The main highlights are as follow. 

1. We contribute a novel deep learning model with multifractal termed DLF for HaE classification. 

2. We propose a variant of multifractal detrended fluctuation analysis termed HmF-DFA. 

3. We design a new hierarchical gating neural network termed HGNN. 

4. Experiments based on cases of multiple processes prove the effectiveness of DLF, HmF-DFA and HGNN. 

5. HaE classification system can bring application incentives to experts, engineers, employees, and other enterprises. 

Section 2 mainly introduces multifractal analysis and hazard classification. Section 3 completely illustrates our DLF classifier. 

Section 4 presents cases. Section 5 elaborates experiments and analyzes the results. Section 6 records the applications of HaE 

classification system. Section 7 starts the discussion. Section 8 presents the conclusion. 

2. RELATED WORK 

2.1. Multifractal analysis 

Multifractal analysis is a cutting-edge concept and method. In a broad sense, reveals the self-similarity between the local and the 

whole in the objective, and the latter can be embodied and deepened through the understanding of the former. People have the 

opportunity to deeply understand the potential mechanism of complex systems by exploiting fractals that is ubiquitous in natural 

science and social science. At present, multifractal analysis is being applied and explored in many fields and tasks (Mwema et al., 

2020; Nguyen et al., 2022; Lancaster et al., 2021; Li et al., 2022; Pavlov et al., 2020; Clemente and Cornaro, 2022; Wang(b) et al., 

2021; Xu et al., 2021).  

Multifractal detrended fluctuation analysis (mF-DFA) is a critical and prevalent method for exploring the fractal properties hidden 

in various time series and quasi-time series, such as: customer review sentiment analysis (Zhang et al., 2022), gear fault diagnosis 

(Lin et al., 2021), comparative efficiency of green and conventional bonds (Naeem et al., 2021), temperature across Spain (Gómez 

et al., 2021), electroencephalogram cognition (Gaurav et al., 2021), human translation (Najafi et al., 2022), long-term memory 

retrieval (Kubota and Zouridakis, 2022), toll-free calls (Gui et al., 2021), agricultural image processing (Tang et al., 2020), etc. 

In language, under the influence of grammar, the interaction between words forms specific meanings, which conveys the will, 

feelings and thoughts of human beings and society. The meaning of some text fragments can often express that of the whole text, 

and may be more accurate, concise and refined, which reveals the universal connection in language from a specific perspective. 

By discovering the fractal in words, language itself or some social behaviors can be more profound. Menzerath-Altmann law (Hou 

et al., 2017) can provide additional support for multifractal in language. It indicates that the longer a language structure is, the 

shorter its components are, that is, the part length is a function of the structure length. Another reminder is Hurst exponent 

(Mielniczuk and Wojdyłło, 2007), which reflects the autocorrelation of time series, especially the long-term trend and memory 

hidden in the series. 

Naturally, we follow and vary mF-DFA to guide the fractal in the language carried by the text to bring extra surprise to the HaE 

classification. A representative study about emotion analysis (Zhang et al., 2022) provides a reference, the input is the time series 

formed by vectoring hotel reviews through Word2vec, the output is the generalized Hurst exponent that to be processed by the 

support vector machine. 

2.2. Hazard classification 

The classification research on hazards is essential to perfect industry assessment, promote safety management, and help care for 

employees, which reflects and highlights the humanitarian brilliance of enterprises and researchers (Tian et al., 2022; Tanguy et 

al., 2016; Zhong et al., 2020; Pedrayes et al., 2022; Silva et al., 2022; Ferreira et al., 2019; Barber et al., 2017; Stiernstroem et al., 

2016; Ouyang et al. 2022; Zheng et al., 2022). So far, with the emergence and development of deep learning and natural language 

processing, extensive related work in different fields has arrived. For instance, Zhong et al. (2020), proposed a CNN-based 

classification model from subway hazard reports to prevent accidents. Jahani (2019) constructed a hazard classification 

feedforward neural network based on the fault of platanus orientalis, which is used as an environmental decision support system 

for reducing the risk of tree collapse. Fang et al. (2020), studied the BERT-guided classification of near misses in the construction 

industry to understand how to mitigate and control the hazards on the construction site. Moreover, LSTM-based classification 

model of accident causes for chemical hazards (Jing et al., 2022), CNN-based hazard behavior classification of mobile scaffold 

(Khan et al., 2021), LSTM-based safety-hazard classification for large scale construction project (Tian et al., 2022), classification 

study of aviation accident reports under n-gram language model (Tanguy et al., 2016), prediction of earth fission hazards by SVM 

classification (Choubin et al., 2019), fire hazard level system based on machine learning under wild fire history (Júnior et al., 2022), 
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etc. (Pedrayes et al., 2022; Jeon and Cai, 2021; Ishola and Valles, 2022), also, imply the authenticity and reality of our research. 

Obviously, deep learning algorithms, especially CNN and BiLSTM, provide a superb foundation. 

Different from the above work, our research object is the hazard event (HaE) analyzed by HAZOP. HaE is measured in three 

aspects (Kletz, 2018): 

(1) Severity aspect. According to the degree of damage (such as personal injury), HaE is classified into five levels, for example, 

level {#1-#5} indicates that the degree of personal injury is {negligible, slight, serious, disabled, dead}. 

(2) Possibility aspect. HaE has five levels based on the frequency at which it is triggered, level {#1-#5} indicates that the 

occurrence of HaE is {none, one decade ago, within one decade, within five years, within two years}. 

(3) Risk aspect. Based on the acceptability under existing prevention, HaE enjoys four levels, level {#1-#4} indicates that it is 

{acceptable, tolerable, further investigated, immediately rectified}. 

For example, for the aspect of {severity, possibility, risk} of two HaE in Table 1, the first one is {3, 2, 2}, which presents that 1) 

it can cause serious personal injury, 2) it occurred once a decade ago, and 3) it is tolerable under the existing protection. The second 

one is {4, 1, 2}, which implies that it disables people, yet never appears, thus, it is tolerable. 

Our work aims to establish a classification model to analyze HaE from these three aspects. As far as we know, our work is the first 

comprehensive study. In view of the inspiration from other hazard classifications and similar work, deep learning is naturally our 

choice. In order to improve the performance of the classifier, multifractal analysis is taken into consideration. 

Note that HAZOP reports protected by property rights are confidential. To a certain extent, our work has brought progress to the 

transfer and sharing of knowledge.  

 

Fig.1: Architecture of DLF. 
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3. METHODOLOGY 

We propose a new HaE classifier driven by deep learning and multifractal analysis, termed DLF, which can contribute to the 

intelligent development of industrial safety. This section is the whole procedure of DLF, see Fig.1. First, we vectorize the HaE 

from HAZOP reports through BERT to form HaE time series. Then, we treat HaE time series via the presented variant HmF-DFA 

of the multifractal detrended fluctuation analysis, to obtain HaE fractal series. Finally, we design a hierarchical gating neural 

network to investigate the HaE fractal series to recognize its classification. Details are as follows. 

3.1. HaE Vectorization 

This section shows how to vectorize HaE. The input is HaE in text format and the output is HaE vector, see the upper part of Fig.1. 

HaE is obtained from HAZOP reports through document preprocessing such as cleaning and arranging. Considering that the 

meaning of the HaE when the equipment is the subject is inconsistent with that when the equipment is the object, for example, the 

description when the "pressure indicating controller" is the subject often indicates the beginning or ongoing of a HaE, while the 

description when the equipment is the object is the measures and suggestions that confront with the hazard. In addition, HaE 

contains complicated terminologies and components of different processes, and there are also differences in their language styles, 

as well as the wording and phrasing. 

Therefore, we vectorize HaE based on BERT that prospers industrial and social language understanding (Wang(c) et al., 2022; 

Melluso et al., 2022; Zheng et al., 2022; Yang et al., 2021; Zhu et al., 2021), which can well capture the semantic information. 

Note that BERT is trained from the general domain corpus, without the consideration of the professional domain corpus, and fails 

to enjoy the prior knowledge in the field of industrial safety. In order to make up for this deficiency, we carry out further pre-

training on the HAZOP corpus through the same two self-supervision tasks as BERT, namely "masked language model" and "next 

sentence prediction" (Feng et al., 2021). In this way, the represented HaE vector is mapped by the elements in HaE dynamically 

in various contexts, which is more rational and appropriate. 

Specifically, first, we preprocess the one-dimensional HaE text W = {w1, w2, …, wn}, add the "CLS" mark at the beginning of each 

HaE to establish its boundary, that is HaE = {CLS, w1, w2, …, wn}. Next, each processed HaE is segmented into a series of tokens. 

Tokens are indexed in the vocabulary provided by BERT to form the token embedding. The position embedding is formed 

according to predetermined the sine/cosine rules. Adjacent sentences are marked with 0 and 1 to form the segment embedding. 

Then, we straightforwardly pass the sum of the three embeddings into the decoder group of Transformer to generate the HaE vector 

with the dimension of 768 for each word. In this way, each HaE can be mapped into a two-dimensional matrix. The mean of the 

matrix is calculated and considered as a kind of time series, namely HaE time series (HTS) (Zhang et al., 2022). 

The potential features contained in HTS are vague and convoluted, and it is not easy to directly distinguish the expected differences 

between its respective levels. In combination with the particularity of HaE (see Introduction section), and inspired by multifractal 

methods that have made great achievements in various fields (Mwema et al., 2020; Nguyen et al., 2022; Lancaster., 2021; Li et al., 

2022; Pavlov et al., 2020; Clemente et al., 2022; Wang(b) et al., 2021; Liu et al., 2020; Zhang et al., 2022), we introduce the 

popular multifractal detrended fluctuation analysis (mF-DFA) (Miloş et al., 2020) to HTS from the perspective of language. 

Considering the severity aspect, possibility aspect and risk aspect, the distribution of their levels is unbalanced (as seen in Table 

3), since the higher the level, the rarer the HaE, while the lower the level, the easier the HaE is usually triggered, which may bring 

restrictions to the work of mF-DFA. To alleviate this situation and further improve the performance of the classifier, we propose 

a variant of mF-DFA for HaE termed HmF-DFA to explore the classification of different HaE by investigating the implicit self-

similarity in nonlinear complex systems. 

3.2. HmF-DFA 

As shown in the right part of Fig.1, HmF-DFA follows the procedure mF-DFA, studies the variances of the fluctuations by 

considering the increasing windows of HTS, to embrace the HaE fractal series from the HTS, as follows. 

Given an HTS, R = {r1, r2, …, rl} with length l, we find its profile series as Equ.1. 

1

( ), 1,2,...,
k

i R

i

D r k l
=

= − =                                      (1) 

That is, calculate the cumulative sum of subtracting the mean μR that meets: 

1

1 l

R i

i

r
l


=

=    
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Further, we change the time scale of detrended profile series D, and slide it bi-directionally in the way of the sliding window 

operation, see Equ.2, where, [·] stands for rounding function, s is the length of the window. Therefore, we get 2Ws non-overlapping 

windows, and take φn
t to mark the window with serial number n, where 0 < t < s. 

[ / ]sW l s=                                                                       (2) 

We notice that each window has its own local trend ψn
t, and the concatenation of all local trends is related to the overall contour 

of D, which corresponds to the internal self-similarity between the two. The fitting of each ψn
t is equipped with the least square 

method, i.e., for s points of each window, fit m-order polynomial that is Equ.3.  

1

1 2 1( ) , 1,2,..., , 1,2,...n m m

t k ik a k a k a k a k s m −

+= + + + + = =               (3) 

The mF-DFA relishes the detrended HTS δn
t by calculating the difference between φn

t and ψn
t. Yet, the unbalanced distribution of 

levels under three aspects may cause additional conflict to the δn
t, and the difference between the profile series and its local trend 

may have undesired changes among different windows. To alleviate this condition, we propose HmF-DFA that can provide an 

optimization extension. Specifically, first, we project φn
t and ψn

t onto the plane where Equ.4 is located, one consideration is that 

Sigmoid function family has a certain degree of data centralization effect (Minai and Williams, 1993), and the other is that α is a 

scaling index used to homogenize the output, when α approaches 0, Equ.4 degenerates into a linear function that can hold the 

original input distribution. Then we perform the difference value between the projected φn
t and ψn

t over the Sigmoid plane. Finally, 

we restore the difference value through the inverse function of Equ.4 to accept the detrended HTS δn
t under HmF-DFA. See Equ.5, 

where, σ*(α, x) is the inverse function of σ(α, x), α is 0.4 empirically and experimentally. 

( , ) ( ) 1/ (1 )xx sigmoid x e    −= = +                                (4) 

*( ,[ ( , ) ( , )])n n n

t t t        = −                                      (5) 

The long-range correlation under the representation and behavior of HaE can be revealed by alleviating the non-stationarity in 

HTS. We calculate the local variance σ2(s, n) of the detrended HTS dominated by the window size s variable and window series 

number n variable, see Equ.6. For 2Ws windows, we calculate the mean value of σ2(s, n) to get the q-order fluctuation function 

Fq(s), see Equ.7, (Pavlov et al., 2020). 

2 2

1

1
( , ) ( )

s
n

t

t

s n
s

 
=

=                                                            (6) 

12
2 2

1

2
2

1

1
[ ( , ) ] , 0
2

( )
1

{ ( ( , ))}, 0
4

s

s

qW

q

ns

q W

ns

s n q
W

F s

exp ln s n q
W





=

=





= 


=







                             (7) 

By setting window size s to observe Fq(s), obviously, with the increase of s, Fq(s) rises in a power-law in the form of Equ.8 which 

depends on the fractal order q. 

( )( ) H q

qF s s                                                                          (8) 

We can obtain the generalized Hurst exponents H(q) (when q = 2, H(q) is the standard Hurst exponents) by fitting Fq(s) with 

Boltzmann method (Meira et al., 2020), to form the fractal series of HaE (HFS) with multifractal particularities that are reflected 

in the change of H(q) with q. 

Now, we have depicted the HFS. Next, we design a hierarchical gating neural network to investigate it. 

3.3. Hierarchical gating neural network 

The conceived hierarchical gating neural network (HGNN) considers BiLSTM and CNN since they are two popular neural 

networks for hazard analysis (see Section 2.2), and another idea is that HGNN designs a gating mechanism for feature fusion, see 

the lower of Fig.1.  

We start with a brief introduction to BiLSTM (Wang(c) et al., 2022). BiLSTM is used to extract context features fc and consists of 

two bidirectional LSTMs, each LSTM has more forgotten gate ft, input gate it and output gate ot on the basis of RNN, see Equ.9-

11 respectively, where, W and b represent respective input weight matrix and bias terms, s indicates the hidden state, subscript t is 

time step, and HFSt represents the input value at time t. BiLSTM bidirectionally splices the output ht of LSTM to form fc.  
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1( )t f t f t ff sigmoid W HFS W s b−= + +                             (9) 

1

1

1

( )

' tanh( )

'

t i t i t i

t c t c t c

t t t t t

i sigmoid W HFS W s b

c W HFS W s b

c i c f c

−

−

−

= + +

= + +

=  + 

                             (10) 

1( )

tanh( )

t o t o t o

t t t

o sigmoid W HFS W h b

h o c

−= + +

= 
                           (11) 

Next is CNN, which we apply to extract text local features fl. Specifically, the convolution layer generates the feature graph p 

through the convolution kernel with the size d and the ReLU activation function, see Equ.12, where, HFSk: k+d-1 is a sequence 

fragment of HFS indexes from k to k+d-1, n is the length of the HFS. We perform the max-pooling operation (equivalent to the 

max function) on the feature graph p to get the prominent features, namely fl. 

1

: 1 1{ ( )} |n d

p k k d p m mp ReLU W HFS b − +

+ − ==  +                                          (12) 

The fusion between different features can well stimulate the potential of features. For this reason, benefiting from the research of 

Gu et al. (2020), we design a new gating mechanism termed GMBC to fuse fc and fl. 

( )

( )

c

l

f BiLSTM HFS

f CNN HFS

=

=
                                                                       (13) 

( )

( )

c c c

l l l

sigmoid W f b

sigmoid W f b





= +

= +
                                                                   (14) 

Specifically, first, HFS is encoded into fc and fl by BiLSTM and CNN, see Equ.13. Next, the two form their respective screening 

coefficients through sigmoid functions, i.e., λ and η, see Equ.14, where, W and b are the learned weight terms and bias terms 

respectively. Then, Equ.15 calculates a feature assignment weight ψ based on λ and η. It can be analyzed that when η → 0, ψ → λ; 

when λ → 0, ψ → η. In these two cases, ψ degenerates to the classical method (that is, sigmoid function mainly acts as the gating 

mechanism) of feature weight allocation (Deng et al, 2021). Thus, our ψ is an optimization that can better weigh different features. 

2(1 (1 ) ) (1 )    =  − − + −                                                         (15) 

Finally, the fusion vector ff is formed by Equ.16, where, ψ + ρ = 1. 

f c lf f f =  +                                                                              (16) 

After discussing GMBC, we expound the operation procedure of HGNN. Details are as follows. 

The three feature vectors obtained by the first layer are shown in Equ.17, where the subscript indicates the layer, for example, the 

subscript "1" indicates the first layer. 

1 1

1 1 1

, ( ), ( )

( , )

c l

f c l

f f BiLSTM HFS CNN HFS

f GMBC f f

− −

− − −

=

=
                                         (17) 

In the second layer, BiLSTM takes ff-1 as the input, CNN takes the concatenation of ff-1 and the original vector HFS as the input，

and their outputs form ff-2 via GMBC, see Equ.18. 

2 2 1 1

2 2 2

, ( ), ( )

( , )

c l f f

f c l

f f BiLSTM f CNN f HFS

f GMBC f f

− − − −

− − −

= 

=
                               (18) 

In the third layer, the input of BiLSTM is the concatenation of ff-1 and ff-2, the input of CNN is ff-2, and see Equ.19 for the three 

feature vectors. 

3 3 1 2 2

3 3 3

, ( ), ( )

( , )

c l f f f

f c l

f f BiLSTM f f CNN f

f GMBC f f

− − − − −

− − −

= 

=
                               (19) 

The operation of the fourth layer is similar to that of the second layer, see Equ.20, where, the fusion feature ff-4 is the concatenation 

of fc-4 and fl-4. 
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4 4 3 3 2

4 4 4

, ( ), ( )c l f f f

f c l

f f BiLSTM f CNN f f

f f f

− − − − −

− − −

= 

= 
                              (20) 

We leverage a fully connected neural network (FC) to map ff-4 to T with the dimension of category number, and then employ 

softmax to predict the classification θ from a discrete set of classes for ff-4, see Equ.21. 

5

1

5

1

4

1

[ ( )]

{ # }|

{ # }|

{ # }|

i

i

i

argmax softmax T

Severity level i

Possibility level i

Risk level i



=

=

=

=

 =


= =
 =

                                                        (21) 

4. Cases 

In order to guarantee the quality of the proposed DLF classifier and evaluate its effectiveness, we take 18 HAZOP reports as our 

research cases. These reports are developed and recorded for different processes under the arrangement between us and some well-

established enterprises, which are of great significance in clean energy, environmental protection and sustainable development, etc. 

They are not only legal obligations, but also embodiments of social responsibility. The brief introduction is shown in Table 2, 

where, the system nodes subject to specific objects, the aspects refers to severity, possibility and risk in turn. 

Table 2: Brief information about 18 HAZOP reports. 

Process profile Main nodes Example of HaE  Aspects Enterprises 

2.2 million T / 

a diesel 
hydrofining  

Raw materials are straight-run diesel 
oil and straight-run kerosene from 

atmospheric and vacuum distillation 

unit, and coking gasoline and coking 
diesel oil from coking unit. These 

units mainly produce high-quality 

ultra-low sulfur refined diesel oil 
(with sulfur content no more than 

10ppm), followed by naphtha and 

sulfur-rich gas. 

Hydrogen mixing and heating of 

feed oil; Separator part; Corrosion 

inhibitor and water injection unit; 
New hydrogen compressor; Heating 

furnace fuel gas and air distribution 

system; Desulfurization hydrogen 
stripper; Product fractionating 

tower; Qualified diesel and naphtha 

outlet device; Low separation gas 

desulfurization tower; Tank 

collection; 

The de-aerated water entering the 
middle section of R-5611101 is 

not available or the flow is too 

low, which makes its temperature 
is too high, and the reactor is 

extremely warm and leaking. In 

this case, the emergence of 
ignition source causes fire and 

explosion, resulting in poisoning 

and casualties. Execute TI0108-

0113-AH. It is recommended to 

refine the response time of de-

aerated water interruption. 

{5, 5, 2} 

Hengyi 
Petrochemical 

(http://www.h

engyi.com/) 

4 million T / a 

indirect coal 
liquefaction  

The raw coal reacts with oxygen and 

steam to completely gasify the coal, 

and the generated feed gas is 
transformed, desulfurized and 

decarburized to produce clean 

synthetic gas. The synthesis reaction 
of syngas takes place under the action 

of catalyst to generate hydrocarbons, 

which are further processed to 
produce gasoline, diesel, liquefied 

petroleum gas, etc. 

Fischer Tropsch synthesis unit; 
Catalyst reduction unit; Wax 

filtration unit; Tail gas 

decarburization unit; Fine 
desulfurization unit; Synthetic water 

treatment unit; Liquid intermediate 

raw material tank farm unit; Low 
temperature oil washing unit; 

Deoxygenated water and 

condensate refining station unit. 

The design of the bottom process 

of R-5611101 has changed, which 

makes the handover of its 
maintenance process abnormal, 

and the residue remains in the 

bottom treatment. In this case, 
renovation and overhaul may 

cause fire casualties. Fill the 

bottom of R-5611101 with 
ceramic balls. It is recommended 

to carry out handover activities 

during maintenance to record the 
log that the bottom wax oil 

cannot be discharged smoothly. 

{3, 4, 2} 

Shenhua 

Group 

(http://www.s
henhuachina.

com/) 

1.2 million T / 
a heavy oil 

catalytic 

cracking 

The raw materials from the heating 

furnace or heat exchanger are 

atomized by steam and nozzle, and 

then sent to the transfer pipe to mix 
and react with the hot regeneration 

catalyst from the regenerator on the 

catalyst bed. The product enters the 
fractionation system and is then 

divided into liquefied gas, gasoline, 

light gas oil and clean oil. 

Feed processing of raw oil; Heat 
exchanger system; Return to 

refining system; Steam generation 

system; Slurry treatment; Oil 
circulation system; Cooler system; 

Separator system and catalyst 

system. 

The flow of slurry pump P-1209 

is too small due to the fluctuation 

of slurry circulating volume. The 

temperature at the bottom of the 

fractionator is low, and in serious 
cases, the reaction feed is cut off, 

and the slurry pump P-1209 is 

evacuated. Standby pumps 
P1209B, FT20203 and FT20204. 

It is recommended that the pump 

P1209 be used for one operation 
and two standbys. 

{2, 4, 1} 

Sichuan 
Petrochemical 

(http://scsh.cn

pc.com.cn/) 

30 thousand T 
/ a 

desulfurization 

and sulfur 
recovery 

Acid gas reacts with air in the 

combustion furnace to recover sulfur 
through condensation. The remaining 

gas is used for hydrogen sulfide and 

sulfur dioxide to produce sulfur, 
which is recovered through cooling. 

The tail gas is hydrogenated into H2S 

Gas desulfurization system; Feed 

buffer system; Solvent regeneration 

and storage system; Acid gas and 
process gas reaction treatment 

system; Liquid sulfur generation 

link and tail gas treatment system. 

The increase of gas phase 

volatilization leads to high 
temperature at the top of flash 

tower T-202, which makes the 

flow of foam rich liquid into the 
tower low. Use TG120 to monitor 

the feed temperature of rich 

{2, 3, 2} 

Liaoyang 

Petrochemical  
(http://lysh.cn

pc.com.cn/) 
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by hydrogen, which is used for 
further sulfur recovery in the acid gas 

combustion furnace. Waste gas is 

discharged into the atmosphere 
through the incinerator. 

solution. It is recommended to 
add tower top temperature 

indicator to control lean liquid 

flow on tower top by using tower 
top temperature 

600 thousand 
T / a light 

naphtha 

isomerization 

The raffinate oil from the aromatics 

complex enters the feed buffer tank 
of the raffinate oil tower, and after 

pressurization, carries out heat 

exchange with the tower bottom 
liquid to remove the heavy raffinate 

oil. Some products are condensed for 

reflux, and some products are sent to 
the feed buffer tank of the 

deisopentanizer. The heavy raffinate 

is sent out of the unit after heat 
exchange with the feed. 

Residual oil pumping system; 

Circulating feeding system; 

Deisopentane and its systems; 
Desulfurization system; 

Isomerization system. 

The liquid level in the high-
pressure vent tank is high due to 

the untimely discharge of liquid, 

which leads to the liquid is 
carried to flare system by 

pipeline; Turn down LV20401 

and set slope to flare pipeline. It 
is recommended to cancel the 

alarm function of LAHH20401 

and realize it by LI20402 circuit. 

{2, 2, 4} 

Hengyi 
Petrochemical 

(http://www.h

engyi.com/) 

0.075 T / h 

ammonium 
nitrate to 

nitrous oxide 

Melting pot → reactor → condenser 

→ pre-asher → purification tower I 

(water washing) → purification tower 
II (alkali washing) → purification 

tower III (alkali washing) → 

purification tower IV (acid washing) 
→ purification tower V (water 

washing) → N2O compressor → 
water separator → molecular sieve 

dryer group → condensate liquefier 

→ N2O high-pressure storage tank → 
low-pressure tank. 

Ammonium nitrate melting system; 

N2O cooling; Washing and 
purification, compression, drying, 

buffering and liquefaction systems. 

PIC0118 circuit fault causes high 

pressure of fuel gas tank V0102, 

resulting in the opening of 
PV0118, which may lead to 

incomplete combustion of F0101 

natural gas; Execute PSV0153. It 
is recommended to monitor the 

oxygen content in furnace 
AT0101 online. 

{2, 5, 3} 

Universal 
Jinghui 

Technology 

(http://www.h
yjhqt.com/) 

500 m3 / h 

water 

electrolysis 
hydrogen 

production 

Under the action of direct current, 
water in the electrolytic cell is 

decomposed, hydrogen is separated 

from the cathode surface, oxygen is 
separated from the anode surface, and 

they are further purified to produce 

hydrogen and oxygen products. 

Cooling solution; washing solution; 

Deoxidation and drying of 

hydrogen and oxygen; Hydrogen; 
Regeneration of dryer; Lye cooling 

cycle. 

Due to the failure of LIC0101 
circuit, the liquid level of steam 

drum V0103 is low, which causes 

the water of F0101 boiler to be 
burned dry. Monitor furnace 

temperature. It is recommended 

to conduct SIL grading analysis 
for this scenario to confirm 

whether to add safety 

instrumented system. 

{3, 5, 3} 

Universal 

Jinghui 

Technology 
(http://www.h

yjhqt.com/) 

100 m3 / h 

formic acid to 
carbon 

monoxide 

The formic acid is pumped to the 

dehydration reactor and co-heated 
with sulfuric acid for dehydration 

reaction. The generated CO enters the 

alkali scrubber to neutralize the acid 
saturated steam, and then enters the 

water scrubber to adjust the pH value 

to neutral. The neutralized saturated 
steam is cooled by the cooler and 

pumped into the circulating water 
system for circulation. CO enters the 

precooler for condensation and 

compression, and is purified by 
deoxidation, decarbonization and 

dehydration tower in turn, and then 

bottled after being pressurized by the 
compressor for three stages. 

Dehydration reaction; Alkali 
washing, water washing, 

pressurization, deoxidation, 

decarburization and dehydration of 
CO; Regeneration of deoxidizer and 

drying tower; The product gas is 
pressurized and exported; 

Concentration, cooling and 

buffering of sulfuric acid. 

The decompression of nitrogen 
hydrogen mixture makes the 

pressure of the regenerated 

deoxidizer high, resulting in valve 
failure, excessive opening, and 

leakage of the deaerator due to 
overpressure. Keep the 

regeneration gas outlet open. It is 

recommended to avoid using 16 
bottles of high-pressure air 

simultaneously during 

regeneration, and but 1-2 bottles. 

{2, 3, 2} 

Universal 

Jinghui 
Technology 

(http://www.h
yjhqt.com/) 

800 m3 / h 

natural gas 

hydrogen 
production 

After pressurized desulfurization, 

natural gas and steam are cracked and 
reformed in a special reformer filled 

with catalyst to generate conversion 

gas of hydrogen, carbon dioxide and 
carbon monoxide. After some heat is 

recovered, CO content in the 

conversion gas is reduced through 
conversion, and the conversion gas is 

purified through pressure swing 

adsorption to obtain hydrogen gas. 

Pressure regulating feeding; Natural 

gas desulfurization, reaction and 

conversion generate hydrogen; Fuel 
gas and furnace of heating furnace; 

Waste heat boiler; Deaerator 

system; Intermediate transformation 
of reforming gas. 

Due to PIC1001 circuit fault, the 

pressure of oxygen separator 
1003 is high, PV1001 is turned 

down, and the liquid level of 

oxygen separator drops. In 
serious cases, oxygen escapes 

from the liquid phase pipeline 

into the hydrogen separator, 
causing an explosion. Add 

LSHH1003 hydrogen separator 

liquid level high interlock. It is 
recommended to make the liquid 

level alarm, control and 

interlocking independent. 

{2, 5, 2} 

Universal 

Jinghui 
Technology 

(http://www.h

yjhqt.com/) 
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10 thousand T 

/ a waste 

liquid 
desulfurization 

and sulfuric 

acid 
production 

Pretreatment procedure: sulfur foam 

drying and XA sulfur burning. Acid 
making procedure: purification 

procedure, drying and absorption 

procedure and conversion section. 

Trough system; Microporous 

filtration system; Flushing process; 
Water washing tower; Pickling 

tower; Clear solution concentration 

system; Steam condensation; Sulfur 
incinerator; Dynamic wave 

washing; Cooling tower; Gas drying 

and absorption system. 

Due to excessive liquid discharge 

from the system, the liquid level 

in the underground storage tank 

V-2105 is high, and the liquid 

discharge is not timely, resulting 
in the overflow of waste liquid 

and environmental pollution. 

Drain P-2104 while delivering 
liquid. It is recommended to add 

liquid level monitoring to start 

and stop the pump. 

{2, 3, 1} 

Shengfa 
Coking 

Group 

(http://www.s
hengfajiaohua

.com/) 

120 thousand 

T / a sulfur 
recovery 

It mainly includes two series of 60 

thousand T / a sulfur recovery unit 
and tail gas treatment unit, one series 

of solvent absorption and 

regeneration unit, sulfur forming unit 
and utility unit. 

Claus sulfur recovery module; 

Sulfur forming module; Tail gas 

treatment module; Water supply 
module; Steam and condensate 

modules. 

Due to the low temperature of the 

incinerator, the temperature of 
superheated and medium-pressure 

steam is low, resulting in burns 

when the high-temperature valve 
is manually vented. Discharge 

unqualified steam. It is 

recommended to set muffler in 
manual exhaust pipe. 

{2, 3, 2} 

Hengyi 
Petrochemical 

(http://www.h

engyi.com/) 

100 thousand 

T / a sulfur 

recovery  

Similar to the last process. 

Acid gas pretreatment unit; Steam 

generator and superheater; Sulfur 

generation gas conversion, heat 
exchange and cooling unit; Tail gas 

treatment system; Sulfur forming 

system; Boiler blowdown system. 

Because the clean acid gas carries 

too much solvent regeneration 
liquid, the liquid level of its 

knockout tank is too high, and the 

liquid level of tank V-1001 rises, 
which makes the liquid enter the 

combustion furnace F-1001, 

damages the combustion furnace 
equipment and bursts the furnace 

body. Add LI10101 high level 

alarm. It is recommended to 
consider V-1001 high level 

interlock. 

{3, 2, 2} 

Sichuan 

Petrochemical 
(http://scsh.cn

pc.com.cn/) 

300 T / h 

solvent 

regeneration 

The main element is solvent, and its 

heat transfer is flash evaporation at 

medium temperature. The solvent 
preparation can prevent the oxidation 

and deterioration of solvent by setting 

a water-sealed tank and shunt control. 
Solvent regeneration covers pressure 

and liquid level control of overhead 

reflux drum, steam flow control of 
bottom reboilers and bottom liquid 

level control. De-solvent is used to 
treat sulfur-containing gas. 

Lean and rich liquid ring heating 

and its flash system; Solvent 

regeneration tower and condensate 
tank system; Top cooling system of 

solvent regeneration tower; Solvent 

preparation and recovery system; 
Amine liquid online purification 

system; Solvent storage tank 
system. 

As the liquid carries gas into the 

gas flare header, the liquid level 
in the rich liquid flash tank is too 

low, which makes the safety 

valve PSV-5001 trip. Execute 
LIC50201, PIC50202, PSV5001 

and PIA50201. It is 

recommended to recalculate the 
tripping pressure of safety valve 

PSV-5001. 

{2, 5, 2} 

Sichuan 

Petrochemical 
(http://scsh.cn

pc.com.cn/) 

1 million T / a 

hydrocracking 

Under high pressure and high 
temperature with hydrogen as 

catalyst, heavy oil is refined through 

hydrogenation, cracking and 
isomerization, and converted into 

light oil, i.e. gasoline, kerosene, 

diesel oil or raw materials for 
catalytic cracking and cracking to 

olefins. 

Feed oil buffer tank and filter; 

Reaction water injection system; 

Separator system; Liquid separation 
system; Cooling system; Heat 

exchanger system; Return system; 

Feeding system; Hydrogenation 
system. 

As the filter at the inlet of 

hydrogenation feed pump P-8102 
is blocked, the liquid level of feed 

oil buffer tank V-8101 is too 

high, which causes the evacuation 
damage of P-8102 in serious 

cases. Prepare pump LICA1001A 

and high alarm LG1001. It is 
recommended to add a 

differential pressure gauge before 

and after the inlet filter screen. 

{2, 3, 2} 

Liaoyang 

Petrochemical 

(http://lysh.cn
pc.com.cn/) 

350 thousand 

T / a 
polyethylene 

production 

The catalyst and propane diluent are 

mixed into the pre-polymerization 

reactor, and the cocatalyst, ethylene, 
comonomer and hydrogen are 

simultaneously sent to. The pre-

polymerized slurry enters the slurry 
loop reactor and operates under 

supercritical conditions to produce 

bimodal products. The polymer after 
flash evaporation is further sent to the 

fluidized bed gas phase reactor to 

obtain homopolymer. 

Wastewater treatment and recovery 

system; Steam distillation system; 

Steam condensation recovery and 
circulation system; Nitrogen 

cooling and washing system; 

Powder homogenizing, drying, 
feeding and feeding systems; 

Unloading station, irrigation area 

and system for catalyst preparation, 
mixing and mixing; The system of 

reactant polymerization, 

centrifugation and filtration. 

Due to PIC14201~14204 fault, 

the flow rate of steam entering 

11403a/b is too low, the 
separation effect is poor, the 

content of diluent is high, and the 

volatile is ignited and exploded 
when encountering the fire 

source. Hold 11504a alarm and 

interlock motor protection and 
interlock. It is recommended to 

introduce the distillation kettle 

pressure PI14433 into DCS. 

{4, 2, 2} 

Liaoyang 

Petrochemical 
(http://lysh.cn

pc.com.cn/) 
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8 thousand T / 

a cis 

polybutadiene 
rubber 

production 

The prepared and aged catalyst, 
monomer butadiene and solvent are 

pumped into the polymerization unit 

to synthesize cis-polybutadiene 
rubber. The glue shall be added with 

terminator and anti-aging agent 

before setting, and further dehydrated 
and dried after being condensed by 

steam. The remaining solvent oil and 

butadiene are refined and recycled. 

Preparation tank system; High level 

tank system; Polymerization 
system; Pre-mixing kettle system; 

Storage system; Stripping kettle 

system; Buffer system; Recovery 
system; Waste gas treatment 

system; Heat exchanger system; 

Absorber system; Steam system; 
Flare system; Discharge system. 

Due to the high concentration of 

butadiene, the temperature of the 
first polymerization kettle is too 

high, so that the reaction 

temperature is out of control and 
the polymerization is explosive 

when it is serious, the agitator and 

kettle equipment are damaged, 
the materials in the kettle enter 

the low-pressure pipe network, 

and the pipeline is blocked. 
TRCA11014 high alarm, R-1101 

over temperature interlock, 

TRA11017 high alarm, 
TRA11018 high alarm and R-

1101 over pressure interlock are 

added. It is suggested that R － 

1101 overpressure interlocking 

system should be set with 
independent detection points in 

the design. 

{2, 5, 3} 

Sichuan 
Petrochemical 

(http://scsh.cn

pc.com.cn/) 

200 T / h acid 

water 
stripping 

The acid water from the atmospheric 

and vacuum distillation unit and the 
heavy oil catalytic cracking unit is 

sent to the acid water degassing tank, 

and the light hydrocarbon 
components are dialyzed and sent to 

the low-pressure gas pipe network. 

The remaining materials enter the 
sour water tank for oil removal, 

standing and sedimentation. The 

upper waste oil is collected and sent 
to the waste oil tank for treatment. 

Acid water collection, degassing 

and storage system; Sour water 

stripper and its purification system; 
Deodorization and its absorption 

tower system; Circulating water 

system; Feed condensation, 
desalination, filtration, purification 

and steam system. 

Due to the large amount of acid 
water, the pressure of the acid 

water degassing tank is too high, 

so that the liquid level and 
pressure of the tank rise. In 

serious cases, the gas carries 

liquid into the flare header. 
Prepare LIC30101 high alarm and 

PI30101 high alarm. It is 

recommended that the pipeline 
from the tank top to the main gas 

flare vent pipe be designed 

without liquid. 

{2, 5, 2} 

Sichuan 
Petrochemical 

(http://scsh.cn

pc.com.cn/) 

500 thousand 
T / a gas 

fractionation 

The liquid hydrocarbon after 

desulfurization and mercaptan 
removal enters the depropanizer. 

Liquefied petroleum gas is distilled to 

distillate at the tower top. One part of 
the condensate is sent to the 

depropanizer for reflux, and the other 

part is sent to the deethanizer as feed. 
The bottom material fraction of 

depropanizer is sent out of the unit 

after being cooled by C4/C5 cooler. 

Depropanizer and its feed and 

reflux system; Deethanizer system; 

Propylene rectifying tower, 
debutanizer and their reflux 

systems; Gas purification and 

compression system; Steam system; 
Circulating water system. 

Due to FRC10105 circuit fault, 

the opening of FV10105 is large, 
which makes the temperature of 

depropanizer too high, causing 

the temperature of tower C-1001 
to rise, the pressure to rise, the 

liquid level to drop, and the tower 

to be flushed. Add PRC10101 
and LICA10102 low alarm. It is 

recommended to design TI10101 

to TI10105 high alarm. 

{2, 4, 1} 

Sichuan 

Petrochemical 

(http://scsh.cn
pc.com.cn/) 

It should be noted that these enterprises are representative, and their HAZOP reports are standard and high-quality. Different 

processes and enterprises make HAZOP reports different, and there is no comparability between them in this study. Another 

reminder is that the HAZOP report is protected by intellectual property rights and confidential. 

5. EXPERIMENT & ANALYSIS 

5.1. Datasets 

Table 3: Information on HaE datasets. 

Aspect Level #1 Level #2 Level #3 Level #4 Level #5 

Possibility  419 1760 1607 1134 949 

Severity  1570 2732 1353 170 44 

Risk  2902 2577 335 55 - 

HaE from research cases can ensure the universality of experiments and evaluate our methods well. Through text preprocessing, 

we collect 5869 HaE with labels from research cases as datasets for each classification aspect, see Table 3 for the quantities of 

different levels. We randomly assign them into training set, test set and validation set at a ratio of 8:1:1. 
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5.2. Trial model 

The models used for comparative experiments are: 

1. BERT (base#1): The feature vectors generated by BERT are directly transmitted to a fully connected neural network (FC) for 

classification prediction (Feng et al., 2021). 

2. BERT-CNN (base#2): The feature vector encoded by BERT is further extracted by CNN, and then decoded by an FC to 

predict classification (Lu et al., 2022). 

3. BERT-RAtt (base#3): BiLSTM and Attention jointly act as the encoder for feature vectors operated by BERT in advance, 

and an FC completes classification prediction (Feng et al., 2021). 

4. BERT-DPCNN (base#4): In brief, the feature vectors generated by BERT are encoded by DPCNN that is a network composed 

of multiple isometric-convolution layers and half-pooling operations, and then an FC implements decoding classification (Li 

and Ning, 2020). 

5. BERT-RCNN (base#5): In short, benefiting from computer vision, BiLSTM and CNN with max-pooling jointly act as the 

encoder for feature vectors, and an FC completes classification prediction (Qin et al., 2021). 

There are two modules in DLF that should be evaluated: HmF-DFA and HGNN. The models used for ablation experiments are: 

6. BERT-HGNN (DLF#1). 

7. BERT-[HmF-DFA] (DLF#2): An FC is used for the final classification prediction. 

8. BERT-[mF-DFA] (DLF#3): An FC is used for the final classification prediction. 

9. BERT-[mF-DFA]-HGNN (DLF#4). 

10. BERT-[HmF-DFA]-HGNN (DLF#5). 

Where, DLF#5 is our complete model; DLF#1 vs. DLF#5 for evaluating the benefit of HmF-DFA; DLF#2 vs. DLF#3 and DLF#4 

vs. DLF#5 for evaluating the progress of HmF-DFA compared with mF-DFA; DLF#2 vs. DLF#5 and DLF#3 vs. DLF#4 for 

evaluating the effect of HGNN. 

5.3. Experiment setting 

In each trial experiment, the main parameters are consistent. For example, the size of BERT is base, the optimizer is Adam with a 

learning rate of 1e-5, the epoch of training is 50, and the batch size is 128. We take the average results of 5 repetitions as the 

evaluation report. The evaluation metrics are F1-score (F1), precision (P) and recall (R) (Feng et al., 2021), see Equ.22 and Table 

4. Where, P means the proportion of actual positive samples among all predicted positive samples, R means the proportion of 

predicted positive samples among the actual positive samples, F1 considers the balance of P and R, which is their harmonic average. 

2
, , 1

TP TP PR
P R F

TP FP TP FN P R
= = =

+ + +
                          (22) 

Table 4: Information on evaluation metrics. 

           Actual 

Predicted  
Positive  Negative 

True  True Positive (TP) False Negative (FN) 

False  False Positive (FP) True Negative (TN) 

5.4. Evaluation analysis 

Table 5-7 present all the total classification results of different models under the three aspects respectively, where, "test" means 

the test set and "val" means the validation set. There are some major observations. 

Obviously, the performance of our DLF#5 model has an overwhelming superiority over that of the base series models, especially 

the severity aspect. In addition, for the F1, our model leads other models under all three aspects both on the test set and validation 

set. See Fig.2-4 for a more intuitive presentation, where the ordinate represents a pair of models, and the abscissa represents the 

performance gap between them. For example, "DLF#5 / base#1" represents how much higher the performance of DLF#5 is than 

that of base#1. It can be seen that the performance of our model on the severity aspect is significantly higher than that of previous 

models, especially compared with base#3, base#4 and base#5, most of the leading ranges even exceed six percentage points. On 
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the possibility aspect, our model has slight weakness only in two evaluations, and its performance in the remaining 28 evaluations 

is remarkable. The same is true of the performance under the risk aspect, with only one exception. Undoubtedly, our DLF classifier 

is advanced and gratifying, and it can serve HaE's classification work more effectively. 

Table 5: Evaluation results (%) under the severity aspect. 

Model  
P R F1 

test val test val test val 

BERT (base#1) 81.23 78.09 85.54 82.17 82.92 79.77 

BERT-CNN (base#2) 78.46 78.06 82.04 81.69 79.30 79.31 

BERT-RAtt (base#3) 77.86 75.58 83.93 78.30 79.99 76.11 

BERT-DPCNN (base#4) 76.03 73.91 77.92 76.04 75.66 74.67 

BERT-RCNN (base#5) 75.82 74.91 81.78 79.69 77.06 76.24 

BERT-HGNN (DLF#1) 81.12 78.59 85.57 82.62 82.99 80.25 

BERT-[HmF-DFA] (DLF#2) 81.55 80.67 84.99 84.86 83.06 82.33 

BERT-[mF-DFA] (DLF#3) 80.84 80.87 84.27 80.88 81.86 80.30 

BERT-[mF-DFA]-HGNN (DLF#4) 82.46 81.95 86.36 85.70 83.85 83.37 

BERT-[HmF-DFA]-HGNN (DLF#5) 83.04 82.75 85.99 85.13 84.09 83.38 

Table 6: Evaluation results (%) under the possibility aspect. 

Model  
P R F1 

test val test val test val 

BERT (base#1) 69.97 69.14 70.73 70.20 70.18 69.63 

BERT-CNN (base#2) 69.44 69.22 72.54 70.29 70.73 69.70 

BERT-RAtt (base#3) 69.12 68.96 71.81 72.03 70.11 70.08 

BERT-DPCNN (base#4) 69.71 68.62 72.51 72.35 70.20 69.98 

BERT-RCNN (base#5) 70.62 69.31 71.90 72.12 70.95 70.16 

BERT-HGNN (DLF#1) 69.66 69.69 72.56 73.19 70.61 70.85 

BERT-[HmF-DFA] (DLF#2) 68.90 69.88 74.31 73.88 70.56 71.32 

BERT-[mF-DFA] (DLF#3) 70.38 70.25 69.89 70.84 70.04 70.48 

BERT-[mF-DFA]-HGNN (DLF#4) 68.59 70.16 72.52 73.22 70.12 71.25 

BERT-[HmF-DFA]-HGNN (DLF#5) 70.45 70.41 72.52 73.29 71.35 71.51 

 

Table 7: Evaluation results (%) under the risk aspect. 

Model  
P R F1 

test val test val test val 

BERT (base#1) 69.48 71.51 74.33 71.97 71.30 71.73 

BERT-CNN (base#2) 70.52 73.68 71.66 70.68 71.05 71.92 

BERT-RAtt (base#3) 70.92 69.23 70.59 73.33 70.75 70.99 

BERT-DPCNN (base#4) 67.34 69.97 76.75 70.19 70.84 69.97 

BERT-RCNN (base#5) 68.59 69.80 74.00 70.48 70.93 70.13 

BERT-HGNN (DLF#1) 74.45 73.09 74.33 75.17 74.30 74.02 

BERT-[HmF-DFA] (DLF#2) 69.44 72.54 78.38 74.17 72.95 73.22 

BERT-[mF-DFA] (DLF#3) 72.50 73.10 74.98 72.80 73.27 72.93 

BERT-[mF-DFA]-HGNN (DLF#4) 70.60 72.39 79.54 74.63 74.11 73.45 

BERT-[HmF-DFA]-HGNN (DLF#5) 73.07 71.44 77.15 79.02 74.77 74.45 
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Fig.2: The performance gap between DLF#5 and the base series 

models under the severity aspect. 

 

 

Fig.3: The performance gap between DLF#5 and the base series 

models under the possibility aspect. 

 

  

Fig.4: The performance gap between DLF#5 and the base series 

models under the risk aspect. 

 

 

Fig.5: DLF#5 vs. DLF#1 for evaluating the profit of HmF-DFA.

We evaluate the profit of the proposed HmF-DFA through the performance gap between DLF#5 and DLF#1, see Fig.5. It can be 

seen that in three aspects, except for three exceptions, all the evaluations reflect that HmF-DFA has a positive promotion on the 

DLF classifier. Therefore, HmF-DFA is feasible and effective for HaE's classification duty. 

We employ the performance gap between DLF#2 and DLF#3, as well as, that between DLF#5 and DLF#4, to evaluate the progress 

of HmF-DFA compared with mF-DFA. See Fig.6-7, it can be observed that although a small number of evaluations reflect 

retrogression, most of them are weak. While other evaluations show that HmF-DFA tends to be more progressive, such as the 

evaluations under the severity aspect in Fig.6, and that under the possibility aspect in Fig.7. Therefore, HmF-DFA is more suitable 

than mF-DFA and more conducive to the classification responsibilities of HaE. 
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Fig.6: DLF#2 vs. DLF#3 for evaluating the progress of HmF-DFA. 

 

 

Fig.7: DLF#5 vs. DLF#4 for evaluating the progress of HmF-DFA.

DLF#5 vs. DLF#2 and DLF#4 vs. DLF#3 are used to measure the gain of HGNN, see Fig.8-9. It can be clearly seen that the vast 

majority of evaluations indicate that HGNN has indeed brought considerable performance gains to the DLF classifier, and it has 

even improved by more than four percentage points in some evaluations, especially under the severity aspect, and all the evaluations 

are friendly. Undoubtedly, HGNN has greatly enhanced the classification of HaE. 

 

Fig.8: DLF#5 vs. DLF#2 for evaluating the gain of HGNN. 

 

 

Fig.9: DLF#4 vs. DLF#3 for evaluating the gain of HGNN.

To sum up, our DLF classifier has promising and gratifying aptitudes, does ameliorates the classification work of HaE. We explore 

HaE based on deep learning from the perspective of language through the concept of fractal, which is novel and profound. We 

hope our research can contribute added value to the daily practice in industrial safety and provide support for fractal theory. 

6. APPLICATION 

We embed the above trained DLF classifier as the HaE classification system into industrial safety knowledge graph (ISKG) (Wang 

et al., 2022) to serve and support HAZOP, see Fig.10. At present, HaE classification system can mainly undertake the following 

preliminary auxiliary applications. 

6.1. For the expert group 

Assist the expert group to conduct safety analysis on the raw process and support the identification of decision-making. There are 

large-scale nodes and their intricate objective connections and causalities in the process, hence HAZOP needs to consume a lot of 

manpower and time in confront new processes, and its analysis efficiency is inevitably flawed. Relievedly, HaE classification 
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system can be used as an auxiliary proofreading to alleviate this embarrassment. Experts can flexibly check and review the hazard 

that the recorded level is inconsistent with the inference given by HaE classification system during the calibration of analysis 

results, so as to reduce work costs and potential mistakes caused by human boundedness.  

Take two pre-analyzed HaE, called HaE#1 and HaE#2 respectively, in 2.2 million T / a diesel hydrofining process and 4 million 

T / a indirect coal liquefaction process in Table 2 as cases. Where, they exist on the R-5611101 (a kind of Fischer Tropsch reactor), 

and the level of {severity / possibility / risk} given by experts to them in advance are {5 / 5 / 2} and {3 / 4 / 2} respectively. 

During the review, HaE classification system first gives its own predictions for these two, then compares the prediction results 

with the inferences of the experts (can draw support from ISKG), and finally, (1) for the hazards with inconsistent comparison 

results, they are fed back to the experts in the order of the scale of level of severity, possibility and risk given by the experts for 

review in turn. For instance, the predictions given to HaE#1 and HaE#2 are {4 / 3 / 3} and {4 / 2 / 1} respectively, which is 

inconsistent with the inference of the expert group, hence, the two are reviewed in priority, and the priority of the former is higher 

than that of the latter. (2) For the HaE with consistent comparison results, they are placed in the final unified review, and the order 

in procedure (1) is also followed. Where, the rationality of the suggestions and the suitability of measures need more rigorous 

proofreading. 

In addition, in the subsequent development of this application, it can also appropriately guide the expert group to make the analysis 

during the pre-brainstorming to reduce the workload. 

Therefore, our HaE classification system can support the expert group to complete the safety exploration for new processes. 

6.2. For the engineer 

Assist the engineer in dealing with unforeseen hazards. For the process that has been put into production, there are inevitably 

additional hazards that have not been analyzed by the expert group. Fortunately, engineers can draw support from HaE 

classification system to qualitatively analyze such hazards in advance, and then quickly promote appropriate solutions and aftercare 

management according to the predicted attributes {severity / possibility / risk} of the hazards. Suppose such a hazard ignored by 

experts is triggered: a local explosion in the natural gas hydrogen production process. The engineer traces the source of this hazard 

(can work with ISKG): 

E0102A/B heat exchanger shakes electricity, which makes E0103 corroded, and the converted gas leaks into the shell side of 

E0103, resulting in the explosion of shell side process after overpressure leakage. 

At this time, HaE classification system can immediately give the attribute {3 / 3 / 2} of the hazard and confirms or modifies it with 

the understanding of the engineer. After the attribute is approved, HaE classification system implements (also approved by the 

engineer) the solutions that meet or are similar to the attribute {3 / 3 / 2} retrieved from the E0103 related HAZOP library of 

natural gas hydrogen production process, so as to mitigate the spread and secondary injury of the hazard as quickly as possible, for 

example, set the normally open vent pipeline and PRV0155A on the deaerator. Meanwhile, relevant suggestions are fed back to 

the engineer, for example, regularly test the hydrogen concentration at the exhaust outlet on the top of the deaerator and monitor 

the leakage of E0103. 

Undoubtedly, HaE classification system can help engineers to quickly combat unforeseen hazards. 

6.3. For the employee 

Support the employee to conduct routine work and emergency response. In the daily workflow such as the system maintenance 

and troubleshooting, with the help of the reminder of HaE classification system, the employee can conveniently adjust the check 

scheduling according to the type of hazards. Specifically, HaE classification system acts as a medium of information 

communication, and employees can give priority to eliminating hazards with high possibility level and pay more attention to 

hazards with strong severity level according to the provided information about potential hazards involved, etc. 

Moreover, in terms of emergency response, it is common for a single deviation factor to cause multiple hazards to be triggered at 

the same time. Gratifyingly, HaE classification system can participate in the security scheduling of the process, it can sort the 

urgency of hazards according to the size of their severity level, so as to appropriately and orderly assist employees in making 

decisions about scheduling on how to deal with multiple hazards. 

Accordingly, HaE classification system can facilitate employees to complete their work. 

6.4. For other related enterprises 

Guide related processes of other enterprises to launch HAZOP. For some small-scale enterprises and independent processes, the 

received safety analysis is often not exhaustive, since the quality of HAZOP and completeness of HaE are subject to expert teams 

and processes of different scales. Specifically, for the Claus reactor, the working conditions it faces in different processes may be 
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different, and it interacts with other equipment and materials to trigger different hazards whose diversity and complexity increase 

with the expansion of the scale of the process. Hence, the Claus reactor is often more likely to be analyzed more thoroughly in 

large-scale processes, rather than the small-scale processes. In addition, the analysis power of expert teams in different enterprises 

is also different, which is related to the empirical competence and knowledge reserve of experts. Some small-scale enterprises 

feebly analyze and collect the hazards related to the Claus reactor as comprehensively as possible. 

Therefore, it is necessary for small-scale enterprises to enhance the safety of related processes through the guidance of high-quality 

HAZOP knowledge (Feng et al., 2021). However, HAZOP report is confidential, protected by property rights, and is a scarce 

resource.  

Hearteningly, our HaE classification system absorbs the HAZOP knowledge of a number of large-scale enterprises involving a 

total of 18 processes, and is competent for this guidance. Its working mode is similar to the first three applications, which will not 

be repeated here. To a certain extent, our work has brought progress to the transfer and sharing of knowledge.  

 

Fig.10: Application practice of the HaE classification system, where, the attributes refer to {severity, possibility, risk} of the HaE.

7. DISCUSSION 

The proposed DLF model is driven by deep learning and inspired by multifractal. Its excitement can be attributed to the fusion of 

local features and context features, as well as the additional profound stimulation brought by language fractal features. One idea is 

that HaE is naturally regarded as a kind of time series, and has an opportunity to be explored through multifractal methods. On this 

basis, the DLF trained by 18 processes undertakes the HaE classification system, which has practical value, can bring application 

incentives to experts, engineers, employees, and other enterprises. 

It should be noted that there are some limitations that need to be clarified.  

From the perspective of DLF model, No Free Lunch Theorem (Ho and Pepyne, 2002) teaches us that no model can face all practical 

issues. Similarly, DLF model also faces the limitation of how it can be migrated to other classification tasks. The DLF model may 

need to be adjusted to adapt to different domains. For example, some hazard events may be incomplete due to the quality of 

technical reports, and DLF model may be less robust. In addition, DLF model is suitable for hazards with certain time series 

attributes, while it may be powerless for ordinary hazards. Moreover, the sample imbalance limits the performance of the DLF 

model. Although HmF-DFA considers this, it is not enough, since with the participation of different types of processes, the sample 

imbalance becomes more serious. We hope that the follow-up work needs further consideration, such as data enhancement. 

From the point of view of HaE classification system, for the availability of public use, one limitation is to provide reference for 

the safety analysis of other types of processes, because our existing HaE classification system is mainly based on the petrochemical 

industry, and weakly serve and communicate with other types of industries, such as aviation related industries and civil engineering 

related ones. Hence, we need to strengthen and harmonize the audience size and popularity of HaE classification system. In addition, 
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HaE classification system can indeed deliver value with ISKG, but it is affected by the quality of ISKG. For example, if the 

unexpected HaE inferred by ISKG to engineers are wrong, HaE classification system will fail. In this case, the classification system 

alone is feebly affordable, which is also a boundary to be optimized. Another limitation is that although the application of HaE 

classification system benefits from HaE with its measures and suggestions, it is inevitable that some HaE have no suggestions, 

which will affect the predicted results. 

Sincerely, we hope that our research can burst out its due value and serve the intelligent progress of industrial safety more 

comprehensively and orderly. 

8. CONCLUSION 

The national volume and industrial development have made HAZOP a leader in industrial safety engineering. Therefore, it is 

meaningful and necessary to study its HaE classification, which has far-reaching significance for the intelligent development and 

progress of industrial safety. In view of this, this paper proposes a new deep learning-based classifier DLF to explore HaE through 

multifractal method from three aspect: severity, possibility and risk. Numerous experiments prove the effectiveness and 

progressiveness of DLF, which depends on the fractal processing of HmF-DFA, as well as the feature fusion of HGNN. Where, 

the former is based on the fact that HaE is regarded as a kind of time series and are vectorized by BERT. The latter skillfully 

controls CNN and BiLSTM. HaE classification system is beneficial to the redevelopment and enhancement of HAZOP, it can 

serve the safety and reliability of industry intelligently and orderly by promoting the expert group to conduct safety analysis, 

assisting the engineer to treat unforeseen hazards, supporting employees to conduct routine work, and guiding related processes of 

other enterprises to launch HAZOP. Our research is promising and meaningful, we hope that it can bring encouragement and 

inspiration to other researchers. 
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