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Response to Reviewers

We thank the reviewers' for their comments and have now substantially revised the manuscript. In
particular we have attempted to improve the description of the technique so it is more accessible. We
also renamed the paper as the original title included an explicit reference to SIFT, which is misleading.
Our approach is inspired by SIFT but there are important differences.

Reviewer #1: This manuscript described a texton based retinal vessel segmentation approach using
Gabor filters and a derivative SIFT. Instead of using difference of Gaussians (DoG) to extract scale
dependent features (SIFT), in this manuscript, the scale dependent vessel features are calculated using
multi-scale Gabor filters and keypoints calculated through the results (e.g. local maxima) of Gabor
filters are used to initialize the k-mean algorithm for the textons extraction.

This is a challenging topic and the idea of using keypoints to initialize the k-mean algorithm for the
textons extraction, instead of using labelled ground truth, is quite interesting. The method has been
evaluated on 20 images and the presented results are very promising, compared to the other
unsupervised approaches.

The general presentation of the paper is clear and the experimental results have been well discussed.
However, some parts are lacking details and more explanations are needed. Specific concerns and /or
suggestions are as follows:

1) In this paper, the scale dependent features are calculated through multi-scale Gabor filters,
why do the authors call it a derivate SIFT?

Our multi-scale approach was inspired by SIFT and shares some (but not all) of the methodology;
hence the title. But on reflection we agree that naming it a “derivative of SIFT" is misleading. We have
renamed the paper “Retinal vessel segmentation using multi-scale textons derived from keypoints”.
We’ve deleted references to DSIFT.

2)  Using Keypoints for the initialization of the K-mean is a good point and this is interesting.
However, from the k-mean results how do you choose the classes for the final segmentation?

We use k = 5 to give cluster centres that map to 4 vessel scales A= {6, 8, 9, 13} and the background.
We observe that the largest cluster will correspond to the background (as do Oliveira et al. [37]. So our
5 clusters (textons) are labelled implicitly as vessel/non-vessel. As such we describe it as an
unsupervised learning approach.

3) Page 20, line 16, it seems there is no "Fig.7(a) circular"?

This is an error; we've corrected it. Note: We split Fig. 1 into two figures. The test phase is now shown
as Figure 7 so original Fig. 7 now becomes Fig. 8.

4) Page 23, line 35, there is no Fig.7 a2, b2, c2?

We've corrected this, page 23 line 3 now refers to Fig. 8 (g) (h) and (i).



Reviewer #2:

1. Last sentence of abstract. I think "higher sensitivity” and "better in detecting vessels” are
equivalent. I don't think "better...than ...manual observer" is a conclusion could be drawn from
this manuscript. A more rigorous study and more manual observers are needed to state a
method is better than manual observers.

We've reworded the sentence "We achieve average values of sensitivity, specificity and accuracy of
78.12%, 96.68% and 95.05% respectively”.

2.  Figure 1 appeared before it was mentioned in the text

We repositioned figure 1 on page 10 (cross reference on page 9).

3. Page 10 line 55 ~ page 11 line 12: I don't think it's necessary to explain TP, FP, TN, FN.
These should be common sense to the readers of this journal.

We deleted this content, but kept the definitions (Egns. 3.2 — 3.4). We cite Fawcett [25] for a more
detailed description.

4. Page 16 line 5 ~ line 21 and Figure 3, I think these belong to section 3.1.1 as it's still
discussing parameter optimization.

We merged section 3.1.1 and 3.1.2 together, deleting the section 3.1.2 and renaming the section 3.1.1
by “Design of Gabor filter and parameter optimization”

5. Page 20 line 46, please explain how "training the dictionary of key point descriptors” was
done. Was the manual ground truth used? If yes, I don't think this method can be called
unsupervised. Semi-supervised should be more appropriate. Or please explain how this method
can be implemented completely independent of manual labelling.

This point illustrates a problem with the original paper (and identified by other reviewers) that we
have worked hard to correct in the new submission. We have revised Figure 1 and introduced a new
Figure (Figure 7).

The section describing the training of keypoint descriptors has been rewritten (section 3.2). The
keypoint descriptors are identified by local maxima of filter outputs over a spatial and scale
neighbourhood (see Figure 5). Only the parameters of filter bank are derived with reference to hand
labelled ground truth (section 3.1.1). The remaining processing stages (section 3.2, 3.3) are all
unsupervised.



6. Page 20 line 57 ~ 60. Should proper image registration be done when matching the key
points?

Again, this illustrates a problem with the poor description in the original paper. Hopefully our
redrafted paper better describes the 2-stage training process and makes this much clearer. Both
training sets yield keypoints, indexed by scale and id (image id + pixel position). Since textons are
only characterised by a vector of filter bank outputs they are invariant of position, so image
registration is not needed. But we do need to ensure we’re matching keypoint descriptors at
appropriate scales. This is described on page 20 (first para.).

The need to match keypoints only arises because we choose to use a validation set in the first
training stage. The motivation for this is given on page 5 “This two-stage approach allows us to
decouple parameter selection from training, so avoiding possible over fitting while also supporting
the possibility of using different databases for model selection and training.”

7. Page 20 line 16 and line 39. Fig. 7(a) and Fig. 6(b) were referred to help explaining this
step. However, I don't think these two figures showed what's described in the text. There
should be an additional figure to help the readers understand this paragraph.

We revised the figure:

(b2)

Figure 6: (a) illustrates the key points and (b) illustrates corresponding descriptors (after
filtering low-contrast candidates). One of the descriptors is zoomed in and presented in (b1);
one of the orientation histograms presented in (b1) is illustrated in (b2).



8. Page 22 lines 32 ~ 42. What does this piece of code do? Is it for constructing a background
cluster? In the text, please explain explicitly how the background cluster was constructed. It
looks like if the clusters were initialized by the key points, all the generated clusters should be
vessel clusters.

We included an improved description (top of page 21) beginning “Our k-means clustering algorithm is
a hybrid.”

We also revised the pseudo-code Algorithm 1.

We also included a paragraph beginning “The motivation for the k-means hybrid...” after the pseudo-
code description., and cite [39] S Bubeck et al. to further support the approach.

9. Page 24 lines 5 ~ 7. "The comparative results show that our method has much better
sensitivity than the best other methods." I don't think this statement is true. Please edit.

Replaced by (page 24)

“The comparative results show that our method has much better sensitivity than the most of the
other methods listed in the table 1.”

10. Page 25 line 19, researches - reaches?

We redrafted the sentence to read “We report an average sensitivity of 0.7812".

11. Page 26 line 12 ~ line 14. "In terms of the evaluation criterion, a primary goal of vessel
segmentation is to detect as many vessel elements as possible” Why? Is there any reference for
this argument? Are the small vessels important for diagnostic purpose?

We cite two clinical applications to support this statement (page 26)

“In terms of the evaluation criterion, a primary goal of vessel segmentation is to detect as many
vessel elements as possible, since in reality a ratio between diameter of arteries to those of veins
also known as A/V ratio is an important clinical biometry to assess the risk of many diseases (e.g.
hypertension, brain stroke) Error! Reference source not found. However it is also important to
detect the tiny vessels as their condition is indicative in diagnosis of Wet Macular Degeneration
(WMD). WMD, also known as choroidal neovascularization, is characterised by abnormal growth of
the choroidal vascular structure into or around the macula. These new vessels are weak and easily
bleed Error! Reference source not found.. Achieving good performance in segmenting thin vessels
suggests it is better to improve the overall accuracy by pursuing higher sensitivity while maintaining
the same or sacrificing only a small fraction of specificity.”
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Abstract

This paper presents a retinal vessel segmentation algorithich wses a texton
dictionary to classify vessel/non-vessel pixels. HoweweGontrast to previous work
where filter parameters are learnt from manually l&elimage pixels our filter
parameters are derived from a smaller set of imageré=sathat we call keypoints. A
Gabor filter bank, parameterised empirically by ROC amglyis used to extract
keypoints representing significant scale specific vessatufes using an approach
inspired by the SIFT algorithm. We first determine keypousisig a validation set and
then derive seeds from these points to initialidenaeans clustering algorithm which
builds a texton dictionary from another training set. Duringirtgsve use a simple
1-NN classifier to identify vessel/non-vessel pixels analate our system using the
DRIVE database. We achieve average values of sensitggcificity and accuracy of
78.12%, 96.68% and 95.05% respectively. We find that clustdiiseofresponses from
keypoints are more robust than those derived from hand-labelleld. pikes, in turn
yields textons more representative of vessel/non-vessakslasnd mitigates problems

arising due to intra and inter-observer variability.

Keywords: Retinal vessels, image segmentation, Texton, keypoints
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1. Introduction

The visual appearance of the retina in digital fundus imegas important indicator
of eye disease and can be diagnostic of a range of moeeafiéssues relating to health
and wellbeing. As such, fundus photography is also used in scrggoigrgmmes for
diseases such as diabetes and hypertension and the morphglogpeaties of retinal
vessels are reported in routine clinical and ophthalmologigaimmations. The
projected increase in patients suffering from these disordgethier with the tedious
nature and high cost of manual examination has motivated chsgdo computer
assisted tools that can improve precision, consistency araugtiput. Vessel
segmentation is a key stage in all published work on inteeaetnd fully-automated

computer analysis and diagnosis systems and the focus of eardales

Features such as the displacements of blood vessels thighaptic disk (OD) have
been used for automated diagnosis of diseases such as Glaagaanalated macular
degeneration (AMD), diabetic retinopathy (DR) and vasculaordes etc. [1]
[2][3][4][5]. In many systems the retinal blood vesseie segmented and used to
generate a mask which enables the vessels to be dhkohifram subsequent stages of
the processing pipeline. Since pathologic changes in thel\s#sseture manifest the
progress of various systemic diseases such as hypertensioetedjaetc., other tools
use features extracted directly from segmented retinal blessels to detect or grade
the condition. Vessels also play a role as landmarks thatilaee$ice locations of other
elements in the image [6] or provide features that are usednéiltimodal image

registration [7].
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The importance of retinal vessel segmentation has motivatedlevelopment of
accurate retinal vessel segmentation methods. However dithmugh progress has
been made, vessel segmentation is still a challenging pnablgt remains a focus for
ongoing research [14][31][32][33]. The primary factors that lehgle the accuracy of
the segmentation include:

» Variations in vessel and non-vessel objects, such as teramge of vessel
diameters and the presence of pathological features including rnager
exudates and microanerurysms, etc.

e Variations in local and global image appearance due toiilation that in
turn may give rise to various image artefacts. For exampflection at the
vessel surface and refraction within it can produce complexsity profiles
and singularities in the image. Additionally, low and unstatal intensity
contrast between the vessels and background may causeegrnssrgation of
the small capillary vessels.

* Morphological characteristics of vessels (e.g. how thegscand overlap)
and the extremely noisy background can influence the accurécy o
segmentation and this is especially challenging for segnmamtapproaches
that attempt to recover vessel structures by region growidgtracking of

individual vessel components.

Amongst the methods and algorithms that have been presenteetifal vessel
segmentation, those that use prior knowledge (supervised methmdsluce
correspondingly better segmentation results. Generally, supgngsgmentation
procedures can be divided into two primary stages. Firstll $mesal regions sharing

similar visual properties are detected by a low-level é@lyor then those candidate
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regions are classified as vessel or non-vessel basedairoffeatures extracted from
the region. Machine learning is often employed to trairsel@son-vessel classifiers
based on ground truth labels. In this context, ground truth isedefrom reference
fundus images that have been manually segmented and prdatsellgd by one or
more clinical experts. Describing such segmentations usintetireground truth can

be misleading due to the high intra and inter-observer hiityain expert manual
segmentations. This is some cause for concern and suggestssughertvised
segmentation methods may benefit from unsupervised training deesnithat

compensate for this variability.

Although supervised segmentation methods (reviewed in sectioare2)more
competitive in terms of performance than unsupervised apmedsh] [37][38], their
dependence on ground-truth and the problem of intra- and inter-obs@anability
limits their robustness [34]. In this and many other fields noédical image
understanding, ground truth tends to be sparse as the laboriousliddngature of the
task makes it very expensive to acquire. Even when $iiiakage databases with
corresponding ground truth labels are published, inaccuracies seghgentation labels
will lead to poor performance. Computational complexity is alsdssue, especially for
supervised vessel segmentation methods that use filter bankstract vessel and
non-vessel features. For instance, matched filters candpravpowerful tool to extract
numerous features, however they are computationally expensive siaay filter
kernels need to be applied to the image. Learning matdbedofanks is also expensive
due to the high cost of clustering and classifying high dimensieatalre vectors. With
this in mind, we propose a different approach for retinal vesssghentation in fundus

images which extends previously published work [17][18][19]. Ounrtiegie uses the
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Gabor filter kernel to extract vessel features in aofdtaining images. We optimize
scale parameters for the filter bank by performing recebgarating curve (ROC)
analysis on segmentations produced by a conventional textonietasaihed learning
using hand labelled pixels (see section 3.1). We then usadltdrebink to identify
so-called keypoints in a (validation) training set. Candidagpoints are found by
searching for local maxima in filter outputs, both spatially arrdss scales (see section
3.2) and keypoint descriptors are stored in a dictionary whiaidiexed by scale. Once
we have learnt a set of keypoint features we build the textdomiry in a further
training cycle. The texton dictionary is built by clusterihg multi-scale Gabor filter
bank outputs from another set of example images. Vesselrslasteseeded by cluster
centres corresponding to keypoint pixels (one at each scale) es@dkentified by a
matching process and a further cluster centre is seeded no dobackground
(non-vessel) cluster. This two-stage approach allows dsdouple parameter selection
from training, so avoiding possible over fitting while also suppgrthe possibility of
using different databases for model selection and trainingurinptesting we assign
pixels as vessel or non-vessel by using the texton dictiaasey 1-NN classifier. Our
experimental results show that the performance achieved By fitter bank is

comparable to that of approaches that use more complex kernels

The rest of this paper is organized as follows. Sectionidwswsome supervised and
unsupervised retinal vessel segmentation methods. In sectipnv8 describe the
design of a Gabor filter kernel for feature extraction, and exiaiv we specify and
optimise its parameters. In sections 3.2 and 3.3 weaibdedwow we identify keypoints

and generate textons. Section 4 describes how we evaluateroéthod and compares
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performance with that of other methods. Finally, in sectionépresent conclusions,

discuss limitations of the approach and propose further work.

2. Related wor k

Among researchers adopting supervised segmentation methods,ettahl [8]
extracted vessel related features in a procedure that engpfrgsprocessor to highlight
vessel ridges. These ridges coincide approximately withelvesstrelines and are used
to partition the image into multiple regions comprising conwdg sf pixels. In total 27
features are calculated from the regions and theseadedldd using ak-nearest
neighbours K-NN) classifier. Soares et al. [9] proposed a schemeubes the 2-D
Gabor wavelet to reduce noise and extract features, whicth@meclassified using a
Gaussian mixture model (GMM) classifier. The GMM is ded from a Bayesian
classifier which determines whether a pixel is labelledeonging to the class vessel
or not. Ricci and Perfetti [10], group features in three categdsefore generating
feature vectors. Linear features from vessels are ctdculzased on the average grey
level along lines comprising 15 pixels passing through a tangelt gt 12 orientations.
A line of three pixels in length, orthogonal to the lineatusss, is used to identify
pixels inside vessels, and its grey level provides a tfaadure. A classification
procedure implemented by a linear support vector machine detsmi
vessel/non-vessel labels. Rezatofighi et al. [11] adoptiparoach using Local Binary
Patterns (LBP) and a morphological method to extract featufesir Tlassifier is
implemented by adaptive Multi-Layer Perceptron (MLP) Aci#fi Neural Networks
and an Adaptive Neuro-Fuzzy Inference System (ANFIS)nMobial. [12] extract a low

dimensional feature vector for vessel and non-vessel ctad®ifi using Gabor wavelets
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and LBP. Supervised classification is based on trainifgMM classifier using a
similar approach to that of Soares et al. [9]. Lupascu agoldest al. [12] collected
various vessel related features based on local, spatiastanxtural properties. They
generated a 41-D feature vector for each pixel in the imBg&r classifier uses the
AdaBoost iterative boosting algorithm. Marin et al. [14] segmetinal vessels with a
Neural Network (NN). They classify pixels based on a fé&lure vector composed of
statistical features derived from grey levels. Fraalefl5] also proposed a supervised
retinal vessel segmentation method, in which each pixepiesented as a 7-D feature
vector and segmented using a GMM classifier. Other notableelabments of
compound filters for retinal vessel features extraction includek presented in
Adjeroh and Kandaswamy, et al. [16] and Zhang et al. [17].

Among many unsupervised segmentation methods, Kande et alpri3&jsed an
unsupervised retinal vessel segmentation method using the pemsitgtinformation
from both red and green channels to adjust for non-uniform ilkatmoim in the colour
fundus images, followed by a vessel enhancement stage usinpethdittering.
Consequently, enhanced vessels are segmented by adoptingyspatighited Fuzzy
C-Means (FCM) cluster based thresholding, which takes thealspistribution of
image pixel intensities into account. The final segmentatimbtained by using label
filtering to remove some misclassified pixels. Oliveied al. [37] proposed an
unsupervised retinal vessel segmentation procedure using a combieedviiich
includes a matched filter, Frangi filter and Gabor fillEne combined filter is used for
vessel enhancement and corresponding feature extraction. Thetezkif@atures are
then clustered by FCM based on their observation that the nuafbeon-vessel

elements is larger than the vessel elements and consgqubistl is used in
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classification. Wang et al. [38] proposed an unsupervised Iretasael segmentation
method that does not require a pre-processing stage. Thésvaessaitially enhanced
using a matched filter with a multi-wavelet kernel whishcapable of responding to
blood vessels and non-vessel edges. The classification tasglésriented by using an
iterative multi-scale hierarchical algorithm based dmve-class decomposition model
which is controlled by one optimal scale parameter. The fivdry segmentation is

derived by adopting an adaptive threshold.

3. Proposed retinal vessel segmentation scheme

In our work, vessel features are extracted using the Gaber (#ee section 3.1).
The filter was originally proposed by Dennis Gabor [20] and subseyusdpted by
Daugman [21] to model the response of certain cells in iheal cortex of some
mammals. The filter has been widely used within ¢benputer vision community to
characterise image texture. In this paper, we present adunacfor parameter selection
based on the morphological properties of retinal vessels ara fusther parametek
to control the performance. We adopt a multi-scale framewwmgired by the scale
invariant feature transform (SIFT) [30] to identify keypoirfdter responses derived
from keypoints initialise a clustering algorithm that subsequed#yermines the
textons. Texton-based approaches have been a significant hbexture analysis
since the term texton was first introduced by Julesz in the 12&)s A practical
definition of a texton and an operational framework to enabldons to be
automatically generated from an image was provided by Lenddvialik [23] [24]. A
texton is an element (e.g. line segment, elongated blobs anosterminator) that is

defined to represent a basic micro geometric textural steudturan image [22].
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Building on this idea, Leung and Malik’s operational definitidraracterises a texton

by its responses to a filter bank f,...,F).

R = {Fl * I(X! Y)' FZ * I(X, Y); LR Fn * I(X, Y)} (31)

If the filter bank convolved with an input image I(X,y) the respaatseach pixel (Eqgn.
3.1), will depend on specific local structures (e.g. litdshs) and on the design of the
filter bank. Should those structures appear repeatedly, theeahed vectors in {R}

may be clustered into corresponding groups.

Our filter bank uses multi-scale Gabor filters characterisy one free parameter that
determines the scale. The filter bank is used to detechtilg interesting candidate
pixels called keypoints. Filter-response vectors derived fkaypoints are used to
initialise a clustering algorithm that generates textons d@natsubsequently used to
classify vessel/non-vessel pixels in novel images. Watiigekeypoints from a small
training set N = 10) of fundus images in a process we oaltel selection. We then
perform a further training cycle using another set of imagesentify the texton
dictionary. In this second training stagek-BIN clustering algorithm is initialised with
seeds found by matching keypoints identified by the model smiestage to those in
the training set (see section 3.3). An overview of the-dtage training procedure is
illustrated in Fig. 1. By ranking the clusters by size they heuristically mapped to

vessel/non-vessel classes (i.e. we label the largestichsnon-vessel).

10
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Figure 1:Using keypoints to generate the texton dictio

We test the system using d\IN classifier used to label pixels as vessel/messel ir
novel fundus images drawn frothe publicly available DRIVE databasehe DRIVE
databasegollected by Staal et ¢[8] contains 40 images that were captured Baaon
CR5 fundus camera at 4%ield of view. Each image is digitized at a resalat of
565%584 pixelsaptured at 8 bitser colour plane anstored as TIFF format. The ds
is divided into training ad test sets, each set comprising 20 imageanual
segmentations are available for both sets. For the testtwet sets of rmant
segmentabn are provided by two clinical expe. In practice, the first set is used
ground truth whilst the othecan be used provide a measure of intebservel
variation. These measurements are useful for comparing andyiggalresuults ¢
automaticcomputer generated segmente algorithms For the training set, or a

single set of manual vesdete segmentation is availal Additionally, a mask for eac
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image is available for both sets that can be used to rerhevant border surrounding

the field of interest.

The performance of our proposed method is measured in termscofaay,

sensitivity and specificity,

Sensitivity = e (3.2)

Specificity = TNTiVFP (3.3)
TP+TN

Accuracy = TP+FPiTNTFN (34)

WhereTP, TN, FP, FN represent True Positive, True Negative, False PositigieFalse

Negative fractions respectively [25].
3.1. Featur e extraction using optimized Gabor filters

Psychophysical studies have indicated that the human visiahsyrocesses images
by analyzing the frequency and orientation of localised compomeétits the visual
field [26]. However, while the Fourier transform is ablep&rform global frequency
analysis it is unable to localize signals in the spat@hain. The classical way to
combine spatial and frequency information is to introduce $pdéipendency into
Fourier analysis. For example, the Windowed Fourier TransforraT{Wlefines a
so-called window functiori¥ (x) which allows us to measure the spectrum of the one

dimensional functionf (x) in the spatial domain of/ (x).

Fw(w,e) = [T fOOW(x — ) e™* dx (3.5)

12
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If the window function is Gaussian, the WFT becomes the Gahosform, named

after Dennis Gabor [20] who defined one dimensional function as

2

GO = Gre () + Gy (1) = e 2% 7% (3.6)

x2

where eza2 represents a Gaussian envelopeis centre frequency anel?™* is

\/_
a complex sinusoid which consists of real componépt(x) and imaginary

componentG;,,(x). The real part also can be denoted as:

x2

Gre(x) = —e “20% cos(2mfx) (3.7)

and the imaginary part as

x2

Gim(x) = —e 202 sin(2mfx) (3.8)

Daugman [21] extended the Gabor concept to two dimensions and addptedoitel
the response of simple cells in the receptive field @fvibual cortex of some mammals.

The two dimensional Gabor function can be defined as

2 2

1.x% Yy
(

Gix,y)=e 2 o'y cos(2rfx + ¢) (3.9)
where g, and o, determine the spread of the Gaussian envelopegailthe phase

of the sinusoidal wave. Wherp equalsg or g the equation becomes an

odd-symmetric function. Note, in practice, only the real wdrthe Gabor filter is
convolved with the image weighted by the Gaussian envefipee the Gabor filter is
localised spatially different image textures can be etdthdepending on values of the
filter parameters; in our work, we choose the parametietise Gabor filter kernel by
considering the morphological characteristics of retinal ves3die most important
vascular properties are vessel width and their directiengingle). In practice, the width

of the vessel covers a wide range of diameters (from 2x2s), and their length can

13
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extend at any orientation. Hence, the geometric propertiessskls represent linear or
bar structures and this information can be used to design apeof@abor filters for

retinal vessel segmentation.
3.1.1 Design of Gabor filter and parameter optimization

Normally, the Gabor function uses multiple parameters whiohtral the
performance of the filter. In Eqn. 3.9, these parametetadef, ¢, c. The phase of the
sinusoidal wavep controls the symmetry of filter kernel. In order to determiine
orientation of the filter kernel, we introduce the orientapanameteé. Hence Egn. 3.9
becomes:

2 2
12y

Go(x,y) = e_E(”_erE) cos(2rfx' + @)

x' =xcos@ +ysinf (3.10)

y' = —xsinf +ycosf
Assuming the spread of the Gaussian envelopamdy directions are the same, we set
the termso, = o,. Because the linear structures (vessel segments) have a
approximate rectangular shape, the kernel should be anisotrapinesinsert a

parametery into Eqn. 3.10, which gives the spatial aspect ratio detdrmines the

ellipticity of the Gabor kernel. In Egn. 3.10, the spatiafjfrency termf also can be

expressed as 1/ whereA is the wave length parameter. Consequently, Eqn. 3.10 can

be written as

x/24y2y'2

S )cos(an7+q0)

G/l,@,(p,a,y(x: Y) =e
x' =xcosf + ysiné (3.11)

y' = —xsinf +ycosb
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If y=1, the kernel is circular; the term is the standard deviation of Gaussian
envelope. Because the vessel boundaries in furdages are presented in a plane
approximately normal to the sensor plane their edge assumed to be parallel, and we
model the vessel as an even symmetric function wittrespondingcentre-on and

centre-off responses given by = 0 and ¢ = .

(c) (d)

Figure 2: The characteristics of vessel boundaf@sshows a panel cropped from a
grey-level retinal image; (b) is a grey level piofiransept (marked in red) crossing the
vessel; (¢) and (d) show the responses of the syrien@abor kernel with centre-on (c)

@ = 0 and centre-off (dyp = m.

Since retinal vessels appear relatively darker @veg with their background, we
choose@ = for our kernel model. Neurophysiological reseastiows that the
parameterd and o are not independent [27], Petkov and Kruizingd f2ported that
the ratioo/A is related to the half-response spatial frequeranydwidthb and can be

set as follows.

b
=1 [z 21 (3.12)

o
A wN 2 "2b—1

In practice, the bandwidth b controls the numbeexitatory and inhibitory zones in

the model. Three zones, one inhibitory and two tekmiy are visible in the retinal
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vessel structure (Fig. 2(b)), so we chobs8. We set the spatial aspect ratioas 0.85
as our previous work [18] suggests this ratio to be optimalceStnand A are

correlated, only one of them)(is considered a free parameter. Hence, we rewrite Eqn.

3.11 as
(_x’2+0.72y’2) !
Gro(x,y) = e o01za? cos(2n7 + )
x' =xcosf + ysin6 (3.13)

y' = —xsinf +ycosf

The orientation of the retinal vessel is another signifisaintctural characteristic.
Consequently, the Gabor filter kernels are designed to cowdiffé@nt orientations in
15° increments. Hence, our filter bank comprises a set of Galoelkgoarameterised
by A.

The choice ofA, and hence using the relationship in Eqn. 3.12, the kerreebsis
of primary importance with regard to the Gabor filter's iptlo extract vessels and the
computational cost. This can be illustrated by plotting aljaofl ROC curves based on
ground truth for a range of filter responses obtained from airtgpiset of images.
Typical results are plotted in Fig. 3(a) and corresponding A@d€sa (under the curves)
are shown in Fig. 3(b). These results suggest a value=ofi3 is optimal (with the
largest AUC) for a filter bank detecting vessels aimgle scale. Using Eqn. 3.12 we
find o is 3.12 and hence a suitable kernel size is 9 x 9.

To assess the performance of this Gabor filter bank, e&@C curves to compare its
performance in a vessel segmentation test to that of an iegprovatched filter
proposed by Al-Rawi [35] and also to a second order derivataaksian [17]. The

matched filters are optimized based on classic matched ffiloposed by Chaudhuri et

16
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al. [29]. The results presented in Fig. 4 (a) iatkcthat the Gabor filter outperforms the
matched filter and second order derivative of Gamsss we can see the Gabor curve is

closer to the top left corner. A typical exampleage from the training set and the

output of the Gabor filter bank & 13) is illustrated in Fig. 4 (b) and (c) respectively.
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Figure 3: (a) the ROC curves obtained by diffedrambda values; (b) the AUCs of
ROCs with different lambdas.

Although the single scale exhibits good performaand Fig. 4 (c) confirms the main
vessels are extracted, many tiny vessels may bsethiSo address this problem we
adopt a multi-scale approach. A scale raigd-15 is chosen empirically to extract key
vessel features. By tracking key vessel featuressaanultiple scales, the  detection
of the keypoints is more robust to noise and thiparticularly useful when detecting

tiny vessels.

3.2. Identifying keypoints

Our approach to identifying keypoints is inspirey the scale invariant feature
transform (SIFT), originally proposed by Lowe [3@)] extract distinctive local image
features. SIFT identifies so-called keypoint caathd based on responses of a set of

difference of Gaussian (DoG) filters. Points witwl contrast are discarded and the
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location and scale of the remaining keypoints are assignedron®re orientations

based on the surrounding local image gradients.
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Figure 4: (a) Comparative ROCs between Gabor filteatthed filter; (c) An
example of the Gabor filter respon@e=f 13) for the image shown in (b).

Our approach is somewhat similar, but uses a Gabor filter tmardentify vessel
keypoint candidates rather than a DoG filter. We apply thigntb points of interest
corresponding to scale specific vessel features. These ppalide initial clusters for a
2-stagek-means hybrid clustering process used for subsequently formingntde
texton dictionary. The filter bank uses Gabor filters (®e&tion 3.1) at multiple scales
A € {4,6,8,9,13,15}. Although the feature vectors can be calculated for pach in
the image, to reduce the computational cost only the mossegyiedive pixels are used.
These are identified by comparing each pixel (marked as @mof%y. 5) to its 8
neighbours (marked as circles) at the same scale whilst cioigphe pixel to its 18
neighbours at adjacent scales (i.e. similar to SIFT)thia way vessel keypoints

correspond to local (spatial and scale) maximal filtgpoases.

18
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Figure 5:1dentifying keypoints

Fig. 6 (a) illustrates how potential keypoints are found usingilberst Not only the
main vessels produce keypoints, but also a few keypoints atedon the areas around
the end of some capillaries. This is because the multiplesof Gabor filters match a
range of vessel structures in the image. For instance, esggmequals 4, 6, and 8, the
filter (A=4) extracts thin vessels thus the responses of capillages/mlent. The filter
(A=8) is tuned to detect wider vessels however the responsey gessels may not be
evident. The filter X=6) responds to intermediate vessels betwke# and A=8.
Comparing filter responses for each pixel to its 26 neighbauissaarching for local

maxima allows us to extract potential keypoints at four spesifalesA € {6, 8,9, 13}.

Potential keypoints are filtered by removing those of low centi@g. 6 (b)). Image
gradient and orientation is computed within a local windowreenon the remaining
keypoints. Image gradient magnituae(x,y) and corresponding orientatiah(x, y)

are calculated using pixels differences at each scalegssqat as follows:

m(x,y) = \/(R(x +1,y)—R(x—1,y)?+ (R(x,y+1) —R(x,y — 1))? (3.14)
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_ —1 (R(x+1,y)-R(x-1,y)
0(x,y) = tan (R(x,y+1)—R(x,y—1)) (3.15)

whereR represents the image smoothed by a Gaussian filter choseineloiing the
parameters of the Gaussian envelope from those used by alee specific Gabor
function used to identify the keypoints. For example, X& {4, 6, 8, 9, 13,15},
Eqgn. 3.12 gives a corresponding ranges {0.96, 1.45, 1.93, 2.17, 3.13,3.61}.
Gradients and orientations are accumulated into the keypointiptesdy quantising
and summing the gradient magnitudes and orientations across sdaghin a 4 x 4
window. Each descriptor is formed as a 4x4 grid, of which eathgrid contains an
orientation histogram, binned in 8 directions. An example is shovig. 6 (b1) and

(b2).

(b2)

Figure 6: (a) illustrates the potential keypoints and (b) titlss corresponding
descriptors (after filtering low-contrast candidates). Onii@ descriptors is zoomed in
and presented in (b1); one of the orientation histograms prdsengel) is illustrated

in (b2).
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To evaluate our approach we extract keypoints from a trainingfs2® images
drawn from the DRIVE database. We further split theseg@nanto two subsets. A
validation subset is used for model selection (i.e. identdggtaof keypoint descriptors)
and the other is used to train textons. For images in #ieirty subset we detect
keypoints in the same way we did for model selection, andsdppl same scheme to
generate their descriptors. Up to this point, each keypoint isseped by its descriptor
which is formed as a 4x4x8=128 dimensional vector. We the matchestekeypoint
candidates found from the training set to keypoint descriptors fioandthe validation
set (using a Euclidean distance metric). Again, this ambras similar to that used to
identify natural objects using SIFT [30], but in this case usimgatched Gabor filter
bank. This ensures that the majority of keypoints map to vessaetures and so there is
no need for ground truth labels. In an extreme condition, wewam use all of detected
key points derived from a novel image without matching process. niatched key
points are used in the next stage to identify seed canslid&ieh are subsequently used
to initialise the clustering algorithm when generating textéing. (L). The next section

describes how we form the texton dictionary and use it foevesgmentation.

3.3. Generation of textons and segmentation

Textons are filter responses identified asnatimensional vector R (see Egn.3.1) at
each pixel position in the image. Filter responses fromlgixem training images are
clustered intdk groupsusing ak-means clustering algorithm. Tlkemeans algorithm is
initialised by filter responses from keypoints and runs iterigtiventil either it
converges or a maximum number of iterations is reached. Weseha= 5 to reflect

significant classes of objects that are visible in thegesai.e. vessels (at 4 scales) and
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background in our experiment. Okrmeans clustering algorithm is a hybrid. We
control the way in which clusters are formed in the feasypace by carefully initialising
the 5 cluster centres selected by randomly choosing one keypoimiptigsat each
scale A€ {6, 8, 9, 13} and one “wildcard” descriptor from the validation set
dictionary. The 5 keypoint descriptors in the training setahetiy that best match these
are then used to index into the filter response vectorsvioigitial cluster centres;Y
We denote the set of filter response vectdrs B U C where B denotes a set of
responses that map to keypoint pixels @ahdlenotes those that arise from other pixels.
We then cluster the filter response vectors in two stdgdhke first stage we cluste®,
then merge the remaining response vectorand complete the process. The pseudo

code for thek-means hybrid algorithm is as follows:

Algorithm 1: k-means (Hybrid)

Input: A, a set of filter response vectoB, a set of keypoint response vect(C, a set of other respon
vectors (Note:A = B U C); k, number of clusters (Note: k = 5); Ycluster centres (Note: i = 1..k);

Output: clusters (labelled filter response vectors)
Initialise cluster centres;Y
while termination condition is not satisfielb
AssigrB to closest cluster centrg Y

Update Ybased on assignment

while termination condition is not satisfietb
AssignA to closest cluster centrg Y

1

2

3

4

5: end while
6

7

8 Update Ybased on assignment
9

end while

The motivation for th&-means hybrid is based on a conclusion reported by Bubeck
et al. [39]. Here, they conjecture that “when theratikeast one initial centre in each of

the underlying clusters, then the initial centres tenday ist the clusters they had been
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placed in”.Our approach encourages clusters to form arouted fésponses that map
four scales of vessel structur@$e ‘wildcard clustering centre (k=5Will tend form
the background (nowmessel) cluster centin the second stage of the clusterprgcess
and this will attractmost membership labt«. Thisk-means hybrichot only improvis the
stability of k-means algahm, but also nsures the clustering procedure stdrom
centres that map to a rangessel widths. Since the labelling of clustersniplicit
training is unsupervised aman be costructed without assistance of ground truth.
To identify textons, we first rank the clusters based on thiee. The largest clust
in the list maps onto the background texton clasge the backgrouncomprises thi
largestnumber of pixels in an image. The remaining clisseme considered aesse
relatedtextons. We store these texs in a texton dictionary which issed in test stage
In the test phase, we fiteach novel image with the mi-scaleGabor filter bank tc
generate corregmding responses at each pixel. Pixels are therelldab as
vessel/non-vessel by aNIN classifier which assigns them to the nearedbtexlustel

in the dictionary (Fig. 7).

Testing
Gabor Filter

Test Set Bank Filter Responses Segmentation

1-NN
Classifier

T

Texton
Dictionary

Figure 7 Classifying Vesel/Non-Vessel Pixels
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4. Experimental results and evaluation

The proposed method was tested and evaluated on the DRIVEetatRach image in
test set of the DRIVE database was segmented. Exampleestgion results shown in
Fig. 8 (g) (h) and (i) illustrate that as well as exiragveins and arties (i.e. vessels with

wide diameter) our method also performs well in segmentindjaags (tiny vessels).

Figure 8: (a)-(c) Images from the DRIVE database; fiJdjie corresponding ground
truths; (g)-(i) segmentation results achieved by textons uming-scale Gabor filters
and keypoints.

Even the most tiny vessels at the end of vessel netwdrksthéit a diameter close

to the limit of that identified in ground truth are degéettin order to qualify the

24



O©CO~NOOOTA~AWNPE

Retinal vessel segmentation using multi-scale textonsetefream keypoints

performance of the proposed method, segmentation results fidmest image were
compared to its ground truth. The average specificity, seibgitimd accuracy for our

method are 0.9668, 0.7812 and 0.9504 respectively.

Table 1 compares our method with other approaches publishedebe®984 and
2013. Most of methods presented in table 1 are supervisedietdsased methods but
a method employing vessel tracing [33] and one based on guapl3d] are also
included, as both have been proposed very recently and tkéiormpance is
outstanding. The comparative results show that our method hashetieh sensitivity

than the most of the other methods listed in the table 1.

Table 1: Comparative results between our retinal vesgghentation method and other

state-of-the-art methods on DRIVE database.

Method Year Sensitivity Specificity  Accuracy
2" observer - 0.7761 0.9725 0.9473
Staal [8] 2004 0.7194 0.9773 0.9441
Soare{9] 200¢ 0.728: 0.978¢ 0.946¢
Ricci & Perfetti [10] 2007 - - 0.9595
Rezatofighi [11] 2008 0.7308 0.9723 0.9410
Fraz [15] 2011 0.7525 0.9722 0.9476
Marin et al. [14] 2011 0.7067 0.9801 0.9454
Condurachq32] 201z 0.909: 0.959: 0.9516
Ocbagabir et € [33] 201¢ 0.713: 0.982¢ 0.9583
Salazar-Gonzaléf81] 2010 0.7197 0.9665 0.9479
Our method 2014 0.7812 0.9668 0.9504

25



O©CO~NOOOTA~AWNPE

Retinal vessel segmentation using multi-scale textonsetefream keypoints

Note: "denote unsupervised approaches; bold values represent accuraey tradt
outperform our method.

Normally, it is difficult to balance the sensitivity angpecificity. Increasing
sensitivity tends to reduce specificity and this in turn mlagnge the overall accuracy.
In reality, the tiny vessels have extremely low contrashmaring with background,
thus if the algorithm is particularly designed for tiny \e#sdements extraction in order
to increase the sensitivity of segmentation, more non-veksmkents from background
may be detected as vessels. This will lead to a reduictigpecificity and accuracy. We
report an average sensitivity of 0.7812. This figure sugg#st using keypoint
descriptors and multi-scale Gabor filters may offer advastagéerms of better vessel
segmentation performance. The figure for the averageifisigcof 0.9668 also
illustrates that the algorithm maintains good performance isrrdbust to artefacts

present in the background that might be mistaken for vessetisis.

To the best of our knowledge, the maximum accuracy achievedelijous methods
is 0.9595. This value is achieved by a supervised approach propp$Ritdd and
Perfetti [10]. However they didn’t report values of sewmgitiand specificity, which are
more useful in evaluating the performance of segmentamoinclassification methods
particularly when the testing data is unbalanced (e.g. markgimund pixels than
vessel pixels). The results published by Condurache [32] showbdke overall
sensitivity (0.9094). However, the sensitivity of their suged approach exceeds that
of the 29 observer by quite a margin and suggests that there mayebeency for the
uncertainty in ground truth labels and test methodolgy adopted byRhéEHatabase
to favour supervised techniques. With this in mind, unsupenagpgdoaches such as

ours and the vessel tracing method recently proposed by Ocbapabif33] perform
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comparatively well. Compared to our method theirs delivensparable accuracy
(0.9583), but the sensitivity of our method is approximately 7% beitele the
specificity just 1.5% poorer. Although the lower specificitydicates that more
non-vessel elements were segmented as vessels, thresbaggivity demonstrates that
our method has performed 7% better with respect to extrastisgels from the
background by sacrificing only just 1.5% on specificity. In terai the evaluation
criterion, a primary goal of vessel segmentation is teaes many vessel elements as
possible, since in reality a ratio between diameterrtdrias to those of veins also
known as A/V ratio is an important clinical biometry to asgbe risk of many diseases
(e.g. hypertension, brain stroke) [40] However it is algpadrtant to detect the tiny
vessels as their condition is indicative in diagnosis of WetWar Degeneration
(WMD). WMD, also known as choroidal neovascularization, leracterised by
abnormal growth of the choroidal vascular structure into or arounthéloella. These
new vessels are weak and easily bleed [41]. Achieving godormemnce in segmenting
thin vessels suggests it is better to improve the dvacalracy by pursuing higher
sensitivity while maintaining the same or sacrificing ongnzall fraction of specificity.
We wish to emphasize that the primary goal of this experimastto develop an
unsupervised method that achieves relatively good performance cdmpatte
supervised methods. Since ground truth is only used to parametagianulti-scale
Gabor filter bank we believe we have succeeded in tlsigent. Our experimental
results show that using keypoint descriptors and multi-scale Gidtess delivers

competitive performance compared with other supervised methods.
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5. Conclusions and summary

The performance of segmentation algorithms that learn frobung truth labels
supplied by human observers can suffer due to inconsistendies liabelling process.
Addressing this problem we proposed a novel unsupervised retssdl\s=gmentation
method that uses keypoint descriptors to generate the texttiondry used to
discriminate between vessel and non-vessel pixels in nowagds. Textons are
assigned vessel and non-vessel labels implicitly in this apipraad as such, our
clustering algorithm is not constrained by ground truth. Our mediies framework
allows us to extract features relating to different vessdths and these are used to
automatically generate textons at salient scales. Theiaial results show that the
performance of our proposed unsupervised retinal vessel segmensatiompetitive
compared to other supervised methods. Additionally, we belieatetle scheme we
propose for selecting potential vessel candidates based on keyawirdiso be used as
a general tool for selecting the most appropriate initial seéedsegmentation

approaches that trace vessels.

Although the performance of the proposed method (sensitivity, fepgci and
accuracy) is good, we can identify some limitations andknesses. Visually, some
false positive pixels are evident in our segmentation regdpecially in an area around
the optic disc (OD) and in the left part of the peripherahaf his is because the area
surrounding the OD and the outer circle exhibit strong contrast anthese are
significant gradient changes on their boundaries. We believé¢tid overall accuracy of

our method can be improved by removing these false positive pielgsect way to
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handle this limitation is adding a pre-processing stage beforglementing

segmentation. We intend to address these limitations irudhef work.
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*Highlights (for review)

Highlights

e We present a retinal vessel segmentation approach that uses textons.

e Vessel textons are derived from responses of a multi-scale Gabor filter bank.

e We train on keypoint descriptors instead of labelled ground truth.

e We show our unsupervised approach performs well compared to previous work.
e Our method outperforms other unsupervised approaches on the Drive data set.



