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Abstract

This paper concerns the problem of minimizing the maximum link utiliza-
tion of IP telecommunication networks under the joint use of traditional
IGP routing protocols, such as IS-IS and OSPF, and the more sophisticated
MPLS-TE technology. It is shown that the problem of choosing the opti-
mal routing, both under working conditions and under single link failure
scenarios, can be casted as a Linear Program of reasonable size. The pro-
posed model is validated by a computational experimentation performed on
synthetic and real networks: the obtained results show that the new ap-
proach considerably reduces the maximum link utilization of the network
with respect to simply optimizing the IGP weights, at the cost of adding a
limited number of label switched paths (LSPs). Optimizing the set of IGP
weights within the overall approach further improves performances. The
computational time needed to solve the models matches well with real-time
requirements, and makes it possible to consider network design problems.
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1. Introduction

Communication and computer networks have high deployment and main-
tenance costs, which makes development of optimization models for their de-
sign and routing an important subject to both researchers and practitioners
[1, 2]. This is even more true as the continuous development of new technolo-
gies keeps offering new avenues for optimization, while requiring to re-think
established operations. Several different forms of network design problems
exist depending on the specific details of the network under consideration:
the layer (physical, IP, . . . ), the corresponding routing protocols, the routing
and deployment costs, and the survivability requirements specifying under
which set of conditions the network should be guaranteed to remain oper-
ational. Whilst very general forms of design and routing problems can be
devised [3], being able to solve them within the time limits dictated by the
application environments crucially depends on exploiting the specific tech-
nological characteristics of the network at hand. Many of these problems
are hard to solve, both in theory and in practice. For instance, optimal
routing under the available IGP (Interior Gateway Protocol) protocol, such
as Intermediate System to Intermediate System (IS-IS) or Open Shortest
Path First (OSPF), requires finding a set of weight links (integers in the
range [1, 224]) that completely determine the routing of the demands; even
with no survivability assumptions this is a NP-hard problem that cannot
be approximated with a factor better than 3/2 [4]. Thus, even simple rout-
ing on current IP networks is a difficult problem; fortunately, new Traffic
Engineering (TE) techniques have been developed to enable Internet Ser-
vice Providers (ISP) to route the traffic along the network. In particular,
Multi-Protocol Label Switching (MPLS-TE) networks enable ISPs to move
traffic from congested links to less loaded areas of the network setting up
constrained Label Switched Paths (LSPs). However, the use of a “full mesh”
MPLS-TE, where each origin-destination pair gets its dedicated LSP (pos-
sibly more than one to take into account different kinds of traffic) is not
scalable, since it typically requires O(n2) paths which is not considered to
be practical. Hence, one should rather search for an optimal set of comple-
mentary LSP tunnels to be used in combination with the IGP protocol.

This is especially important as, besides optimizing network resources
utilization in the nominal case, these techniques can be used to implement
network survivability techniques which allow resilience to equipment failure
or congestion. Several different optimization models dealing with different
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forms of survivability have been developed [5, 6, 7, 8, 9, 10, 11, 12, 13,
14, 15, 16, 17, 18]; in this paper we focus on single link failures, which
represent by far the most common form of unplanned failure in real networks
[19]. To survive a (single-link) failure, restoration routing is performed; this
can be path (end-to-end) or link (local) restoration [20]. In the former
scheme, if a failure is present along a path, the source node detects it and
activates backup paths; due to its global nature, this may cause very large
restoration latencies. In the link restoration scheme, a backup path is found
to protect the failed link, rather than the entire path; although this may use
more resources, it is attractive in that it can meet strict restoration latency
requirements.

Furthermore, the local restoration scheme fits very well with a specific
combination of network technology as far as the resulting optimization mod-
els are concerned. In particular, we will show that if restoration paths are
all chosen by the IS-IS/OSPF protocol, for a fixed set of weight links the
survivable routing problem using a combination of the available routing tech-
nologies (IS-IS/OSPF and MPLS-TE) can be modeled as a relatively small-
size Linear Program (LP). While the assumption of fixed weight links may
appear to be a rather strong one, our computational results show that the
model provides very good resources utilization with any reasonably chosen
set of IS-IS weights, while dictating the use of a small set of LSP tunnels and
requiring a comparatively short running time to be solved by off-the-shelf
methods. This is somewhat surprising, as several routing problems under
realistic conditions are difficult, especially if survivability has to be taken
into account, as discussed in Section 3. Indeed, while several optimization
models under the MPLS-TE technology have been presented in the literature
[20, 21, 22, 23, 24, 25, 26], the majority of these papers either only consider
the normal (or working) condition, or deal with survivability constraints as
a two-phase design process, where the working paths are firstly chosen to
optimize the routing in working conditions, and only then restoration (or
backup) paths are selected that protect the links along the primary LSP.
To the best of our knowledge, no paper considers at the same time optimal
routing and survivability in the specific (but very reasonable in practice) set
of technological requirements described here, which fortunately happen to
make it easy to solve. This is interesting in that the efficient solution of the
routing problem is usually a crucial step in the far more complex network
design problems in telecommunication networks [27, 9, 2, 1].

The outline of the paper is as follows. Section 2 first presents some rele-
vant backgrounds on various aspects of routing problems, then summarizes
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related works dealing with IGP and MPLS-TE optimization approaches. In
Section 4 we describe the routing optimization models, while in Section 5
we demonstrate the suitability of the proposed optimization models by tests
and comparisons on synthetic and real networks. Finally, Section 6 presents
our conclusions and directions for future research.

2. Background

2.1. Routing protocols

IP backbone networks employ IGP routing protocols, such as IS-IS and
OSPF, in order to compute the routes from each origin node to each des-
tination node of the traffic demands. This is done by assigning a suitable
metric value to each link of the network, and then routing along the shortest
paths w.r.t. the selected metrics (weights). When Equivalent Cost Multi-
ple Paths (ECMP) are enabled, the traffic flow is equally split among the
alternative shortest paths linking each origin-destination pair. Generally,
the traffic splitting mechanism is per packet round robin, where each packet
matching a given destination is forwarded toward the corresponding egress
node using the least recently used equal cost path.

The introduction of the Multi-Protocol Label Switching Traffic Engineer-
ing (MPLS-TE) technology has improved the dataflow management due to
the traditional routing protocols. In fact, unlike IGP routing protocols,
MPLS-TE networks can support destination-based and explicit routing si-
multaneously. Furthermore, MPLS-TE provides better handling of conges-
tion and failures by suppling mechanisms to quickly find an alternate path
if the primary path is no longer available. This Fast Re-Route (FRR) capa-
bility is critical for allowing service providers to offer high availability and
high revenue Service Level Agreements. However, FRR requires that the
operator explicitly sets secondary paths for all the possible failure scenarios,
which can be excessively time consuming; besides, choosing appropriate re-
serve paths is nontrivial. An interesting alternative is therefore to rely on the
link restoration approach, which is technically obtained by using “Implicit
LSP” as reserve paths; this causes the commodities affected by the fault
to be re-routed using the IGP (IS-IS/OSPF), thereby negating the need to
explicitly choosing the reserve paths.

3. Related works

Several strands of research are related to the results in this paper.
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The first concerns optimal routing using IS-IS/OSPF protocols. This can
be cast in different ways [28], and several (mostly heuristic) approaches have
been proposed to solve it such as Tabu Search (TS) [29], genetic algorithms
[30, 31] and tailored heuristics [32, 33]. An extended comparison of different
heuristic approaches, comprising local search, Simulated Annealing (SA) and
Lagrangian Relaxation, is presented in [34], both for the case where ECMP
are allowed and for that where only a unique path for demand is allowed.
The results of these papers show that optimal IS-IS/OSPF metrics not only
are cumbersome to find, but also do not perform as well as an optimal
MPLS-TE routing.

Other papers have addressed the problem of determining an optimal
MPLS routing according to different objective functions. In particular, in
[22] a TS algorithm is proposed to find a layout of MPLS-TE paths with
the minimum number of hops, whereas in [23] the MPLS routing prob-
lem is modeled in terms of an off-line multiobjective Mixed Integer Linear
Programming (MILP) model that looks for the best trade-off between the
minimal routing delay, the optimal load balancing, and the minimal split-
ting of traffic trunks. In [35] and in [36] a multipath adaptive traffic
engineering mechanism is introduced which aims at avoiding the network
congestion by adaptively balancing the load among multiple paths based on
measurements and analysis of the path level. In [37] and [38] an online
traffic engineering approach is proposed which aims to determine minimum
interference LSP tunnels, defined as paths that maximize the weighted sum
of flows between all the other node pairs (called WSUM-MAX problem): a
heuristic online procedure is proposed which allows a good LSP acceptance
rate and re-routing performance, thus limiting the well known online traffic
engineering drawbacks related to unavailability of bandwidth at the request
time.

Relatively few papers deal with combined IGP/MPLS routing, and most
of these employ a two phase (hierarchical) approach by optimizing sepa-
rately the two technologies. In [39] the routing problem is formulated as
a service differentiated model where the IP flows are classified (based on
experience) into low bandwidth demanding (LBD) and high bandwidth de-
manding (HBD) flows at the ingress of the network; LBD flows are routed
along the IGP shortest paths, while HBD flows over bandwidth-guaranteed
LSP tunnels. The optimization problem seeks the best network configu-
ration that maximizes bandwidth usage (optimality), minimizing rerouting
upon failure (reliability) and reducing the signaling overheads resulting from
a full IP tunneling (scalability); several simulations are required to choose
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the value of the calibration parameters in the objective function expressing
the trade-off among optimality, reliability and scalability. In [24] IGP opti-
mization is firstly performed using SA, and then a set of complementary LSP
paths are computed to improve the IGP solution using a MILP model; the
results show that the use of LSPs greatly improve the network utilization. In
[25] the basic idea of this hybrid approach is used to combine both the sim-
plicity and robustness of IGP routing and the flexibility of MPLS-TE: SA is
used to select a small number of LSPs under different objective functions so
as to be independent is IGP weights configuration. In [26] an open source
toolbox for traffic engineering methods (TOTEM) is presented which pro-
vides facilities for IS-IS/OSPF metrics optimization, primary and backup
LSP routing, and BGP (Border Gateway Protocol) simulations [40]. A
mathematical programming formulation for the routing problem under the
combined IGP/MPLS scenarios is presented in [41] which is solved with
a heuristic decomposition approach employing evolutionary algorithm and
simulated allocation. In [42] three different strategies to implement the co-
existence of the IGP and MPLS protocols have been presented: the idea is
to add only a limited number of LSP tunnels under conditions on the max-
imum number of hops and maximum delay. A comparison among the three
approaches is presented in [43]: the simulations demonstrate that each of
the three models allows to considerably reduce the congestion level of the
network while keeping the delay and hop-count metrics within an acceptable
range. Finally, in [44] the traffic engineering problem has been formulated as
a LP with hybrid MPLS/OSPF routing, avoiding the drawbacks of both the
OSPF weight optimization, which triggers network-wide convergence and
significant traffic shift, and those of pure MPLS approach, which requires a
full mesh of tunnels to be configured throughout the network.

None of the aforementioned papers considers the survivability issue em-
bedded in the overall optimization process. In the majority of the literature,
survivability is addressed by simulation and/or heuristic approaches. For IS-
IS/OSPF networks, survivability has been addressed in [29, 45, 46, 47, 27].
In particular, in [29, 45, 47] TS approaches are used in order to determine
robust metrics that guarantee survivability both in working condition and
in all single link failure scenarios. In [27], the same problem has been solved
using an evolutionary algorithm, addressing also the failure of the routers.
In [46], a bicriteria algorithm has been used, where the working condition
and failure scenarios are separately considered; basically, the authors use a
local search algorithm based on TS where the objective function “drives” the
search toward Pareto optimal solutions. All the authors report a significant
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Table 1: Summary of Traffic Engineering Techniques in IP networks

technique no survivability survivability

IGP weight optimization [28, 30, 31, 32, 33, 34] [29, 45, 46, 47]

MPLS optimization [37, 38, 22, 23, 28] [20, 21]

Hybrid IGP/MPLS [24, 42, 43] [50] [Present Paper]

reduction of the link congestion in case of single link failure, at the price
of a higher maximum occupation in working conditions; furthermore, the
IS-IS/OSPF weight adjustment induces potentially large traffic shift in the
network, which may cause service degradation. Due to these reasons, chang-
ing link weights can only be done infrequently, and therefore the required
computational time, although high, can be disregarded when considering the
overall time of the presented approaches. Survivability under the MPLS-TE
technology has been formulated in [48] in terms of the Spare Capacity Al-
location (SCA) problem. The idea is to mitigate the impact of a single link
failure by allocating spare capacity on the links and creating arc-disjoint
LSP backup paths for each primary LSP. This goal can be unachievable for
pathological network topologies [49]. In [21] the SCA problem is addressed
by separate design of working and restoration paths resulting in a minimum
capacity usage; for this purpose, two LP models are sequentially solved. An
improvement of the model is developed to take into account load balancing.
In [20], the problem of distributed routing of restoration paths is addressed
by introducing the concept of backtracking to bound the restoration latency;
a two steps heuristic algorithm is proposed where primary paths and backup
paths are computed in two separated steps.

All the above approaches obtain optimal solutions of simple optimization
problems, or sub-optimal solutions of wider problems. Very few approaches
address combined IS-IS/OSPF and MPLS-TE routing and single link failures
simultaneously. In [50], some of the authors presented preliminary results
of a combined routing approach: a LP model jointly uses the IGP routing
protocols and the MPLS-TE technology to minimize the maximum link uti-
lization under single-link survivability constraints and the path restoration
scheme. This leads to significantly more complex models w.r.t. those pre-
sented here for the link restoration scheme. A summary of the literature
overview on Traffic Engineering techniques in IP networks is reported in
Table 1.

4. The link restoration combined routing problem

Let G = (N , E) be an undirected graph modeling a telecommunication
network, where N (|N | = n) is the set of nodes (routers) and E (|E| = µ)
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is the set of edges (links) of the network. A bi-directional transmission
capacity cij is associated with each (undirected) link {i, j}, i.e., one can
simultaneously transmit up to cij information from i to j and cij information
from j to i without the two transmissions interfering with each other. In
the following we will often use the bi-direction of G, i.e., the directed graph
G′ = (N ,A) having the same set of nodes of G, whereas A (|A| = m = 2µ) is
the set of pairs of directed arcs (i, j) and (j, i) for each edge {i, j} ∈ E . We
will often employ the short-hand notation l for denoting an edge {i, j} ∈ E ,
with the two corresponding directed arcs denoted by l+ = (i, j) and l− =
(j, i), respectively. We will also denote by FS(i) and BS(i), respectively,
the standard forward star and backward star of a generic node i in G′.

In general, one has a set F (|F| = k, and usually k ∈ O(n2)) of origin-
destination pairs, or commodities; for each f ∈ F , s(f), t(f) and df denote
respectively the origin node, the destination node and the traffic demand of
the commodity f . For each f ∈ F and (i, j) ∈ A one also has the rational

number xfij ∈ [0, 1] representing the fraction of flow of the commodity f that
is routed by IS-IS/OSPF along the arc (i, j); we assume that this routing
data (succinctly denoted by the m× k routing matrix X ) is given as input,
having been computed with a suitable set of IS-IS/OSPF metrics, e.g. ob-
tained with the approaches proposed in [47, 28, 29]. One could construct
the model using the “natural” commodities F ; this would be required if
there were e.g. commodity-dependent costs or bounds. However, since this
is not the case in our applications, it is preferable to consider the aggregated
notion of commodity, whereby all commodities having the same ingress node
are considered to be “the same kind of flow”. In order to do that we need
some further notation: H is the set of the origin nodes, which therefore
coincides with the set of aggregated commodities, and for each node v ∈ H
the set F(v) = { f ∈ F : s(f) = v } contains the commodities having v as
their ingress node.

4.1. Nominal model

We start by presenting the nominal model, i.e., without survivability
constraints. Given G, F and X , the problem of satisfying the demands of
the commodities in F exploiting both IS-IS/OSPF and MPLS-TE routing
technologies, in such a way as to minimize the maximum arc utilization of
the network, can be cast as the following compact LP.

min umax (1)∑
f∈F

isfxfij +
∑
v∈H

wv
ij ≤ umaxcij (i, j) ∈ A (2)
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∑
j∈BS(i)

wv
ji −

∑
j∈FS(i)

wv
ij =



∑
f∈F(v)

isf − df if i = v

df − isf if i = t(f)
f ∈ F(v)

0 otherwise

i ∈ N
v ∈ H

(3)

0 ≤ wv
ij (i, j) ∈ A , v ∈ H (4)

0 ≤ isf ≤ df f ∈ F (5)

The single variable umax represents the maximum utilization over all the
arcs of the network, the variables isf represent the share of traffic demand
df of commodity f carried by IS-IS/OSPF, while the variables wv

ij represent
the share of traffic demand of the aggregated commodity v carried by LSP
along arc (i, j) via the MPLS-TE protocol. The objective function (1) mea-
sures the maximum arc utilization, which has to be minimized; as shown
in [51], and validated with the results in the present paper, minimizing the
maximum link utilization tends to maximize the available bandwidth, thus
balancing the load in the network as a side effect. Constraints (2) ensure
that umax is an upper bound on the utilization of each arc, measured as the
ratio between the traffic routed along it via the IS-IS/OSPF protocol and
the MPLS-TE technology (first and second term of the left-hand-side, re-
spectively) and its capacity. Constraints (3) ensure that the communication
demand of each commodity is entirely satisfied, by suitably combining the
traffic sent via IS-IS/OSPF and that sent via MPLS-TE. Note that if every
commodity f could only be routed either by IS-IS/OSPF or by MPLS-TE,
then isf should be defined as binary, thus turning the problem into a (much
more difficult to solve) MILP. Fortunately, current routers operations allow
to direct to an MPLS-TE path every chosen fraction of a given commodity,
thereby permitting the recourse to a more computationally tractable LP
formulation.

This is a quite classical (aggregated) node-arc multicommodity flow for-
mulation [49], common to very many network routing and design problems
[28, 1], augmented with the extra terms necessary to take into account the
possibility of routing along the (fixed) IS-IS/OSPF paths. It would be easy
to develop not only disaggregated versions of the model, which may be useful
for either modeling or algorithmic reasons [52], but also versions using the
arc-path formulation, which lends itself nicely to (stabilized) column gener-
ation techniques that can considerably speed-up the solution of the models
[53]. This is actually necessary when path restoration is used instead of link
restoration, even in the same combined IGP/MPLS setting [50]. However,
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for the current set of technological assumptions the above compact node-arc
formulation is sufficient; due to its relatively small size (hm+k+1 variables
and m + hn constraints, where h = |H| ≤ n), it can be solved quickly by
off-the-shelf LP components.

Using the proposed model in an actual network management setting
requires the following steps:

1. computation of a proper set of IS-IS/OSPF routing metrics and the
corresponding IS-IS routing, represented by matrix X ;

2. solution of the model to obtain a complementary set of LSP paths;

3. setup of the explicit LSPs determined by the model.

All these steps can be easily automatized. Actually, one could even setup
an iterative process, whereby after step 2. the MPLS flows w dictated by
the model are “fixed” (subtracted from the demands and arc capacities),
and step 1. is repeated in order to adapt the metrics to the chosen set of
LSP tunnels. This may be repeated as long as improvements are obtained,
thus providing a convenient block-descent (heuristic) approach to the prob-
lem of simultaneously choosing the metrics and the complimentary set of
LSP paths. Yet, in all tested instances even the first re-computation of the
metrics has never improved the solution once, so it appears that improving
on the solution obtained by the simple “optimize metrics first, choose LSPs
second” approach is not easy.

Furthermore, note that step 3. requires the decomposition of the ob-
tained flow solution w into paths. This is quickly obtained by the path
decomposition algorithm [49]; unfortunately, the decomposition is in gen-
eral not unique. Thus, the optimal solution of (1)—(5) may be decomposed
in different ways, ultimately leading to a different number of LSP paths (the
same would be true for a disaggregated formulation). Finding the decom-
position which minimizes the number of paths is not an option, as this is
a NP-Hard problem [54]. Actually, this is not the only (and possibly not
even the main) reason why model (1)—(5) does not allow any direct con-
trol on the final number of LSP paths: indeed, as shown by the following
proposition, its optimal solutions set almost surely is highly degenerate.

Proposition 4.1. Each instance of (1)—(5) has an optimal solution where
isf = 0 for all f ∈ F .

Proof. For any f ∈ F , the flow routed on each arc (i, j) by the IS-IS/OSPF

protocol for the commodity f , given by isfxfij , can be represented in terms
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of the flow variables wv
ij . Therefore, for any feasible solution, another fea-

sible solution exists where the share isf of the demand routed by the IS-IS
protocol is routed by the MPLS-TE protocol: both solutions produce the
same link utilization, and hence the same value of the objective function. 2

Thus, the above model does not control the total number of the resulting
LSPs; a solution can always be obtained that does not use the IS-IS/OSPF-
only routing at all, possibly at the cost of setting a very large number of
explicit LSP paths. While having a solution with many LSPs may not have
a large operational cost, it can be argued that, for the same value of the
maximum network utilization, a solution using a smaller number of LSP
paths could be preferred. Explicitly minimizing the number of employed
LSP leads to a difficult problem; however, one can obtain good results in
practice by replacing (1) with

umax + δ
∑

v∈H
∑

(v,j)∈FS(v)w
v
vj (6)

where δ is a “small” value. This penalizes each unit of flow leaving the
source nodes, thereby ensuring that LSP paths are used only if they strictly
decrease the maximum utilization level. This may reduce the number of the
LSPs, as shown in §5.4. Note, however, that while a reduction is most often
experienced in practice, there is no guarantee that the number of the LSPs
will actually decrease. Indeed, while any δ > 0 allows one to reduce the total
amount of flow which is globally sent through the LSPs (w.r.t. the solution
obtained by setting δ = 0), the reduced amount of flow may split up in
different ways, ultimately along a larger number of LSPs. This is consistent
with the fact that even splitting a given flow into the minimum number of
paths is a hard problem [54]. Anyway, since the solution time of the model
is very low, solving it repeatedly with different values of δ (among which
δ = 0) and picking the solution with the lowest number of LSPs (among all
with the minimum value of umax) can be a convenient heuristic to try to
reduce the number of LSPs.

4.2. Survivable model

We now extend the previous model in order to consider survivability. We
consider single link failures and define L ⊆ E as the set of all possible failed
links, or, equivalently, the set of the failure scenarios. We therefore refer
to each element l ∈ L both as a failed link and as a failure scenario. The
model can be easily extended to multiple link failures and/or node (router)
failures, possibly at the cost of a substantial increase in size. Each single
link failure scenario will be addressed under the link restoration mechanism,
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whose backup paths are realized in terms of implicit LSPs. Recall that
the operational advantage of implicit LSPs is that they are automatically
determined using the conventional IS-IS/OSPF metrics and without any
intervention, whereas in case of an explicit LSP each backup path has to be
explicitly specified by the network operator.

p q

i j

Fault
l+

l-

(a) Rerouting flow p→ q

p q

i j

Fault
l+

l-

(b) Rerouting flow q → p

Figure 1: Rerouting flows in case of edge failure

For each failure scenario l, a (m − 2) × k routing matrix X l is defined,

whose element xf,lij is the fraction of the flow of commodity f that is routed
by IS-IS/OSPF protocol along the arc (i, j), when the link l fails (note that
a link failing means that both arcs representing the link traversed in the
two possible directions fail). Each of these routing matrices X l can be easily
determined, prior to solving the model, given the input set of IS-IS/OSPF
metrics, by computing shortest paths over a graph obtained from G′ by
removing the link l, i.e., by removing both l+ and l−. Thus, the routing

matrices X l are input data. We also define x
l+,l
ij and x

l−,l
ij as the fraction of

the MPLS-TE traffic, routed along the arcs l+ and l−, respectively, under
the nominal working conditions, that in case of failure of the link l are
rerouted along the arc (i, j), via the IS-IS/OSPF protocol, according to
the link restoration strategy. Note that the rows of the routing matrices
correspond to the arcs, and the columns correspond to the commodities.
Hence, x

l+,l
ij is the element of the routing matrix X l corresponding to the

arc (i, j) and the commodity f+ = (p, q), where p and q are the starting
and ending nodes of the directed arc l+ as well as the origin and destination

nodes of the commodity f+. Similarly, x
l−,l
ij is the element of the routing

matrix X l corresponding to the arc (i, j) and the commodity f− = (q, p),
where q and p are the starting and ending nodes of the directed arc l− as well
as the origin and destination nodes of the commodity f−. The commodities
f+ and f− have to be created unless they already belong to F .
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With this data available, considering failure conditions in the model only
corresponds to adding the following |L|(m− 2) survivability constraints∑

f∈F x
f,l
ij is

f +
∑

v∈Hw
v
ij +

∑
v∈H

(
x
l+,l
ij wv

l+
+ x

l−,l
ij wv

l−

)
≤ umaxcij (7)

for all l ∈ L and (i, j) ∈ A \ {l+, l−}. The meaning of constraints (7) is
pictorially illustrated in Fig. 1. The failure of the (undirected) link l =
{p, q} ∈ L means that the entire flow traversing the link in both directions,
represented in the model by the two (directed) arcs l+ = (p, q) and l− =
(q, p), needs to be rerouted. The link restoration protocol thus re-routes all
the flow traversing l+ = (p, q) using the routes defined for the commodity
f+ = (p, q), and, similarly, re-routes the flow traversing l− = (q, p) using
the routes defined for the commodity f− = (q, p). Clearly, the survivability
constraints (7) are strictly dependent on the specific re-routing technology
(link restoration). In particular, once a link fails, the entire flow along that
link is re-routed like a commodity that has origin and destination in the two
routers at the extremes of the failed link. The routing is performed using pre-
computed paths only dependent on the IS-IS/OSPF metrics. A consequence
is that Proposition (4.1) does not necessarily hold for the survivable model.
In fact, in case of failure of link l, each arc (i, j) may behave differently
depending on its usage according to the IS-IS/OSPF protocol or the MPLS-
TE technology. In the model this is expressed in terms of the coefficients
xf,lij for the traffic sent via the IS-IS/OSPF protocol, or in terms of the

coefficients x
l+,l
ij and x

l−,l
ij for the traffic which was routed via the MPLS-TE

technology in normal condition, and which will be routed via IS-IS/OSPF
protocol in case of failure of link l. Thus, IS-IS/OSPF and MPLS-TE may
have a different impact on the arc utilization.

5. Computational results

The effectiveness of the proposed models has been tested on five differ-
ent telecommunication networks: one of them is a synthetic network, two
of them are real backbone networks, and the other two are test networks
instances available in the literature. For all instances, at least two different
sets of IGP weights are considered: default values suggested by the major
routers vendors (all ones, i.e., the shortest paths are the paths with the
minimum number of hops), and optimized metrics obtained by the TS al-
gorithm of [47], which considers the failure scenarios in the search process.
When available, the actual metrics used by the network operators have also
been considered. Except when otherwise stated, the survivable model takes
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Table 2: Characteristics of the test instances
network n m k vars ncnst scnst

random 8 36 56 345 100 345
IBCN 37 114 1332 5551 1483 7867
Tinet 18 54 306 1279 378 1782
Atlanta 15 44 210 871 269 1193
Géant 23 76 445 2209 603 3267

into account all possible link failures, i.e., L = E . The models have been
coded in C++, using the CLP solver under the OsiSolverInterface [55] to
solve the LPs, and ran on a standard PC with a Pentium 4 processor. The
reported computational times include the time required to find both the
LSP decomposition and the IS-IS/OSPF routing matrix, but not the time
to compute the optimized metrics by TS, since this is not supposed to be
done frequently. All the results have been validated with the commercial
simulation software OPNET Modeler [56].

5.1. Test instances

The main characteristics of the five test instances are described in Table
2; column “vars” reports the number of variables (which is the same in
the two models), while columns “ncnst” and “sconst” report the number
constraints for the nominal an survivable model, respectively.
The “random” network is a randomly generated synthetic network, whose
topology and demand matrix are depicted in Figure 2. All links have a
maximum capacity of 1000 Mbps, and the traffic matrix has been generated
to produce congestion in case of single link failures.

Figure 2: Topology and traffic matrix of the random synthetic network
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Table 2: Characteristics of the test instances
name n m k vars ncnst scnst

random 8 36 56 345 100 345
IBCN 37 114 1332 5551 1483 7867
Tinet 18 54 306 1279 378 1782
SNDlib 15 44 210 871 269 1193
Géant 23 76 445 2209 603 3267

Figure 2: Topology and traffic matrix of the random synthetic network
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A B C D E F G H

A 40 30 60 20 10 70 70

B 40 60 20 70 40 50 50

C 80 70 60 40 80 10 60

D 30 80 100 40 60 70 120

E 20 60 10 50 20 60 30

F 30 50 70 80 30 100 40

G 200 100 150 50 60 80 60

H 100 100 150 200 50 100 100

The logical topology of the random synthetic network is depicted in
Figure 2.

The traffic matrix used during the test has been generated aiming at
producing congestion over some links in case of single link failures: it is
summarized in Table ??.

As previously mentioned, one input of the models is the set of IS-
IS/OSPF metrics. In this instance, two sets of metrics are addressed. The
first one consists of the metric default values suggested by the major router
vendors, i.e. the unitary values. The shortest paths are thus paths with
the minimum number of hops. The second set of metrics is obtained by
performing the TS algorithm.

In Table 3, the obtained maximum arc utilization is reported under
“working condition” and “failure condition”, by considering both the case
where the only IS-IS/OSPF routing protocol is used (this can be obtained
by setting isf = df , for each commodity f , in models (1)—(5) and (??)—
(??)) as well as the combined use of IS-IS/OSPF and MPLS-TE (hybrid
approach).
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Both the “IBCN” network and the “Atlanta” network are part of the Zuse
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Institute Berlin’s (ZIB) SNDlib [57], which is a library of test instances for
network design. The former has been provided by the INTEC Broadband
Communication Networks research group (IBCN) [58]; during the test, the
capacity of the links has been fixed and the original demands values have
been scaled in order to produce congestion over some links in case of single
link failure, when the “default” metrics configuration is used. The latter is
the “Atlanta D-B-M-N-C-A-N-N” instance; all links with zero capacity in
the default configuration have been assigned a capacity of 1000 Mbps, while
all other capacities have been multiplied by 10.
The “Tinet” network is the Italian portion of Tiscali International Network
(now Tinet). This is the only case when L ⊂ E , as failure of 4 specific
links was guaranteed not to happen due to strategic decisions (uplink to
the international backbone). Furthermore, for this instance we could test
the IS-IS metrics actually used by the ISP. The whole Tiscali International
Network logical topology can be found in [59]; however, the traffic matrices
and the metrics used for the tests are confidential.
The “Géant” network is the actual backbone connecting European univer-
sities and research centers [60]. Traffic matrices for this network have been
provided in [61], sampled every 15 minutes for a period of almost 4 months.
The traffic matrix used for our tests is IntraTM-2005-04-23-22-00.xml,
corresponding to the 23rd of April 2005 at 22:00 hour; it is a “worst case”
matrix, since it has the highest level of mean and maximum link utilization.

5.2. Computational results

Computational results are summarized in Table 3 for all five instances.
Column “metrics” indicates the IS-IS metrics employed: “default” are the
unitary ones, “TS” are the optimized ones, and “Tinet” are these actually
used by the ISP (for the Tinet network only). The obtained maximum arc
utilization (in percentage) is reported both under “working” and “failure”
condition, both for the case where only the IS-IS/OSPF routing protocol
is used (which is equivalent to setting isf = df for each f in the model),
and for the case where the combined IGP/MPLS approach is used. For the
latter, column “#LSP” also reports the number of LPSs dictated by the
combined model for the survivable case. We do not report detailed running
times, but these are uniformly quite low, ranging from less than one second
(for both models) for the random network to around 200 and 400 seconds
for the IBCN and the nominal and survivable models, respectively.

The results show that the combined approach can significantly improve
the maximum link utilization w.r.t. the use of IS-IS/OSPF alone. However,
the improvements are rather varied. The improvement can be as high as
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Table 3: Maximal arc utilization for all instances
IS-IS/OSPF combined

network metrics working failure working failure # LSP

random
default 34 70 23 35 55

TS 29 47 23 35 48

IBCN
default 71 101 42 75 671

TS 55 74 41 65 585

Tinet
default 72 128 59 83 134
Tinet 66 117 59 83 83
TS 61 85 59 83 139

Atlanta
default 33 142 22 110 129

TS 32 83 22 83 147

Géant
default 88 98 49 98 276

TS 50 77 37 76 210

50% (random, failure) as well as zero (Atlanta and Géant, failure). The
impact of metrics in the combined approach can be relevant (IBCN, Atlanta
and Géant) or basically null (random and Tinet); when it is relevant, it can
be so for the failure case alone (IBCN, Atlanta) or for both the working and
the failure case (Géant). The combined model can improve for all sets of
metrics and both in the working and failure case (random), or it can have
next to no effect when the metrics are appropriately chosen (Tinet, Atlanta
and Géant). The latter can happen only for the failure case (Atlanta and
Géant), or both in the working and failure case (Tinet). It is, however,
safe to say that (at least on the selected instances) the combined approach
always improve (at least a little bit) in the working case and, most often
than not, even in the failure case. Also, the improvement is quite significant,
especially (in all cases but one: Géant failure) if one cannot or does not want
to use optimized metrics.

However, the maximum arc utilization is not the only metric of interest
for traffic engineers. We therefore report some results aimed at describing
the traffic distribution properties of the combined approach more in detail.
To do that, we draw in Figures 3–6 the utilization of each link, under working
condition, for the IBCN, Tinet, Atlanta and Géant networks, respectively,
for all the combinations of models and metrics. This pictures how evenly
(or not) the traffic is spread across the network; the conventional wisdom
is that the more even the distribution, the more the network is resilient to
changes in the traffic pattern and failures. Similarly, we draw in Figures
7–10 the objective function value for each of the possible single link failures
for the IBCN, Tinet, Atlanta and Géant networks, respectively, again for
all the combinations of models and metrics. This is useful to show whether
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the routing succeeds in “evening out” the effect of failures irrespective of
the failed links, which gives confidence in network resilience e.g. in the case
of an unplanned-for second link failure, or some “hot spots” remain whose
failure has a disproportionately large impact on congestion.
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Figure 3: Link utilization under working condition for IBCN network
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Figure 4: Link utilization under working condition for Tinet network

The figures show that, in general, the combined IGP/MPLS-TE rout-
ing is much more “even” than the IGP-only one. The effect is not always
comparable: for the Tinet network (cf. Figure 4), while link utilization is
indeed slightly lower and somewhat more evenly distributed with the com-
bined routing schemes, the effect is by far less visible than in the other
cases. Similarly, the combined routing significantly “smoothes” the network
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Figure 5: Link utilization under working condition for Atlanta network

0 10 20 30 40 50 60 70 80
0

10

20

30

40

50

60

70

80

90

Arcs

um
ax

 %

 

 
Default
Default LP
TS
TS LP

Figure 6: Link utilization under working condition for Géant network

response to single link failures. Again, the qualitative behavior of different
networks can be different. For instance, while the combined routing allows
to avoid congestion (umax greater than 100%) for all metrics in both IBCN
and Tinet, this is not true for Atlanta and Géant. In the latter, in particu-
lar, default metrics uniformly lead to “almost congestion” (umax = 98%) for
each single failure. Yet, appropriately choosing the metrics in the first place
allows to avoid congestion in all cases, and for the “good” metrics the effect
of all possible link failures is very similar, leading to a fairly predictable
network behavior in case of failure.

18



0 10 20 30 40 50 60
55

60

65

70

75

80

85

90

95

100

105

Failed link

um
ax

 %

 

 
Default
Default LP
TS
TS LP

Figure 7: Objective function value in case of single link failure for IBCN network
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Figure 8: Objective function value in case of single link failure for Tinet network

5.3. Impact of the traffic matrix

As previously remarked, adjusting the IS-IS/OSPF weights can only be
done infrequently, both for computational reasons and because it induces
potentially large traffic shifts in the network, with potential service degra-
dation. It may therefore be convenient to adjust the MPLS-TE LSPs only
to react to changes in the traffic patterns. Thanks to the availability of
different traffic matrices for the Géant network [61], we were able to test
the behavior of this approach. The results are reported in Table 4, focussing
only on the survivable model, for a sample of traffic matrices corresponding
to the same day (23rd of April 2005) but to different hours of the day. Note
that the metrics used in all of these simulations are the ones optimized by
TS using as input the traffic matrix of 22:00 hours (the “worst case” ma-
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Figure 9: Objective function value in case of single link failure for Atlanta network
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Figure 10: Objective function value in case of single link failure for Géant network

trix). The results show that in all cases but one, joint use of IS-IS/OSPF
and MPLS-TE allows one to reduce the maximum link utilization. More-
over, the gain with respect to the IS-IS/OSPF routing alone is most often
significant, being greater than 40% in one third of cases. Thus, the approach
is reasonably able to cope with traffic matrices changing over time. More so-
phisticated versions of the models explicitly taking into account uncertainty
of the traffic matrices can be developed with approaches akin those used in
[6, 7, 9, 13, 17, 18]; this will be the subject of future research.
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Table 4: Results for different traffic matrices of Géant Network
01:00 02:45 05:45 08:45 10:30 12:00 13:00 15:45 16:30 17:30 18:15 22:00

OSPF 74.03 92.36 69.75 71.88 54.61 50.76 54.61 54.89 50.26 68.10 61.89 77.16
comb. 70.34 64.97 42.22 39.27 32.43 33.25 32.43 52.71 50.26 57.72 57.57 76.14
# LSP 184 186 276 267 240 248 240 211 192 227 262 210

Table 5: Impact of δ = 1e-14

Atlanta Géant Tinet IBCN
default TS default TS default Tinet TS default TS

δ = 0 129 147 276 210 134 83 139 671 585
δ > 0 121 116 251 195 126 91 133 664 575

5.4. Impact of δ

Finally, we have computationally tested the idea of modifying the objec-
tive function of the models to (6), where the “small” parameter δ discourages
flow to use MPLS-TE, in order to try to reduce the total number of LSPs to
be set. Starting with δ = 1e-6, and decreasing it by one order of magnitude
at each step, we found that δ = 1e-14 allows one to reduce the number
of LSPs in the optimal solution in all but one of the tested instances, as
reported in Table 5, without increasing the value of umax. Therefore, our
experiments confirm that setting δ 6= 0 in (6) can be an effective (and fast)
way to reduce the number of LSPs in the solutions returned by the proposed
approach.

6. Conclusions

This paper presents Linear Programming models for the problem of min-
imizing the maximum link utilization under the joint use of the IS-IS/OPSF
routing protocol and of the MPLS-TE technology. To the best of our knowl-
edge, this is the first exact approach proposed in the literature that embeds
in a unique overall model the two different technologies while taking into ac-
count network survivability in failure conditions. By using an off-the-shelf
open source LP solver, optimal configurations of the complementary MPLS-
TE LSPs is obtained in short time on a standard PC; by contrast, the time
required for finding optimized IS-IS/OSPF metrics is much higher, reflect-
ing the inherent difference in complexity between the two problems. The
obtained results show that the proposed models can attain — at least in the
tested instances —better levels of network utilization than those achievable
via the more traditional IGP routing protocols. In fact, due to the static
nature of the IGP routing algorithms, with IS-IS/OSPF protocols the traffic
is mostly routed on the least cost paths, possibly causing congestion of some
links while leaving other links lightly loaded. On the contrary, MPLS-TE
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can route the traffic through explicit paths, optimizing network resources
utilization and traffic performance by distributing the flows over the whole
network and reducing waste of resources. Hence, the models can be ben-
eficial for Quality of Service routing of traffic with particular performance
requirements. Moreover, survivability of the service delivery is guaranteed
following the link restoration scheme. The model solution can be obtained
in nearly real time even for real telecommunication networks; furthermore,
it is possible to implement the results of the model with a very limited inter-
vention of the network operators. Thus, the model can be actually applied
in a real production environment, possibly yielding relevant economic sav-
ings because the better utilization of network resource may reduce and/or
delay the investments required to upgrade the network. Finally, the model
can provide a solid foundation for more sophisticated approaches, e.g. con-
sidering uncertainty in the traffic matrix and/or the possibility to upgrade
network equipment.
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