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Abstract: Workers still perform the bulk of operations in the manufacturing industry. The 

consideration of the assignment of workers and the reduction of ergonomic risks in U-shaped 

assembly lines is of paramount importance. However, the objectives of efficient task and worker 

assignment and a reduction in ergonomic risks are not usually correlated. Moreover, there is limited 

research in the existing literature into multi-objective approaches in U-shaped assembly lines. We 

formulate a U-shaped assembly worker assignment and balancing problem to simultaneously 

minimize cycle times and ergonomic risks. In addition, and due to its simplicity and successful 

results in flow shop scheduling problems, a Restarted Iterated Pareto Greedy algorithm is designed 

to optimize both objectives. In this algorithm, a problem-specific heuristic-based initialization is 

extended to improve the initial solution. Two precedence-based greedy and local search phases are 

developed to exploit the space around the current solution. Finally, a restart mechanism is proposed 

to help the algorithm escape from local optima. Comprehensive computational results, supported by 

detailed statistical analyses, suggest that the proposed multi-objective algorithm outperforms 

existing methods on a large number of benchmark instances. 

Keywords: U-shaped assembly line, worker assignment, ergonomic risks, multi-objectives. 

1. Introduction 

In the early 20th century, engineers at Ford Motor Company managed to divide the complex 

assembly process into many simple tasks to reduce the technical requirements for workers. This 

improvement quickly cut the completion time of a car from 718 hours to a mere 93 minutes (Yorke, 

2017). Since then, the assembly line has become the primary production model in manufacturing 

industries, such as automobiles, food, toys and furniture. An assembly line consists of m 

workstations in which workers perform some specific tasks, and the corresponding problem, named 

the assembly line balancing problem (ALBP), focuses on the allocation of a set of n tasks to these 

workstations to achieve one or several given objectives. These tasks are characterized by the 

deterministic processing times and precedence relationships among them (Bukchin and Raviv, 

2018). The allocation of these tasks must not only meet the precedence relationships, but also satisfy 

a limitation of the given cycle time on each workstation. 

To further improve productivity and quality, some enterprises have begun to improve on the 

layout of assembly lines. Compared with the simple straight assembly line, the U-shaped assembly 

line contains not only regular workstations to execute tasks on either the entrance or the exit subline, 

but also cross workstations to perform tasks on both entrance and exit sublines. Particularly, a task 

may be assigned as long as its immediate predecessors/successors have been assigned, and as a 

result, this added flexibility offers a significantly higher level of productivity (Baykasoğlu and 

Özbakır, 2006). As shown in Fig. 1(a), nine tasks with precedence constraints need to be allocated 

to three workstations. A typical layout of a U-shaped line is shown in Fig. 1(b). This U-shaped line 

has nine tasks and three workstations where stations 1 and 2 are cross workstations. Specifically, 
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tasks 1, 2, 3, 5, 4 and 8 are allocated to the entrance of these stations while the other tasks are 

allocated to the exit. Taking workstation 1 for example, the worker performs task 1 in the entrance 

and then goes to the exit to process tasks 7 and 9. It is worth noting that according to the objective 

function, the corresponding U-shaped assembly line balancing problem (UALBP), first formulated 

by Miltenburg and Wijingaard (1994), can fall into a further four (Rabbani et al., 2012). Type-I deals 

with the minimization of the number of workstations for a given cycle time. Type-II aims to optimize 

the cycle time for a given number of workstations. Type-E maximizes line efficiency when both the 

cycle time and number of workstations are unknown. Type-F seeks a feasible balance plan when the 

cycle time as well as the number of workstations are both given. In this paper, we study the type-II 

category with the intention of optimizing the cycle time when the number of workstations is known. 

1 2 5
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(a) precedence relations

1

9 7

2

6

3 85 4

Station 1 Station 2 Station 3

(b) the U-shaped assembly line  

Fig. 1. Example layout of a U-shaped assembly line. 

In real production settings, assembly operations are flexible and need to be organized so that 

workers’ hearing and sight are not impeded and they have the ability to sense minute vibrations. 

Therefore, most current U-shaped lines are manual due to the flexibility of human workers. However, 

most of the published work assumes that workers have the same abilities and skills, and hence the 

processing time of each task is fixed. This is not realistic. Not all workers can process a given task 

at the same speed and some workers might not be able to perform some tasks at all due to a need 

for qualifications and/or technical or physical limitations. Therefore, when balancing a U-shaped 

line, not only should tasks be allocated to workstations, but also the assignment of workers needs to 

be considered. This problem is referred to as the U-shaped assembly line worker assignment and 

balancing problem (UALWABP, Oksuz et al. (2017)). 

Moreover, unchecked ergonomic risks in unfavorable working conditions will lead to work-

related musculoskeletal disorders (WMSDs) in workers. Generally, poor working conditions 

involve workload factors and environmental factors (Otto and Battaia, 2017). Specifically, the 

workload factors include the lifting of heavy loads, awkward postures, sitting or standing for long 

periods of time, repetitive movements and/or vibrations. Environmental factors refer to temperature, 

humidity, noise and lighting. According to some survey reports, in Europe about 44 million workers 

suffer from occupational musculoskeletal disorders (Otto and Battaia, 2017); In the US, 

approximately 315,000 cases of WMSDs required a median of 10 days away from work in 2008 

(Otto and Scholl, 2011). Thus, the reduction of ergonomic risks has become an important topic in 

recent years and is considered as the second objective to optimize in this paper. It has to be 

mentioned that, to the best of our knowledge, the UALWABP Type-II with cycle time and ergonomic 

risk minimization problem has not been dealt with before in the scientific literature. 

The remainder of this paper is organized as follows: A review of the related literature is given in 

Section 2. This new problem involving ergonomic risks is formulated in Section 3. Then, the 

proposed Restarted Iterated Pareto Greedy algorithm to simultaneously minimize cycle time and 

ergonomic risk is described in Section 4. Experimental results are reported in Section 5. Finally, 

conclusions and future work are discussed in Section 6. 
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2. Literature review 

2.1. Current state of the art for the U-shaped assembly line 

The UALBP is a classic problem which was first formulated by Miltenburg and Wijingaard 

(1994). The authors built a mathematical model to describe this problem and then developed a 

dynamic programming procedure to determine the optimal balancing for small-sized instances. For 

larger cases, they proposed a greedy heuristic based on a ranked positional weight technique. Due 

to the high flexibility of U-lines, there has been a growing interest in this area from the scientific 

community. In recent years, Avikal et al. (2013) proposed a critical path method, assigning tasks to 

workstations, to improve labor productivity on the U-line. Fattahi et al. (2013) presented a 

formulation to minimize the number of workstations in U-lines. This approach employed three types 

of logic cuts to exploit the inherent structure of the problem. Nourmohammadi et al. (2013) 

developed an imperialist competitive algorithm (ICA) to address the multi-objective UALBP. They 

aimed to optimize line efficiency and workload variation. Alavidoost et al. (2015) utilized a fuzzy 

adaptive genetic algorithm where a one fifth success rule was deployed to improve the performance 

of the algorithm. Hazır and Dolgui (2015) considered the unfixed processing time of tasks and 

employed a decomposition based solution algorithm for the UALBP. Alavidoost et al. (2016) 

employed triangular fuzzy numbers to represent the uncertainty of processing times and proposed a 

two-phase interactive fuzzy programming approach to minimize the number of workstations and 

fuzzy cycle time. Aydoğan et al. (2016) designed a particle swarm optimization (PSO) algorithm to 

balance stochastic U-lines. Li, M. et al. (2017) proposed a rule-based heuristic approach, which 

systematically considered task selection, task assignment and task exchange rules together to 

minimize the cycle time of the UALBP. Sahin and Kellegoz (2017) designed a grouped algorithm 

to maximise the production rate of the UALBP. This algorithm merged a genetic algorithm (GA) 

with a simulated annealing method (SA) to improve performance. 

All the aforementioned papers balance U-shaped assembly lines by allocating tasks to 

workstations, but ignore the drastic effect of different workers’ skills on processing times. To our 

knowledge, there is only two piece of research by Oksuz et al. (2017) and Zhang et al. (2018) 

studying the UALWABP. The former formulated a nonlinear model of type-E UALWABP which 

was later linearized. Furthermore, two meta-heuristics, the artificial bee colony algorithm (ABC) 

and genetic algorithm, are proposed to maximize line efficiency. The later proposed an enhanced 

migrating birds optimization algorithm to minimize the cycle time of UALWABP. Other papers 

study worker assignment in the ALBP, named the assembly line worker assignment and balancing 

problem (ALWABP). Chaves et al. (2007) firstly introduced and then formulated a mathematical 

model. Later, Chaves et al. (2009) designed a hybrid clustering search method to solve this problem. 

This algorithm employed an iterated local search to generate solutions and explore their 

neighborhoods, and then employed some clusters to store these solutions. Blum and Miralles (2011) 

proposed beam search (BS) to minimize the cycle time of the ALWABP. Mutlu et al. (2013) 

developed an iterative genetic algorithm (IGA) for the ALWABP. Borba and Ritt (2014) presented 

a new MIP model and designed a heuristic and a branch-and-bound algorithm for the type-II 

ALWABP. Vila and Pereira (2014) also proposed a branch-and-bound algorithm for the type-I and 

II ALWABP. Ramezanian and Ezzatpanah (2015) presented a goal programming approach and ICA 

to minimize the cycle time and operating cost of the mixed-model ALWABP. Sungur and Yavuz 
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(2015) formulated an integer linear model to optimize the total cost of this problem where they 

assumed that more highly qualified workers might substitute lower qualified ones with a higher cost. 

Zacharia and Nearchou (2016) proposed a multi-objective evolutionary algorithm to optimize the 

cycle time and smoothness of ALWABP. Pereira (2018) assumed that the processing time is between 

a lower and an upper bound and then investigated the relationship with other interval data minmax 

regret problem. 

2.2. Ergonomic risks in straight/U-shaped assembly line 

In recent years, some studies have considered the ergonomic risks to workers in the assembly line 

balancing problem in order to reduce the risks of musculoskeletal diseases. To determine the 

ergonomic risks, some risk assessment methods for working conditions have been already proposed. 

According to the working conditions, these methods can be categorized into four types: (1) methods 

for lifting of heavy loads including the Job Strain Index (JSI-L) (Liles et al., 1984) and the National 

Institute for Occupational Safety and Health lifting equation (NIOSH-Eq) (Waters et al., 1993); (2) 

methods for awkward postures involving the Ovako Working Analysis System (OWAS) (Karhu et 

al., 1977), the Rapid Upper Limb Assessment (RULA) (McAtamney and Nigel Corlett, 1993) and 

the Rapid Entire Body Assessment (REBA) (Hignett and McAtamney, 2000); (3) methods for 

repetitive work are addressed by the Occupational Repetitive Action tool (OCRA) (Occhipinti, 1998) 

and European Assembly WorkSheet (EAWS) (Schaub et al., 2013); (4) methods for noise 

assessment include the Daily Noise Dosage (DND) (Aryanezhad et al., 2009). Among them, the 

OCRA method deals with ergonomic risks by calculating the fatigue of repetitive actions. This 

method comprehensively evaluates the ergonomics of posture, force, repetitiveness and additional 

risks. Specifically in U-shaped assembly lines, since workers perform most tasks with their upper 

limbs, the OCRA method is often used for modeling ergonomic risks. The relative literature about 

OCRA in assembly line is briefly reviewed in the following. 

Otto and Scholl (2011) introduced some methods to estimate the ergonomic risks of each 

workstation in assembly line balancing. Specifically, they used a revised NIOSH equation to 

estimate the risk of manual handling, OCRA to upper limbs and EAWS to the whole body. They 

proposed a two-stage heuristic procedure to find a solution with a minimal number of workstations 

with high ergonomic risks. Battini et al. (2011) analyzed how to relate the ergonomics with assembly 

lines and developed a theoretical framework to comprehensive consider the technological variables 

related to assembly lines, environmental variables and ergonomic evaluation. Battini et al. (2016) 

developed a model to incorporate ergonomics into the integrated assembly line balancing and parts 

feeding problem. In their model, they reserved enough rest time for operators as a function of energy 

expenditure to reduce the ergonomic risks. Bautista et al. (2016) formulated several models to solve 

the ALBP considering temporal, spatial and ergonomic attributes. Akyol and Baykasoğlu (2016) 

employed the OCRA method to calculate the ergonomic risk of workstations and then utilized a 

multiple-rule based constructive randomized search algorithm to find a solution with the lowest 

ergonomic risks for the ALWABP. Bortolini et al. (2017) proposed a multi-objective model for the 

ALBP considering component picking and ergonomic risks. This model assigned tasks to 

workstations and determined the storage location of each component between the locations at the 

different workstations to minimize the assembly line takt time and ergonomic risk. Botti et al. (2017) 

designed an effective and efficient assembly line balancing plan that meets ergonomic requirements 

and lean principles. Otto and Battaia (2017) summarized the existing optimization methods for the 

UALBP and proposed a job rotation scheduling method considering ergonomic risks. Tiacci and 
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Mimmi (2018) integrated the ergonomic risks evaluation into mixed-model stochastic assembly line 

balancing and sequencing, and employed genetic algorithm to reduce the cycle time and ergonomic 

load. Shin and Park (2019) proposed a well-balanced schedule with the lowest ergonomic risks 

optimizing the total physical stress on workers. Finco et al. (2019) considered human energy 

expenditure as ergonomic aspects and integrated it into assembly lines, and designed a heuristic 

approach to minimize the smoothness index. 

Based on this review, and to the best of our knowledge, there appears to be no prior research 

focusing on the UALWABP with the simultaneous consideration of ergonomic risks and cycle time 

minimization. Current research only optimizes either the cycle time or ergonomic risk while 

practical production problems often need a joint consideration of both objectives. Managers wish to 

reduce cycle times to improve production efficiency, but workers are more concerned with their 

health and having low ergonomic risks. Cycle times and ergonomic risk minimization are often 

conflicting goals. That is, a minimum cycle time might lead to high ergonomic risks and vice-versa. 

Thus, it is important to consider these two objectives simultaneously. There are three main methods 

for tackling multi-objective problems: the weighted approach, lexicographical approach and Pareto 

front. With regard to the properties of these methods, the weighted approach is greatly influenced 

by the magnitude of the objective functions, and the weight value itself is determined artificially or 

optimized through computational experiments. The lexicographical approach first optimizes the 

upper-level objective and then the lower-level, resulting in the first level interfering in the 

optimization of the following objective. Different from the above two methods, the Pareto front can 

achieve a trade-off between the objectives to obtain non-dominated solutions. Thus, the Pareto front 

is selected to deal with this bi-objective problem. Furthermore, since the iterated greedy algorithm 

has been successfully applied to single and multi-objective flow shops (Minella et al., 2011), a more 

generalized version of the assembly line, it is here extended to tackle the UALWABP considering 

cycle time and ergonomic risk minimization. 

Therefore, this paper principally contains the following contributions. 

 A new UALWABP with the objectives of ergonomic risk and cycle time is formulated. 

 A Restarted Iterated Pareto Greedy algorithm (RIPG, (Minella et al., 2011)) is extended to 

tackle this problem. This algorithm includes heuristic rules-based initialization and precedence-

based greedy and local search phases to obtain many trade-off solutions in a small amount of time. 

3. Problem formulation and mathematical model 

This section formulates the worker assignment and balancing problem within the type-II U-

shaped assembly line to minimize cycle time and ergonomic risks. A mathematical model is 

presented. Recall that in type-II, both worker and task assignments need to be solved. It must be 

pointed out that the processing time of a given task is fully dependent on the workers since different 

workers have different skills and abilities. The assumptions for the type-II UALWABP are stated as 

follows: 

1) Walking times of workers within workstations are negligible and therefore are ignored. 

2) Workers can perform all tasks with potentially different processing times. 

3) Workers can process tasks from the entrance subline to the exit in a crossover workstation. 

4) Only one type of product is assembled in this line. 

5) The precedence relations among tasks are known and the allocation of tasks needs to satisfy 

precedence relations. 
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6) Each task is executed with a type of posture (position and movement of the upper limbs of a 

worker). 

3.1. The notation and input data of the studied UALWABP go as follows: 

NI Number of tasks.  

NW Number of workstations. 

NH Number of workers. 

I Set of all tasks, |𝐼| ൌ 𝑁𝐼. 

J Set of all workstations, |𝐽| ൌ 𝑁𝑊. 

H Set of all workers, |𝐻| ൌ 𝑁𝐻. 

i, p, s Indices referring to tasks, i, p, s = 1, 2, 3,…, NI. 

j Workstation index , j = 1, 2, 3,…, NW. 

h Worker index, h = 1, 2, 3,…, NH. 

W Set of precedence relationships. (p, s)  W, where p is an immediate predecessor task 

of task s and task s is an immediate successor of task p. 

tih Processing time of task i when performed by worker h. 

𝑀 A large positive number. 

3.2. Decision variables 

The proposed mathematical model entails the following decision variables: 

Xijh Binary variable that takes value 1 if task i is assigned to workstation j at the entrance 

subline and is carried out by worker h and 0 otherwise. 

Yijh Binary variable that takes value 1 if task i is assigned to workstation j at the exit subline 

and is carried out by worker h and 0 otherwise. 

Zhj Binary variable that takes value 1 if worker h is assigned to workstation j and 0 

otherwise. 

CT Cycle time. 

ERj Ergonomic risk value of workstation j. 

TER Total ergonomic risk. 

3.3. Mathematical model 

Objective functions:  

min 𝐶𝑇  (1) 

min𝑇𝐸𝑅 ൌ min∑ 𝐸𝑅௝
ேௐ
௝   (2) 

Subject to:  

∑ ∑ ൣ𝑡௜௛ ൈ ሺ𝑋௜௝௛ ൅ 𝑌௜௝௛ሻ൧ ൑ 𝐶𝑇,∀𝑗 ∈ 𝐽ேு
௛ୀଵ

ேூ
௜ୀଵ   (3) 

∑ ∑ ሺ𝑋௜௝௛ ൅ 𝑌௜௝௛ሻ
ேு
௛ୀଵ ൌ 1,∀𝑖 ∈ 𝐼ேௐ

௝ୀଵ    (4) 

∑ ∑ ሺ𝑋௜௝௛ ൅ 𝑌௜௝௛ሻ
ேு
௛ୀଵ ൒ 1,∀𝑗 ∈ 𝐽ேூ

௜ୀଵ   (5) 

∑ ∑ ሺ𝑀 െ 𝑗 ൅ 1ሻ ൈ ൫𝑋௣௝௛ െ 𝑋௦௝௛൯
ேு
௛ୀଵ ൒ 0,∀ ሺ𝑝, 𝑠ሻ ∈ 𝑊ேௐ

௝ୀଵ   (6) 

∑ ∑ ሺ𝑀 െ 𝑗 ൅ 1ሻ ൈ ൫𝑌௦௝௛ െ 𝑌௣௝௛൯
ேு
௛ୀଵ ൒ 0,∀ ሺ𝑝, 𝑠ሻ ∈ 𝑊ேௐ

௝ୀଵ   (7) 

𝑋௜௝௛ ൅ 𝑌௜௝௛ ൑ 𝑍௛௝ ,∀𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽,ℎ ∈ 𝐻    (8) 

∑ 𝑍௛௝ ൌ 1,∀𝑗 ∈ 𝐽ேு
௛ୀଵ    (9) 

∑ 𝑍௛௝ ൌ 1,∀ℎ ∈ 𝐻ேௐ
௝ୀଵ    (10) 

𝑋௜௝௛ ൌ ሼ0, 1ሽ,∀𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽,ℎ ∈ 𝐻  (11) 

𝑌௜௝௛ ൌ ሼ0, 1ሽ,∀𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽,ℎ ∈ 𝐻  (12) 
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𝑍௛௝ ൌ ሼ0, 1ሽ,∀ℎ ∈ 𝐻, 𝑗 ∈ 𝐽    (13) 

Objective functions (1)-(2) aim to minimize the cycle time and total ergonomic risks in all 

workstations respectively. Constraint (3) ensures that the total processing time of each workstation 

does not exceed the cycle time. Constraint (4) ensures that each task is allocated to exactly one 

workstation either at the entrance or exit subline and carried out by one worker. Constraint (5) 

indicates that each workstation needs to be allocated at least one task. Constraints (6)-(7) guarantee 

that the precedence relationship must be satisfied when tasks are allocated into workstations. When 

assigning workers to workstations, it should be ensured that the number of workers is equal to that 

of workstations. Constraint (8) implies that one task can be processed by the h-th worker in the j-th 

workstation only when the h-th worker is assigned to that workstation. Constraint (9) ensures that 

each workstation is allocated to one worker and constraint (10) ensures that each worker is allocated 

to one workstation. Constraints (11)-(13) again define the binary nature of the decision variables. 

3.4. OCRA method 

Since each workstation has one worker, this paper utilizes ERj to represent the ergonomic risks 

of the worker assigned to workstation j and then employs the OCRA method proposed by Occhipinti 

(1998) to calculate them. This method comprehensively evaluates the ergonomics of posture, force, 

repetitiveness and additional risks, and is presented as follows: 

𝐸𝑅௝ ൌ OCRA index ൌ
୅ୡ୲୳ୟ୪ ୤୰ୣ୯୳ୣ୬ୡ୷

ୖୣୡ୭୫୫ୣ୬ୢୣୢ ୤୰ୣ୯୳ୣ୬ୡ୷
  (14) 

Actual frequency ൌ
୒୳୫ୠୣ୰ ୭୤ ୲ୣୡ୦୬୧ୡୟ୪ ୟୡ୲୧୭୬ୱ ୵୧୲୦୧୬ ୟ ୡ୷ୡ୪ୣ

௖௬௖௟௘ ௧௜௠௘
ൈ 60  

(15) 

Recommended frequency ൌ 𝑂𝑆 ൈ 𝑃𝑀 ൈ 𝐹𝑜𝑀 ൈ 𝑅𝑀 ൈ 𝐴𝑑𝑀    (16) 

Here OS is the constant of organization specific parameters and it is assumed to be 18 in an ideal 

condition according to Occhipinti (1998). PM is a multiplier related to awkward postures when 

workers execute tasks. It mainly evaluates two types of postures: severe and mild postures, and its 

value is determined by the duration ratio to cycle time denoted in Table 1. If more than one posture 

exists in one workstation, the lowest value over all postures is assigned to PM. FoM is a multiplier 

that evaluates the physical effort when workers execute technical actions. This multiplier is a 

function of the average force level within workstation shown in Table 2. RM is a multiplier for 

repetitiveness when repetitive tasks are executed at high frequency. This multiplier is related with 

the cycle time and the same technical actions of upper limbs. If the cycle time is less than 15s and/or 

the duration of same actions exceeds 50% of cycle time, it takes value 0.7; otherwise it equals to 

1.0. AdM is a multiplier for additional risk factors such as exposure to cold or hot, noise, vibrating 

tools and lightening, etc. The value of AdM depends on the exposure duration in these additional 

risks and is shown in Table 1. 

Table 1. Posture and additional risk multiples related to cycle time percent 

Cycle time percent ൑1/4 1/3 1/2 2/3 3/3 

PM for severe postures 1.0 0.7 0.65 0.6 0.5 

PM for mild postures 1.0 1.0 1.0 0.7 0.6 

AdM 1.0 0.95 0.925 0.9 0.8 

Table 2. Force multiple related to different force level 

Average force level 5% 10% 20% 30% 40% ൒ 50%  

FoM 1 0.85 0.65 0.35 0.2 0.01 
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3.5. A illustrative example 

  A illustrative example is presented to give a better insight of this new problem. The precedence 

graph is given in Figure 1, and the processing time and ergonomic risk parameters of this example 

are shown in Tables 3-4. In Table 4, column 2 means the frequency actions per minute of a task, so 

that the number of actions during this task can be calculated by frequency actions×processing 

time/60. The rest of the columns represent the duration ratio to task time of average force, additional 

factor, repetitive actions and postures respectively. Note that two types of repetitive actions, three 

types of severe and mild postures are involved in this example. It is assumed that the given number 

of workstations and that of workers are equal to 3. One of task assignment plans is illustrated in 

Figure 1 where workstations 1-3 are allocated with workers 3, 1 and 2 respectively. 

  

Table 3. Processing times and input data for the example tasks. 

Task  Processing time/s NST TST NPT TPT 

Worker 1 Worker 2 Worker 3 Average* 

1 55 67 73 65 8 575 0 0 

2 48 56 75 60 3 272 1 65 

3 75 93 97 88 3 272 1 65 

4 36 53 38 42 2 113 1 65 

5 40 54 44 46 2 226 3 213 

6 111 45 41 66 1 47 2 107 

7 47 44 49 47 0 0 3 173 

8 157 133 86 125 1 101 4 259 

9 149 58 97 101 0 0 5 384 

* rounded to the nearest integer 

Table 4. Ergonomic risk parameters for the example tasks 

Task Frequency 

actions 

Average 

force 

Additional 

factor 

Repetitive actions Severe postures Mild postures 

A B 1 2 3 1 2 3 

1 5 0.200000 0.607110  0.000000  0.000000  0.738421  0.000000  0.000000  0.000000  0.686778  0.530845  

2 19 0.050000 0.000000  0.000000  0.000000  0.000000  0.000000  0.000000  0.557214  0.612380  0.519493  

3 10 0.100000 0.000000  0.442922  0.000000  0.000000  0.753378  0.579502  0.000000  0.000000  0.000000  

4 2 0.100000 0.000000  0.000000  0.000000  0.000000  0.000000  0.000000  0.000000  0.668380  0.000000  

5 4 0.200000 0.000000  0.000000  0.722840  0.000000  0.000000  0.000000  0.000000  0.000000  0.000000  

6 7 0.050000 0.000000  0.000000  0.000000  0.000000  0.000000  0.000000  0.554896  0.000000  0.000000  

7 8 0.200000 0.000000  0.000000  0.000000  0.594419  0.000000  0.000000  0.000000  0.510333  0.000000  

8 16 0.100000 0.000000  0.000000  0.000000  0.000000  0.580080  0.000000  0.787345  0.000000  0.572485  

9 2 0.100000 0.000000  0.000000  0.000000  0.574225  0.770713  0.716622  0.000000  0.000000  0.000000  

 

In this task and worker assignment plan, the total processing time of workstations are equal to 

219, 234 and 240 respectively, and hence the cycle time is 240. Besides, the ergonomic risk values 

of workstations calculated by the OCRA method equal to 0.544070, 0.609623 and 1.035197 

respectively, and the total ergonomic risk is 2.18889. Specifically, take workstation 1 for example, 

there are three tasks 1, 7 and 9, and the corresponding processing times by worker 3 are respectively 
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73, 49 and 97. The number of frequency actions of these tasks are respectively 7 (⌈5×73/60⌉), 7 

(⌈8×49/60⌉) and 4 (⌈2×97/60⌉). Hence the actual frequency in workstation 1 is (7+7+4)×60/240=4.5. 

The workload of the first posture at workstation 1 is 138.7311s 

(0.738421×73+0.594419×49+0.574225×97) for 57.8046% (138.7311/240) of the cycle time and its 

corresponding PM is 0.6. The PMs of the rest postures are depicted in Table 5. The PM with the 

lowest value 0.6 is set as the posture multiplier at workstation 1. Further, the time-weighted average 

force within workstation 1 is 14.2083% ((0.2×73+0.1×49+0.2×97)/240) of the cycle time, and hence 

FoM is 0.765833 (by interpolation). The durations of the two types of repetitive actions are both 0 

and the cycle time is more than 15s, so that RM is equal to 1.0. The duration of the additional factors 

is 44.31903s (73×0.60711) for 18.4662% of cycle time, so that AdM is 1.0. Thus, the ergonomic 

risk value at workstation 1 is 4.5/(18×0.6×0.765833×1.0×1.0)=0.54407. With the same OCRA 

method, the ergonomic risk values of workstations 2 and 3 are calculated and shown in Table 6. 

 

Table 5. The PM values of all awkward postures 

 Severe postures  Mild postures 

1 2 3  1 2 3 

Duration 138.7311 74.75916 69.51233  0.00000 75.14111 38.75169 

% cycle time 0.578046 0.311497 0.289635  0.00000 0.313088 0.161465 

PM 0.6 0.7 0.7  1.0 1.0 1.0 

 

Table 6. Ergonomic risk values of all workstations 

workstation Total number of actions Actual 

frequency 

PM FoM RM AdM Eg 

1 18 4.5 0.6 0.765833 1.0 1.0 0.544070 

2 42 10.5 1.0 0.956875 1.0 1.0 0.609623 

3 42 10.5 0.7 0.805000 1.0 1.0 1.035197 

 

4. Restarted Iterated Pareto Greedy algorithm 

The iterated greedy (IG) is a simple local search-based method which has been successfully 

applied to discrete and combinational optimization problems. The main feature of the IG is its 

simplicity, in the sense that this algorithm does not need to embed specific knowledge and has few 

control parameters (Ruiz and Stutzle, 2007). We first introduce the original IG method and later the 

required adaptations for the U-shaped assembly line worker assignment and balancing problem with 

ergonomic risks. 

4.1. Original iterated greedy algorithm 

The original IG starts with an initial solution usually generated by heuristic rules, such as the 

NEH heuristic in flow shop scheduling. In the main IG loop, the main phases are destruction and 

construction. Destruction extracts some elements from the solution and these extracted elements are 

reinserted back into different positions in this solution to constitute a new solution in the 

construction phase. Additionally, a local search procedure is applied to improve the new 

reconstructed solution. Finally, an acceptance criterion is used to determine whether the incumbent 

solution should be replaced by the new solution. The pseudo-code of the original iterated greedy 
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algorithm is shown in Figure 2. 

 

Algorithm: Iterated Greedy Algorithm 

1: Input: An initial solution π 

2: Output: Best found solution π* 

3: Begin: 

4:    π*=π; 

5:    While termination criterion not satisfied do 

6:       π1=Destruction(π); 

7:       π2=Construction(π1); 

8:       π3=LocalSearch(π2); 

9:       π=AcceptanceCriterion(π, π3); 

10:      If π3 is better than π* then 

11:         π*=π3; 

12      End if 

13:   End while 

14: Return π* 

Fig. 2. Pseudo-code of the original iterated greedy algorithm (Ruiz and Stutzle, 2007). 

   The IG was first proposed by Ruiz and Stutzle (2007), and has been mainly applied to different 

scheduling problems. Some examples are the simple iterated greedy algorithm (Tasgetiren et al., 

2017), improved iterated greedy algorithm (Ding et al., 2015; Pan et al., 2007) and effective iterated 

greedy algorithm (Pan and Ruiz, 2014). For multiple objectives, Minella et al. (2011) extended the 

IG to more than one objective in order to search for Pareto dominant solutions. They referred to the 

extended algorithm as the RIPG (Restarted Iterated Pareto Greedy). However, to our knowledge, 

there is only one paper employing a simple IG for single objective type-I two-sided assembly line 

balancing problems by Li, Z.X. et al. (2017). Therefore, in order to apply the IG algorithm to the 

multi-objective UALWABP, an improved Restarted Iterated Pareto Greedy algorithm (RIPG) is 

developed here to minimize cycle times and ergonomic risks simultaneously. The proposed RIPG 

starts with an initial solution improved by heuristic rules and this solution is stored in an external 
Pareto Archive (POS). While the termination criterion is not satisfied, the RIPG successively 

implements a precedence-based greedy, local search phases, acceptance criterion and a restart 

mechanism. All these steps are detailed in the following sections. 

4.2. Problem-specific and heuristic-based initialization 

  For the UALWABP, the proposed RIPG starts with an initial solution that contains two vectors: 

worker assignment and task allocation. For worker assignment, the length is equal to NH and the 

elements represent the worker allocated to each workstation. For example, if there are three workers 

and the corresponding worker assignment vector is [3, 1, 2], it means that workstations 1-3 are 

assigned to workers 3, 1 and 2 respectively. 

For the task allocation, it is well known in the UALWABP that heuristics can find good initial 

solutions, especially on large instances. Therefore, we adopt some high performing heuristic rules 

designed by Baykasoğlu and Özbakır (2006). According to Rabbani et al. (2012), the task allocation 

vector length is equal to NI and each value represents the heuristic rule number used to allocate each 

task. The values are randomly generated between [1, 10] for each position (10 different heuristic 

rules are employed). Note that repetitions are allowed. These 10 values come from 10 of the best 
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rules presented in Baykasoğlu and Özbakır (2006), i.e., 1: Shortest Processing Time, 2: Longest 

Processing Time, 3: Smallest total number of successors, 4: Largest total number of successors, 5: 

Largest total time of successors, 6: Smallest total time of successors, 7: Smallest total number of 

predecessors, 8: Largest total number of predecessors, 9: Largest total time of predecessors and 10: 

Smallest total time of predecessors. 

After obtaining the task allocation vector, the task allocation order is determined by a combination 

of the precedence relationships and these heuristic rules. Note that the decoding, precedence-based 

greedy and local search phases are executed based on this task allocation order. The process for 

determining the task allocation order is as follows: 

Step 1: Let X be the first value in the current task allocation vector (heuristic rule number). 

Step 2: Based on the precedence relationships, calculate the current optional task candidate sets 

B1 and B2, where B1 stores the tasks which can be allocated to the entrance of the workstation and 

B2 stores the tasks that can be allocated to the exit. In other words, if the immediate predecessors of 

a task have all been allocated, this task can be stored in B1. Otherwise, it can be put into B2 when 

the immediate successors of this task have all been allocated. 

Step 3: Select the task with the highest priority from the union of the two current candidate sets 

B1 and B2 according to the application of heuristic rule X, denote it as Y and put it in bold if it is 

from B2. 

Step 4: Place Y in the last position in the task allocation order and remove it from the candidate 

sets. 

Step 5: Remove X from the task allocation vector. If all tasks have not been allocated, return to 

Step 1. Otherwise, terminate the process. 

  Take the precedence relationships in Fig. 1(a) as example data to illustrate this process. The 

corresponding processing times and other input data are shown in Table 3. In this table, NST and 

NPT mean the number of successor and predecessor tasks respectively. TST and TPT are the total 

average processing times of successor and predecessor tasks respectively. These values can be 

calculated based on Fig. 1(a) considering the average times of each task (rounded to the nearest 

integer). Table 7 presents an example of the complete process. The initial task allocation vector is 

[4, 1, 5, 9, 4, 1, 8, 6, 3], and according to the above steps, a task allocation order [1, 4, 2, 9, 3, 5, 6, 

7, 8] is obtained. The tasks in bold are those allocated to the exit of the workstations. 

Table 7. Step by step application of the task allocation order for the example. 

Initial Task allocation vector Step 1 Step 2 Step 3  Step 4 (task allocation order) 

[4,1,5,9,4,1,8,6,3] X=4 B1=[1], B2=[7,9] Y=1 [1] 

[1,5,9,4,1,8,6,3] X=1 B1=[2,3,4], B2=[7,9] Y=4 [1,4] 

[5,9,4,1,8,6,3] X=5 B1=[2,3,6] , B2=[7,9] Y=2 [1,4,2] 

[9,4,1,8,6,3] X=9 B1=[3,6], B2=[7,9] Y=9 [1,4,2,9] 

[4,1,8,6,3] X=4 B1=[3,6], B2=[7,8] Y=3 [1,4,2,9,3] 

[1,8,6,3] X=1 B1=[5,6], B2=[7,8] Y=5 [1,4,2,9,3,5] 

[8,6,3] X=8 B1=[6,8], B2=[7,8] Y=6 [1,4,2,9,3,5,6] 

[6,3] X=6 B1=[7,8], B2=[7,8] Y=7 [1,4,2,9,3,5,6,7] 

[3] X=3 B1=[8], B2=[8] Y=8 [1,4,2,9,3,5,6,7,8] 

4.3. Decoding scheme 

The above process obtains the task allocation order and worker assignment only. A detailed 

allocation of all the tasks to each workstation and the values of the objective functions are 
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determined with a decoding scheme similar to that proposed by Scholl (1999) and Zhang et al. 

(2018). According the survey reported by Scholl (1999), this decoding scheme is an iterated search 

procedure that solves the problem with a monotonically increasing cycle time for a given number 

of stations. Compared to the binary search and upper bound search decoding schemes, this decoding 

scheme can guarantee the smallest cycle time. 

Step 1: Calculate the initial cycle time 𝐶𝑇଴  by 𝐶𝑇଴ ൌ ቒ∑ min
ଵஸ௛ஸேு

𝑡௜௛
ேூ
௜ୀଵ 𝑁𝑊⁄ ቓ  and set 

𝐶𝑇ଵ ൌ 𝐶𝑇଴. 

Step 2: According to the sequence of the task allocation order, select the first task i placed at the 

ith position in this sequence. 

Step 3: Create a new workstation wc and set the workstation time WTwc=0. 

Step 4: Determine the processing time tih of task i, which is operated by worker h assigned to the 

current workstation. 

Step 5: If the total of WTwc and ti does not exceed the cycle time, allocate task i to current 

workstation wc and set WTwc=WTwc+ti, i=i+1; Otherwise, if the number of workstations is less than 

NW, return to Step 3; otherwise go to Step 7. 

Step 6: If i>NI, go to Step 8; otherwise, return to Step 4. 

Step 7: Set CT1= CT1+1 and return to Step 2 to reallocate tasks. 

Step 8: Calculate the cycle time and total ergonomic risk of the current feasible solution. 

The computational complexity of this decoding is 𝑂ሺ𝑁𝐼 ൈ ሺ𝐶𝑇 െ 𝐶𝑇଴ሻሻ, which is the same as 

the binary search and upper bound search decoding schemes. We provide in Table 8 a detailed 

example of the application of the procedure. 

 

Table 8. A solution decoding procedure example. 

Step 2  Step 3  Step 4  Step 5  Step 6  Step 7 

Task 1 wc=1, WT1=0 t1=73 Wc1=[1], WT1=73, task 4 Go to Step 4  

  t4=38 Wc1=[1,4], WT1=111, task 2 Go to Step 4  

  t2=75 Go to Step 3   

 wc=2, WT2=0 t2=48 Wc2=[2], WT2=48, task 9 Go to Step 4  

  t9=149 Go to Step 3   

 wc=3, WT3=0 t9=58 Wc3=[9], WT3=58, task 3 Go to Step 4  

  t3=93 Wc3=[9,3], WT3=151, task 5 Go to Step 4  

  t5=54 Go to Step 7  CT1= CT1+1, 

Go to Step 2 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

CT1=264, 

Go to Step 2 

Task 1 wc=1, WT1=0 t1=73 Wc1=[1], WT1=73, task 4 Go to Step 4  

  t4=38 Wc1=[1,4], WT1=111, task 2 Go to Step 4  

  t2=75 Wc1=[1,4,2], WT1=186, task 9 Go to Step 4  

  t9=97 Go to Step 3   

 wc=2, WT2=0 t9=149 Wc2=[9], WT2=149, task 3 Go to Step 4  

  t3=75 Wc2=[9,3], WT2=224, task 5 Go to Step 4  

  t5=40 Wc2=[9,3,5], WT2=264, task 6 Go to Step 4  

  t6=111 Go to Step 3   
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 wc=3, WT3=0 t6=45 Wc3=[6], WT3=45, task 7 Go to Step 4  

  t7=44 Wc3=[6,7], WT3=89, task 8 Go to Step 4  

  t8=133 Wc3=[6,7,8], WT3=222 Go to Step 8  

 

4.4. Precedence-based greedy phase 

  The greedy phase consists of two key parts in the proposed RIPG algorithm: destruction and 

construction. Since there are two sub-problems, we first execute the greedy phase on the worker 

assignment vector, and then on the encoded task allocation vector. 

For the worker assignment vector, d1% of the 𝑁𝐻 workers are extracted and then reinserted 

into all possible positions to generate a set of partial solutions. 

For the encoded task allocation vector, a consecutive block of d2% of the 𝑁𝐼 tasks are randomly 

extracted from the incumbent solution in the destruction phase and then are reinserted into all 

possible positions to generate a set of partial solutions in the construction phase. It should be noted 

that after reinsertion, the positions of the tasks must be different from their original positions and 

should satisfy the precedence constraints. 

A temporary set is used to store non-dominated solutions in the current solution from the set of 

partial solutions and a new solution is randomly selected from this temporary set for the precedence-

based local search phase (to be explained in the next section). This is similar to the reconstruction 

procedure in the RIPG proposed by Minella et al. (2011). 

  Note that the number of the extracted workers (d1) and tasks (d2) might exert a great influence on 

the performance of the algorithm. Large values of d1 and d2 destroy the current solution too much, 

adding excessive diversification and resulting in a random walk, whereas small values make it 

difficult to escape from local optima. Thus, the values of d1 and d2 need to be carefully calibrated. 

This will be carried out in the following sections. 

4.5. precedence-based local search phase 

Two local search operators are proposed, each dealing with one of the two sub-problems. 

Similarly to the greedy phase, we first employ worker swap to search the neighboring solutions 

around the worker assignment space, and then carry out a deep local search on the task allocation 

space.  

For worker swap, we swap all possible pairs of workers until a local optima solution is found, i.e., 

when a better swap is found all possible worker swaps are analyzed again. More specifically, a 

worker is randomly selected and swapped with all other workers to generate a set of partial solutions. 

If improvements are found, the process is repeated until all workers have been swapped with no 

improvements. 

For the task allocation local search, all tasks from the greedy solution are tested in all positions 

meeting the precedence relations to generate a set of solutions. Similarly to the worker swap, if 

improvements are found, the process is repeated. 

Through the above local search phase, a set of solutions is obtained. In this set, these non-

dominated solutions are stored in the temporary set and the remaining dominated remaining 

solutions are removed. 

4.6. Acceptance criterion 

The proposed acceptance criterion operator consists of two steps: First, the external Pareto 
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Archive (POS) needs to be updated. Each one of the solutions in the temporary set is compared with 

the solutions in the POS and are included into it if found to be non-dominated by the solutions in 

the POS. Similarly, solutions in the POS which are dominated by the newly added solutions are 

removed. 

The second step is to decide whether any new solution in the temporary set should replace the 

incumbent solution in the RIPG. This paper employs the acceptance criterion proposed by Hatami 

et al. (2015). If there are some solutions in the temporary set not dominated by the solutions in the 

POS, one solution randomly selected from these newly non-dominated solutions is accepted as a 

new incumbent. Otherwise, each solution π2 in the temporary set is accepted with two probabilities 

e(-RPD1) and e(-RPD2), where RPD1=(CT(π2)-CT(π0))/CT(π0) ൈ 100% , RPD2=(TER(π2)-

TER(π0))/TER(π0)ൈ 100% , and if more than one solution is accepted, one solution is randomly 

selected to replace the incumbent solution. 

4.7. Restart phase 

  To enhance diversification, a restart mechanism proposed by Minella et al. (2011) is employed in 

the proposed RIPG. If there are no non-dominated solutions generated at any given iteration, a 

counter dn is increased. When the counter dn is larger than a given restart number DN, a solution 

will be selected from the POS by the restart mechanism. This method sets a select_counter which 

is the number of times a solution has been selected already. In order to avoid selecting solutions 

repeatedly, the crowding distance defined by Deb et al. (2002) divides the select_counter to obtain 

a modified crowding distance. The solution with the largest value in the modified crowding distance 

is selected. The proposed restart mechanism is depicted in Fig. 3. Note that the restart number DN 

is the last parameter to calibrate. 

 

Mechanism: restart mechanism 

1: Input: Pareto front set POS 

2: Output: The selected solution π 

3: POS_size=|POS|; M_count=Number of objectives;  

4: Begin: 

5:    For m=1 to M_count do 

6:       Sort POS using objective m; 

7:       Calculate the maximum and minimum objective values maxfm, minfm; 

8:       For i=2 to POS_size-1 do 

9:          POS[i]dist= POS[i]dist+( POS[i+1]dist - POS[i-1]dist)/( maxfm - minfm)； 

10:      End for 

11:      POS[1]dist= POS[1]dist+1/m;  

12:      POS[POS_size]dist= POS[POS_size]dist+1/m; 

13:   End for 

14:   For i=1 to POS_size do 

15:      POS[i]dist= POS[i]dist/ POS[i]select_counter; 

16:   End for 

17:   π =the solution with largest distance; 

18: Return π 

Fig. 3. Proposed restart procedure. 
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Fig. 4 shows the pseudocode of the proposed RIPG algorithm with all the above phases. 

 

Algorithm: Restarted Iterated Pareto Greedy 

1: Input: An initial solution π 

2: Output: Pareto front set POS 

3: Begin: 

4:    Generate an initial solution π by the heuristic rules; 

5:    Store π in POS; 

6:    While termination criterion not satisfied do 

7:       Extract d1% workers and d2% tasks from π in the destruction phase; 

8:       Generate a set SC of solutions by reinserting the extracted workers and tasks in the construction; 

9:       Set a temporary set to store the non-dominated solutions of SC; 

10:      Randomly select a solution π1 from the temporary set; 

11:      Generate a set SL of solutions around π1 in the local search; 

12:      Update the temporary set by the set SL; 

13:      Update the POS by the temporary set; 

14:      π=AcceptanceCriterion(π, temporary set); 

15:      If the POS is not updated for DN times then 

16:         π=restart(POS); 

17:      End If 

13:   End while 

14: Return POS 

Fig. 4. Pseudocode of the proposed RIPG algorithm. 

5. Computational results and discussion 

We have carried out three sets of experiments to measure the optimization of the proposed RIPG 

algorithm. First, a calibration experiment is conducted with a view to making a decision on the best 

parameter combination for the RIPG as well as for other compared algorithms. Second, we compare 

the RIPG with nine other well-known multi-objective algorithms. Finally, a graphical methodology, 

the Differential Empirical Attainment Function (Diff-EAF) (López-Ibáñez et al., 2006a), is 

employed to show the differences between the Empirical Attainment Functions (EAFs) obtained by 

the RIPG and other algorithms. All algorithms are coded in the C++ programming language and are 

run on a computer with Intel(R) Core(TM) i5 4440 processor running at 2.80GHz and with 

2.00GBytes of main RAM memory.  

In this paper, the non-dominated solutions in the combination of the results obtained by all the 

compared algorithms are regarded as the best-known approximation of the true Pareto frontier. Two 

Pareto-compliant performance indicators are used to evaluate the Pareto front set algorithms 

obtained algorithms in the experiments. The first indicator is the HyperVolume Ratio HVR proposed 

by Tan et al. (2006), which is the ratio between the hypervolume of the obtained Pareto set and that 

of the best known approximation of this frontier. This indicator is calculated by equation (25). In 

the HVR, n and m represent the number of the Pareto solutions obtained and that of the objectives 

respectively. vi refers to the ith hypercube, whose diagonal corners are the objective vector of 

solution i in the obtained Pareto set and that of reference point W. Among them, reference point W 

is constructed with a vector of the worst objective values. So, the hypervolume is the union of all 
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hypercubes. According to the research by Tan et al. (2006), since the HVR indicator combines both 

the distance and the spread of solutions, it is capable of serving as the most appropriate scalar 

indicator. Pareto sets with HVR values closer to 1 indicate better approximations to the true frontier. 

Another indicator is the Unary Epsilon Indicator Iℰ proposed by Knowles et al. (2006), which 

measures the minimum distance between an obtained Pareto front set and the true frontier or the 

best known approximation of this frontier. This indicator is calculated using equation (26). In Iℰ, S 

is an obtained Pareto front set and P is the true frontier or the best-known approximation. 𝜒ଵ and 

𝜒ଶ are the solutions of S and P, respectively, and fj indicates the jth objective function. The obtained 

Pareto front set with Iℰ closer to 1 indicates that this front is close to the true Pareto frontier or to its 

best approximation.  

𝐻𝑉𝑅 ൌ
௩௢௟௨௠௘ሺ⋃ ௩೔

೙
೔సభ ሻ

௩௢௟௨௠௘ሺ⋃ ௩ೕ
೘
ೕసభ ሻ

  (25) 
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  We use the well-known benchmark data set for the UALBP-II proposed by Talbot et al. (1986), 

Hoffmann (1990) and Scholl (1995). The benchmark is organed into 17 groups, specifically 

including Buxey, Sawyer, Lutz1, Gunther, Kilbridge, Hahn, Warnecke, Tonge, Wee-Mag, Arcus1, 

Lutz2, Lutz3, Mukherje, Arcus2, Barthold, Barthol2 and Scholl families, for a total 302 instances. 

According to the method proposed by Miralles et al. (2008), the processing time of task i by worker 

h is randomly generated between [0, ti], in which ti is the original processing time of task i. Since 

there are 27 replications of ergonomic parameters for each instance of simple assembly line 

balancing problem proposed by Otto and Scholl (2011), we randomly select 3 different ergonomic 

parameter sets for each test instance. Hence, a total 906 instances are employed in this section to 

test the performance of proposed algorithm. 

5.1. Calibration of the proposed RIPG 

Before testing the performance of our proposed RIPG, the Design of Experiments (DOE) 

technique is employed to select the best parameter configuration. A full factorial design of 

experiments is used to explore the combinations of parameters. Results are analyzed by means of 

the multifactor Analysis of Variance (ANOVA). The ANOVA is an important parametric statistical 

inference tool used to check the three main hypotheses: normality, homoscedasticity and 

independence of the residuals. For the RIPG algorithm, there are four factors to calibrate: (1) The 

removed ratio of workers d1 at four levels: 10, 30, 50 and 70%. (2) The removed ratio of tasks d2 at 

nine levels: 1, 3, 5, 10, 15, 20, 25, 30 and 35%. (3) The number of iterations before restart DN at 

four levels: no restart, restart with DN =5, 15 and 20. (4) The precedence-based local search phase, 

tested at two levels, used and not used (ON/OFF). Through the full factorial design, there are a total 

of 4·9·4·2=288 experiment configurations and each configuration is run with all 10 calibration 

instances. These are different to the final 906 testing instances but are generated using the same 

procedure. Each instance is solved 10 times to obtain 10 different Pareto sets. As a result, a total of 

28,800 experiments are carried out. The stopping criteria for all algorithm configurations is set to a 

CPU time limit of NIൈρ milliseconds, where ρ=5 is set for these experiments. The average HVR 

and Iℰ of each experiment configuration is regarded as the final response value. The means plots of 

HVR and Iℰ with Tukey’s Honest Significant Difference (HSD) 95% confidence intervals for the 

calibration of the proposed RIPG are shown in Figs.5 and 6. From the figures it is clear that the 
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restart and local search operators contribute to the algorithm (DN=0 and LS=OFF result in 

statistically worse performance). From the analysis we conclude that the best parameter combination 

is d1=50, d2=5, DN=5 and the precedence-based local search. 

 

Fig. 5. Means plots of HVR with Tukey’s Honest Significant Difference (HSD) 95% confidence intervals for all 

the factors in the ANOVA calibration experiment for the proposed RIPG. 

 

Fig. 6. Means plots of Iℰ with Tukey’s Honest Significant Difference (HSD) 95% confidence intervals for all the 

factors in the ANOVA calibration experiment for the proposed RIPG. 

To obtain a convincing comparison, the parameters of the nine compared algorithms are also 

calibrated using the same procedure. The compared algorithms are ICA, MABC, MOEA1-5, 

MOPSO and MOSA (see Table 9), and are chosen due to them performing well on related assembly 

line balancing problems. For the calibration of the compared algorithms, a total of 22,500 

experiments were carried out. The details of the calibration are given as on-line materials. 

Table 9. Summary of the compared algorithms. 

Algorithm  Acronym Description  

Imperialist competitive algorithm 

(Nourmohammadi et al., 2013)  

ICA Shares objective functions in Sect.3. 

Multi-objective artificial bee colony 

(Saif et al., 2017) 

MABC Shares the code and encode in Sect.4.2.1. 

Multi-objective evolutionary 

algorithm (Zacharia and Nearchou, 

2016) 

MOEA1-

5 

MOEA1-5s use their own fitness functions (1-5). 

Multi-objective Particle swarm MOPSO Repository size (Nr) is not limited, and the personal learning 
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optimization (Rabbani et al., 2016) coefficient and the global learning coefficient are randomly 

generated between [0, 1]. 

Multi-objective Simulated annealing 

(Baykasoglu, 2006) 

MOSA Add the worker swap for neighbor structure. 

5.2. Computational comparisons with state-of-the-art methods  

  We now compare our proposed RIPG algorithm with the above mentioned nine high performing 

algorithms. We test a bi-objective combination with cycle time and ergonomic risk for these 

algorithms. All these algorithms are re-coded in the same computer language and run on the same 

computer for a fair comparison (the same computer as in the calibration). Two stopping criteria with 

CPU time limits of NIൈρ milliseconds (ρ=10 and 20) are set for the experiments. Each algorithm is 

run on each one of the 906 test instances with the two stopping criteria 10 different times. A total of 

181,200 experiments are collected and analyzed by the ANOVA technique. 

  Table 10 demonstrates the average values of HVR and Iℰ for the nine compared algorithms and 

the RIPG for the two stopping criteria. From this table we can clearly observe that our proposed 

RIPG algorithm obtains better results than all the other nine methods for both HVR and Iℰ at the two 

stopping criteria. Apart from the RIPG, the ICA and MOPSO algorithms demonstrate the second-

best and third-best performance for both HVR and Iℰ. As for MOEA1-5, these algorithms perform 

similarly which means the different fitness functions in MOEA have little impact on the bi-objective 

UALWABP. MABC and MOSA obtain the worst results. All these analyses are based on the average 

values of 906 instances. For some specific instances, MOEA may perform better. For example, on 

the large instance with 297 tasks and 29/38/50 workers, the values of HVR obtained by MOEA1-5 

are not less than 0.80, which is close to that of ICA and MOPSO. Thus, we can conclude that the 

proposed RIPG algorithm clearly performs better on average. 

  Furthermore, Figs.7 and 8 show the means plots after the ANOVA statistical tests with 95% 

confidence level Honest Significant Difference (HSD) intervals for the HVR and Iℰ of the compared 

algorithms and the RIPG for ρ=10 and 20. One observation we can obtain from these results is that 

the proposed RIPG algorithm outperforms all the other nine methods for both HVR and Iℰ at the two 

stopping criterions while MABC has the worst performance on average. 

 

Table 10. Computational results for the compared algorithms and the proposed RIPG. 

No. Algorithm ρ=10  ρ=20 

HVR Iℰ  HVR Iℰ 

1 ICA 0.833135 10.00574  0.835386 9.874739 

2 MABC 0.776917 11.19130  0.795817 10.62969 

3 MOEA1 0.795915 10.68218  0.803961 10.39131 

4 MOEA2 0.795479 10.68884  0.803434 10.4049 

5 MOEA3 0.794753 10.70137  0.802883 10.41035 

6 MOEA4 0.795709 10.68096  0.803792 10.39182 

7 MOEA5 0.800629 10.62496  0.811749 10.28596 

8 MOPSO 0.817560 10.28869  0.822529 10.03679 

9 MOSA 0.778282 11.15792  0.776830 11.09135 

10 RIPG 0.840798 2.282513  0.838290 2.256196 
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Fig. 7. Means plots of HVR and Iℰ with Tukey’s Honest Significant Difference (HSD) 95% confidence intervals for 



20 
 

all the compared algorithms and the proposed RIPG and ρ=10 stopping criterion. 
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Fig. 8. Means plots of HVR and Iℰ with Tukey’s Honest Significant Difference (HSD) 95% confidence intervals for 

all the compared algorithms and the proposed RIPG and ρ=20 stopping criterion. 

5.3. Differential Empirical Attainment Functions 

  Unary scalar indicators cannot infer the information about the spatial behavior of algorithms. As 

a result, it is not possible to observe whether a given algorithm performs better in a given part of the 

objective space. Hence, the empirical attainment function (EAF) proposed by Grunert da Fonseca 

et al. (2001) is used to deal with this issue. EAF shows the probability of a random point in the 

objective space being dominated by the results of an algorithm. The point is constructed with a 

vector of the objectives. Let 𝑥 ∈ ℝௗ  be an arbitrary point in the objective space and η={𝑠௝ ∈

ℝௗ , 𝑗 ൌ 1,2, … ,𝑀 } a solution set made of non-dominated elements. The attainment function is 

derived from equation (27). This function describes the probability that at least one solution weakly 

dominates x on a single run of the algorithm α. Since algorithms are stochastic and it is impossible 

to express the function in a closed form, the attainment function is empirically approximated (hence 

the term empirical attainment function) by the outcomes of running the algorithms repeatedly as 

defined by equation (28). In this equation, 𝜂௜ ሺ𝑖 ൌ 1,2, … , 𝑟ሻ represents the Pareto set obtained in 

ith repetition of the algorithm α, and r indicates the number of repetitions for this algorithm. 

𝐼ሺ𝜂௜ ⊴ 𝑥ሻ ൌ 1 when at least one solution in 𝜂௜ weakly dominates x. To achieve the comparison of 

the two algorithms α and β, a differential function (Diff-EAF) between two EAFs is calculated using 

equation (29), which was proposed by López-Ibáñez et al. (2006b). This function expresses the 

probability of each solution x in the objective space being dominated by algorithm α but not by β.  

Fig. 9 depicts the EAFs of our proposed RIPG and the MOSA. The Diff-EAF between the RIPG 

and MOSA is also given. These values are calculated after 100 runs of each algorithm over the 

instance with 89 tasks and 8 workers under NIൈ20 millisecond termination criterion. In Fig. 9(a-b), 

the zones with intense colors indicate a high probability of being dominated while zones with light 

colors indicate unlikely dominance. In Fig. 9(c), the colors red and blue represent the positive and 

negative values of Diff-EAF(α,β). From Fig. 9, it is clear that the proposed RIPG outperforms MOSA 

around the total ergonomic risk and cycle time spaces. 

𝐴𝐹ఈሺ𝑥ሻ ൌ 𝑃ሺ∃𝑠௝ ∈ 𝜂: 𝑠௝ ⊴ 𝑥ሻ  (27) 

𝐸𝐴𝐹ఈሺ𝑥ሻ ൌ
ଵ

௥
∑ 𝐼ሺ𝜂௜ ⊴ 𝑥ሻ௥
௜ୀଵ   (28) 

𝐷𝑖𝑓𝑓_𝐸𝐴𝐹ሺఈ,ఉሻሺ𝑥ሻ ൌ
ଵ

௥
∑ ቂ𝐼ሺ𝜂௜

ఈ ⊴ 𝑥ሻ െ 𝐼 ቀ𝜂௜
ఉ ⊴ 𝑥ቁቃ௥

௜ୀଵ   (29) 
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Fig. 9. Empirical Attainment Functions for MOSA (a) and RIPG (b), and the Differential Attainment Function 

between RIPG and MOSA (c). 

6. Conclusions and future work 

In this paper, we have studied the U-shaped worker assignment assembly line balancing problem 

where the assignment and ergonomic risks to workers have a great impact on assembly line 

performance and cannot be ignored. If we only optimize cycle times or productivity, the ergonomic 

risk values are high, as observed from our results. This demonstrates the need to jointly consider the 

objectives of cycle time and total ergonomic risk, and it constitutes the major contribution of this 

work. To achieve the optimization of both objectives, a new U-shaped assembly worker assignment 

and balancing problem considering ergonomic risks is formulated, where an OCRA method is 

applied to calculate the ergonomic risk value. A multi-objective Restarted Iterated Pareto Greedy 

(RIPG) algorithm is proposed to tackle this problem. In this algorithm, three improvements 

strategies are developed to enhance its performance: a problem-specific and heuristic-based 

initialization to find a good solution, two precedence-based greedy and local search phases to exploit 

the space around the current solution and a restart mechanism to help the algorithm escape from 

local optima. Finally, a full factorial design of experiments and the multifactor Analysis of Variance 

(ANOVA) is applied to verify the parameters of the proposed RIPG, and also to gauge the 

effectiveness and relevance of each improvement strategy in the RIPG. 

Comprehensive statistical and computational experiments demonstrate that the proposed RIPG 

algorithm can achieve very good Pareto front approximations for a complex and relevant industrial 

problem when compared to nine other calibrated methods from the literature. We have employed 

two Pareto-compliant performance indicators, hypervolume ratio and unary epsilon indicators, to 

evaluate the Pareto front sets obtained by these algorithms. Differential Empirical Attainment 

Functions have also been used to infer the information about the spatial behavior of the tested 
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algorithms. All these experimental results suggest that the proposed RIPG outperforms all nine other 

algorithms. 

  Based on this work, future research will consider the collaboration between humans and robots 

to further enhance flexibility and productivity. Additionally, the NIOSH method is also fit for 

calculating the ergonomic risk values in assembly lines and hence future research can further utilize 

this method to estimate the ergonomic risks of manual handling. And then, the NIOSH method is 

compared with the OCRA method to judge which one is more suitable for assembly lines. 
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