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Achievable Efficiency of Numerical Methods for Simulations of Solar Surface Convection
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Abstract

We investigate the achievable efficiency of both the time and the space discretisation methodsused in Antares for mixed parabolic–
hyperbolic problems. We show that the fifth order variant of WENO combined with a second order Runge–Kutta scheme is not only
more accurate than standard first and second order schemes, but also more efficient taking the computation time into account. Then,
we calculate the error decay rates of WENO with several explicit Runge–Kutta schemes for advective and diffusive problems with
smooth and non-smooth initial conditions. With this data, we estimate the computational costs of three-dimensional simulations of
stellar surface convection and show that SSP RK(3,2) is the most efficient scheme considered in this comparison.
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The simulation code Antares [1] was developed for the sim-
ulation of solar and stellar surface convection. Recently it has
also been applied to many other astrophysical problems [e.g.
2, 3].

In this code, the Navier–Stokes equations (usually without
magnetic field) and with radiative transfer (radiation hydrody-
namics, RHD) are solved in the form

∂ρ

∂t
+ ∇ · (ρu) = 0, (1a)

∂ (ρu)
∂t
+ ∇ · (ρu ⊗ u) + ∇p = ρg+ ∇ · τ, (1b)

∂E
∂t
+ ∇ · (u (E + p)) = ρ (g · u) + ∇ · (u · τ) + Qrad.

(1c)

The meaning and units of all variables is shown in Table 1.
An equation of state must be specified to complete this set of
equations. The viscous stress tensorτ =

(

τi, j
)

i=1,2,3
is given by

τi, j = η

(

∂ui

∂x j
+
∂u j

∂xi
− 2

3
δi, j (∇ · u)

)

+ ζ δi, j (∇ · u) . (2)

g is the gravity vector andQrad is the radiative heating rate
describing the energy exchange between gas and radiation.δi, j
is the Kronecker symbol.η andζ are the first and second coef-
ficients of viscosity.

We can rewrite equations (1) as

∂Q
∂t
+ ∇ · Fadv = ∇ · Fvisc+ S (3a)

∗corresponding author
Email address:hannes.grimm-strele@univie.ac.at

(H. Grimm-Strele)
1Present address: Max–Planck Institute for Astrophysics, Karl–

Schwarzschild–Strasse 1, D-85748 Garching, Germany

variable meaning unit (CGS)
ρ gas density g cm−3

T temperature K
p pressure dyn cm−2

u x velocity (vertical) cm s−1

v y velocity (horizontal) cm s−1

w zvelocity (horizontal) cm s−1

Qrad radiative heating rate erg s−1 cm−3

vsnd sound speed cm s−1

E total energy erg cm−3

e internal energy erg cm−3

ǫ specific internal energy erg g−1

η dynamic viscosity g cm−1 s−1

ζ second (bulk) viscosity g cm−1 s−1

Table 1: Variable names, meaning and CGS units as used in thispaper. Note
that x denotes the vertical direction. Vectors are written in boldface. The
velocity vector isu = (u, v,w)T .
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(3b)

Q is the vector containing the conserved quantities and Id
is the identity matrix. We call the terms collected inFadv the
advectiveor inertial part and inFvisc the viscouspart of the
Navier–Stokes equations. All first derivatives are contained in
∇ · Fadv, all second order terms in∇ · Fvisc. We note that∂Q

∂t +

∇ · Fadv = 0 is of hyperbolic type, whereas∂Q
∂t − ∇ · Fvisc = 0 is

a parabolic system.
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1. Discretisation and Numerical Methods

Following themethod of linesapproach of discretising space
and time separately [4, 5], equations (3) are discretised inspace
only and converted to

∂Q
∂t
= L (Q) , (4)

where L is the operator resulting from the spatial discretisa-
tion of −∇ · Fadv + ∇ · Fvisc + S. In principle, the integration
of this equation can be performed with any numerical method
for solving ordinary differential equations, in particular Runge–
Kutta methods, provided they are numerically stable, although
further properties (such as positivity, e.g., ofT or E) may be
required (cf., for instance, Kupka et al. [6]).

The spatial discretisation is done separately forFadv andFvisc

as defined in equations (3). In optically thin regions the radia-
tive heating rateQrad is a source term and is calculated sepa-
rately by the radiative transfer solver as described in Muthsam
et al. [1]. In optically thick regions, the diffusion approximation

Qrad = ∇ · (κ∇T) (5)

is valid such that we can includeQrad in theFvisc term.
For Fadv, the WENO finite difference scheme is employed

[7, 8, 9]. The WENO scheme is a highly efficient shock-
capturing scheme which we consider here in its fifth order vari-
ant called WENO5. In the context of solar surface convection
simulations, its superiority in terms of accuracy comparedto
other high-order schemes was shown in Muthsam et al. [10].
Its main part, the fifth order accurate reconstruction operator, is
summarised in Algorithm 3.

For Fvisc, the fourth-order accurate scheme from Happen-
hofer et al. [11] is used. First, we outline the procedure for
the one-dimensional diffusion equation

∂φ

∂t
− D
∂2φ

∂x2
=
∂φ

∂t
− ∂
∂x

(

D
∂φ

∂x

)

= 0 (6)

with the constant coefficient of diffusionD. In one spatial di-
mension and on an equidistant Cartesian grid, the outer deriva-
tive is approximated by

∂

∂x

(

∂φ

∂x

)

(xi) =

∂φ

∂x

(

xi+ 1
2

)

− ∂φ
∂x

(

xi− 1
2

)

δx
(7a)

with constant grid spacingδx. Then, the inner derivative is cal-
culated by

∂φ

∂x

(

xi− 1
2

)

=
φi−2 − 15φi−1 + 15φi − φi+1

12δx
, (7b)

leading to a fourth-order accurate approximation. Here,φi =

φ (xi).
Similar procedures can be applied to any second-order term,

in particular toFvisc. Special care has to be taken for mixed
derivatives. In the two-dimensional case and considering only
theFvisc terms, we arrive at

∂

∂t
(ρu) =

∂

∂x

((

ζ +
4
3
η

)

∂u
∂x
+

(

ζ − 2
3
η

)

∂v
∂y

)

+
∂

∂y

(

η

(

∂u
∂x
+
∂v
∂y

))

(8)
by virtue of equations (1) and (2). The outer derivatives are
replaced by a finite difference, evaluating the inner function at
the half-integer nodes. Therefore, we need the terms insidethe
spatial derivatives in (8) at (i− 1

2 , j) and at (i, j− 1
2). ∂u

∂x at (i− 1
2 , j)

and ∂v
∂y at (i, j − 1

2) can be calculated directly by formula (7b).
Then, the coefficient functions must be interpolated to the half-
integer grid. To fourth-order accuracy,

ηi− 1
2 , j
=
−ηi−2, j + 7ηi−1, j + 7ηi, j − ηi+1, j

12
, (9)

assuming that the variable is given as a cell average. To cal-
culate ∂v

∂y at the half integer index
(

i − 1
2 , j

)

, we calculate the
derivative at the cell centre by

∂v
∂y
|i, j =

vi, j−2 − 8vi, j−1 + 8vi, j+1 − vi, j+2

12δy
, (10)

and then interpolate the result to
(

i − 1
2 , j

)

according to for-

mula (9). The computation of∂u
∂x at

(

i, j − 1
2

)

is done analo-
gously. The resulting procedure is fourth-order accurate.

After the spatial discretisation step, the equations (1) are
transformed to the form (4). Since (4) is an ordinary differ-
ential equation, we can use Runge–Kutta schemes to integrate
it.

We follow Gottlieb et al. [12] in defining some basic proper-
ties of Runge–Kutta schemes.

Definition 1. Let an initial value problem of the form

φ′(t) = L (φ(t)) , φ(0) = φ0, (11)

be given. An explicit s–stage Runge–Kutta scheme is an inte-
gration scheme of the form

φ(0) = φn,

φ(i) =

i−1
∑

k=0

(

αi,k φ
(k) + δt βi,k L(φ(k))

)

, αi,k ≥ 0, i = 1, . . . , s,

φn+1 = φ(s),

(12)

whereφn = φ(tn) and the time stepδt is given by the CFL con-
dition.

Definition 2. Assume thatL results from the discretisation of
a spatial operator and let a seminorm‖·‖ be given. Following
Wang and Spiteri [13], a Runge–Kutta method of the form(12)
is called strong stability preserving (SSP) if for all stages i, i =
1, 2, . . . s,

∥

∥

∥φ(i)
∥

∥

∥ ≤ ‖φn‖ (13)

with a CFL restriction on the time stepδt.
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The total variation diminishing (TVD)property [7] is a spe-
cial case of this definition. It results from inserting thetotal
variationnorm ofφ at timetn,

TV(φn) =
∑

j

∣

∣

∣φn
j+1 − φ

n
j

∣

∣

∣ , (14)

in (13).
In this paper, we consider four explicit time integration

schemes: the first-order Euler forward method, the second-
order two-stage TVD2 and the third-order three-stage TVD3
scheme from Shu and Osher [7]. The fourth explicit scheme is
the second-order three-stage scheme from Kraaijevanger [14],
further studied in Ketcheson et al. [15] and Kupka et al. [6],
called SSP RK(3,2).

The TVD2 and TVD3 (total variation diminishing) schemes
were also analysed with respect to their SSP (strong stability
preserving) properties by Kraaijevanger [14]. Their coefficients
were first derived by Heun [16] and Fehlberg [17] from a dif-
ferent viewpoint. They are the explicit Runge–Kutta schemes
of second order with two stages (TVD2) and of third order with
three stages (TVD3) which have the largest domain for which
the SSP property holds among all schemes of such order and
such number of stages, i.e. they are the optimum SSP RK(2,2)
and SSP RK(3,3) schemes. The SSP RK(3,2) scheme is the op-
timum one among all three-stage explicit Runge–Kutta schemes
with SSP property, if the approximate order is required to be
only two instead of three (see Kraaijevanger [14] for proofsof
these results). It can be implemented with the same memory
consumption as TVD2 [18, 19]. The Butcher arrays [e.g., 14, 5]
and the Shu–Osher arrays [7] of all metioned schemes are given
in Table 2 resp. Table 3.

We note that all schemes are explicit schemes. According
to Wang and Spiteri [13], they are all linearly unstable in the-
ory when coupled with the WENO5 scheme except TVD3. But
the Courant numbers we use are small enough in terms of Mo-
tamed et al. [20] to make the combination with WENO5 stable
in practical applications.

0

1 1

ATVD2
1
2

1
2

0
1
2

1
2

1 1
2

1
2

ASSP RK(3,2)
1
3

1
3

1
3

0

1 1
1
2

1
4

1
4

ATVD3
1
6

1
6

2
3

Table 2: The Butcher arrays of the explicit schemes considered in this paper.
From left to right: TVD2, SSP RK(3,2), TVD3.

2. Analytical Test Cases

In practice, the order of accuracy is not sufficient to describe
the efficiency of a Runge–Kutta method. As described in Ap-

scheme order stages αi βi

Euler 1 1 1 1

TVD2 2 2 1 1
1
2

1
2 0 1

2

SSP RK(3,2) 2 3 1 1
2

0 1 0 1
2

1
3 0 2

3 0 0 1
3

TVD3 3 3 1 1
3
4

1
4 0 1

4
1
3 0 2

3 0 0 2
3

Table 3: The Shu–Osher arrays [7] of the explicit schemes considered in this
paper.

pendix A.6 in LeVeque [5], we assume that the errorε of a
method decays with the step sizeh as

ε(h) ≈ Chp, (15)

wherep is the(empirical) order of convergenceor order of ac-
curacyandC is theerror constantof the method.ε(h) is the
numerical error at grid spacingh. A higher order method may,
for a given grid, deliver worse results than a lower order scheme
due to its high error constantC [p. 35, 21].

p andC can be estimated from a numerical solution if the ex-
act (or at least, very accurate) solution is known by comparing
the error for several values ofh. If, for example, the resolu-
tion is increased by a factor 2, the convergence ratep can be
estimated by

p = log2 (ε(h)/ε(h/2)) . (16)

Then, the error constant of the method can be calculated by

C = ε(h)/hp. (17)

The obtained values depend on the test problem and on the
norm chosen to measure the error size.

We compare the efficiency and accuracy of several numerical
schemes by solving the advection equation

∂φ

∂t
+ u
∂φ

∂x
= 0 (18)

for t ∈ (0, 2] andx ∈ [0, 1] with periodic boundary conditions.
The advection velocityu is set to 1. The analytical solution of
the advection equation (18) at timet isφ(x, t) = φ(x− t, 0). With
the initial condition

φ (x, 0) = 1+ 0.1 sin(2πx) , (19)

the analytical solution stays smooth for all times. Therefore,
this is an appropriate test case for determining the empirical
order of accuracy and the error constants of a method.

Given discontinuous initial data,

3



φ (x, 0) =















1, if 0.1 < x < 0.3,

0, else,
(20)

the convergence order is restricted by the smoothness of the
solution. By comparing the numerical solution to the analytical
one, we calculate the meanL2 error att = 2 s [cf. Appendix A.5
in 5] for a set of spatial and temporal resolutions.

For the advection equation, the (advective) Courant number
σ is defined by

σ = |u| δt
δx
. (21)

Next, we solve the one-dimensional diffusion equation

∂φ

∂t
− D
∂2φ

∂x2
= 0 (22)

for t ∈ (0, 50] andx ∈ [0, 1] with periodic boundary conditions
and with initial data

φ (x, 0) = 1.1+ 0.1 sin(2πx) . (23)

The analytical solution is

φ (x, t) = 1.1+ 0.1 exp
(

−Dπ2t
)

sin(2πx) . (24)

D > 0 is the (constant) diffusion coefficient which we choose
as 10−3. For the diffusion equation, we define the (diffusive)
Courant numberσ by

σ = D
δt
δx2
. (25)

2.1. Errors of Runge–Kutta Schemes

For the following, we choose the fifth order WENO scheme
to discretise the advection equation in space, and compare
the efficiency of several Runge–Kutta schemes for the analyt-
ical test problems from Section 2. The results are given for
the smooth initial condition (19) in Tables A.14, A.15, A.16
and A.17 for the Euler forward, the TVD2, the TVD3, and the
SSP RK(3,2) scheme, respectively. For the discontinuous ini-
tial condition (20), they can be found in Tables B.18, B.19, B.20
and B.21. In each row, the spatial resolution is fixed, whereas in
the columns, the temporal resolution is constant. Sinceφ is of
magnitude 1, the absolute errors shown are also relative errors.

For advective problems, we see the error for a fixed Courant
number on the diagonal of each of the error tables. If the so-
lution was not stable for the particular choice of spatial and
temporal resolution, we do not give a number for the error size.
In most cases, the algorithm is stable only ifσ < 1.

From these data we can deduce the size of the temporal
and spatial error for each scheme, and its dependence on the
Courant number. For the smooth initial condition (19), we ob-
serve that the errorε(δx, δt) of the Euler scheme is never smaller
than about 10−4. It shows approximately first order convergence
in time. For many combinations ofδt andδx, decreasingδx
does not lead to a decrease in the error, since the error is domi-
nated by the error of the time integration scheme. We conclude

that the Euler forward scheme is not efficient unless the spatial
resolution is very coarse. Then, the maximum allowed Courant
numbers are rather small.

For the other schemes, the error reaches much smaller magni-
tudes down to approximately machine precision. In most cases,
temporal and spatial error are balanced or the spatial errordom-
inates except for the regions where both resolutions are either
very coarse or very fine. The TVD3 scheme shows the small-
est errors, but these are only reached with very high spatialand
temporal resolution.

For the discontinuous problem, the errors are much larger.
For a large range of combinations ofδt and δx, the error is
nearly independent of the temporal scheme. It does decrease
with spatial resolution, but at a much slower rate determined
by the smoothness of the solution. Nevertheless, the stability
properties are different. The Euler forward scheme is always
unstable forσ ≥ 1, except for very coarse resolution, and shows
non-monotonic error convergence. All other schemes give sta-
ble solutions withσ = 1, but often they are very inaccurate.

In Figure 1, we show the error convergence of the numerical
solution of the advection equation with smooth initial data(19)
(top panel) and with discontinuous initial data (20) (middle
panel) for the four Runge–Kutta scheme considered in this pa-
per. We also show fits of the form (15) to the error convergence.
The parametersC andp of the fits are given in Table 4 for the
smooth case and in Table 5 for the discontinuous case. For a
given set of pairs (hi, εi), the fitting parametersC andp as de-
fined in equation (15) are obtained by solving the linear system



































log10 h1 1
log10 h2 1
...

...

log10 hn 1



































(

p
log10C

)

=



































log10ε1
log10ε2
...

log10εn



































. (26)

In the smooth case, WENO5 with Euler forward time inte-
gration yields first order convergence, whereas the combination
with TVD2 and SSP RK(3,2) converges with second order. On
average, the error constant of SSP RK(3,2) is smaller than the
one of TVD2. Using TVD3 as time integrator results in third
order convergence.

For the discontinuous initial condition (20) the convergence
order and the error constant for all integration schemes arevery
similar except for the Euler method. The accuracy of the nu-
merical solution is limited by the smoothness of the analytical
solution. Only the Euler forward method shows different con-
vergence rates with much strongly varying error constants,in-
dicating very irregular error convergence. The additionaleffort
of using a three-stage scheme does not pay off in terms of ac-
curacy compared to TVD2. In terms of stability, TVD2, TVD3
and SSP RK(3,2) are quite similar.

From Figure 1, we investigate the influence of the Courant
numberσ on the accuracy of the numerical solution. On the
left panels,σ = 0.5, whereas on the right panels,σ = 0.25. In
the smooth case, halvingσ leads to a decrease in error size by
a factor 4 for the two second-order schemes and a factor 8 for
TVD3, whereas the changes are much smaller for the discontin-
uous problem. We conclude that the accuracy of the numerical
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solution is in the smooth case limited by the time integration
scheme for fine grid spacing and by the spatial discretisation
for coarse grid spacing, but in the discontinuous problem by
the spatial accuracy only (for those schemes which are actually
stable).

For the diffusion test case (22) with the smooth initial con-
dition (23), the errors of the numerical solutions calculated at
t = 50 s are shown in Tables C.22, C.23, C.24 and C.25. The
error plots for fixed Courant numbersσ are shown in Figure 2
together with fits of the form (15). The parametersC andp of
the fits are given in Table 6.

Keepingσ fixed and decreasing the grid spacing means de-
creasing the time step size quadratically. Therefore, the empir-
ical convergence rates and error constants shown in Table 6 ex-
hibit second to fourth order convergence since the convergence
rate of the time integration is doubled. The overall convergence
is then restricted by the fourth order spatial discretisation as de-
fined in equations (7). The increase in error for very small grid
spacings is due to rounding errors, and is larger the more stages
the time integration scheme has.

From Table 10 in Kupka et al. [6] we deduce that the max-
imum Courant numberσ as defined in equation (25) for dif-
fusive terms is 0.375 for TVD2, 0.299 for TVD3 and 0.672
for SSP RK(3,2). This is confirmed by the stability behaviour
of the numerical solution of the test problem (22) with ini-
tial condition (23). Only SSP RK(3,2) yields stable results
with σ = 0.5. We conclude that the high maximum Courant
number of SSP RK(3,2) makes it the most efficient scheme for
diffusion–type equations even though its theoretical order of ac-
curacy in time is only 2. We note that even with non-smooth ini-
tial data, the solution of the diffusion equation (22) is smooth
for t > 0 and the error sizes converge in the same manner [22].

One could argue that formally, it is inconsistent to measure
convergence orders by using the spatial resolutionδx ash in
formula (15) since the number of degrees of freedom increases
quadratically for the advection equation or even cubic for the
diffusion equation due to the smaller time steps induced by the
CFL condition. But from a practical point of view, modifying
the spatial resolution and choosing a Courant number is the only
way to control the accuracy of an existing simulation. There-
fore, measuring the order of error decay when decreasing the
spatial resolution while keeping the Courant number fixed gives
the type of “convergence order” which is encountered in appli-
cations.

We note that the efficiency of the time integration scheme
depends on the expected smoothness and the required accuracy
of the numerical solution. Therefore, in the next section wetry
to estimate the typical accuracy and smoothness of a simulation
of solar surface convection. But first, we compare the WENO
spatial discretisation with other standard schemes for thecase
of the advection equation.

2.2. Errors of WENO Schemes compared to Standard Schemes
In this paragraph, we compare the computational efficiency

of the WENO5 scheme and TVD2 time integration with two
standard schemes: the first order accurate Upwind and the sec-
ond order accurate Lax–Friedrichs scheme [23].

On a given (equidistant) grid, the one-dimensional conserva-
tion law

∂φ

∂t
+
∂F(φ)
∂x

= 0 (27)

with the analytical flux functionF is discretised in space in a
conservative fashion by [9]

∂φi

∂t
+

Hi+ 1
2
− Hi− 1

2

δx
= 0. (28)

A numerical scheme defines how the numerical fluxHi+ 1
2

is
calculated. The procedure for the Upwind, the Lax–Friedrichs
and WENO5 scheme is summarised in Algorithms 1, 2 and 3,
respectively.

Algorithm 1 Calculation of the numerical fluxHi+ 1
2

with the

first order Upwind method assuming∂F
∂φ
> 0.

1: Hi+ 1
2
= F (φi)

Algorithm 2 Calculation of the numerical fluxHi+ 1
2

with the

second order Lax–Friedrichs method assuming∂F
∂φ
> 0.

1: Hi+ 1
2
= 0.5 ·

(

(F(φi+1) + F(φi)) + δxδt · (φi − φi+1)
)

It is obvious that the complexity of the WENO scheme is
much larger than for the lower order schemes. For calculating
the numerical flux function in one grid point, only one evalu-
ation of the analytical flux functionF is necessary for the up-
wind method. For the Lax–Friedrichs method, 2 evaluations
of F, 3 additions and 2 multiplications are necessary. But for
the WENO method, at least 5 evaluations ofF, 25 additions,
28 multiplications, 4 divisions and 9 exponentiations are re-
quired (the latter can be expressed through 9 multiplications
since they are just of power 2). However, given sufficient mem-
ory, i.e. if F(φi) can be stored, the most expensive operation
in non-academic examples, the computation ofF(φi) has to be
done only once for each scheme which significantly reduces the
costs of particularly WENO5 in such applications.

In Figure 3, the error convergence and fits of the form (15)
of the numerical solution of the advection equation (18) with
smooth initial data (19) and non-smooth initial data (20) ob-
tained with the Upwind, the Lax–Friedrichs, and the WENO5
scheme combined with TVD2 time integration are shown. The
parametersC and p of the fits are given in Table 7 for the
smooth case and Table 8 for the discontinuous case.

From Figure 3 we deduce that the empirical order of accuracy
of the WENO5 algorithm together with a second order time
integration such as TVD2 [7] is two which is also obtained with
the Lax–Friedrichs method (cf. Strikwerda [23]). Nevertheless,
the error constant is much smaller than with the Lax–Friedrichs
method. In the smooth case, we observe about a factor of 8
for σ = 0.25, whereas forσ = 0.125, it is about a factor of
12. Similar is true for the discontinuous test case. We conclude
that the numerical error obtained with WENO5 and TVD2 can

5
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Figure 1: Comparison of error convergence fits and actual error data forσ = 0.5 (left) andσ = 0.25 (right). Spatial discretisation is done with the WENO5
scheme. Top panel: advection equation with smooth initial data (19). The grey line indicates second-order convergence. Bottom panel: advection equation with
discontinuous initial data (20). The grey line indicates square-root convergence. Euler forward is unstable for smallgrid spacing for both Courant numbers and no
fit is shown for this method as it would not apply to the whole range of grid spacings.
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Figure 2: Comparison of error convergence fits and actual error data forσ = 0.5 (left) andσ = 0.25 (right) for the diffusion equation with smooth initial data (19).
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σ = 1.0 σ = 0.5 σ = 0.25 σ = 0.125 σ = 0.0625
scheme p C p C p C p C p C
Euler 0.98 3.10e-1 0.83 7.88e-2
TVD2 0.90 2.97e-1 1.95 1.08e0 2.09 6.09e-1 2.34 6.35e-1 2.66 9.69e-1
TVD3 3.05 1.24e1 3.38 1.05e1 3.86 2.57e1 4.35 9.82e1 4.68 2.76e2
SSP RK(3,2) 1.11 1.62e-1 2.00 7.42e-1 2.21 5.84e-1 2.49 7.53e-1 2.83 1.36e0

Table 4: Empirical order of accuracyp and error constantsC for WENO with several time integration schemes and fixed Courant numbersσ when solving (18) &
(19).

σ = 1.0 σ = 0.5 σ = 0.25 σ = 0.125 σ = 0.0625
scheme p C p C p C p C p C
Euler 0.60 1.31e0 0.56 1.05e0
TVD2 0.30 8.63e-1 0.38 7.09e-1 0.43 7.79e-1 0.45 8.23e-1 0.45 8.23e-1
TVD3 0.27 6.41e-1 0.44 8.12e-1 0.45 8.35e-1 0.45 8.30e-1 0.45 8.24e-1
SSP RK(3,2) 0.37 7.51e-1 0.40 7.18e-1 0.44 8.14e-1 0.45 8.27e-1 0.45 8.24e-1

Table 5: Empirical order of accuracyp and error constantsC for WENO with several time integration schemes and fixed Courant numbersσ when solving (18) &
(20).

be controlled by adaptingσ, whereas with the Lax–Friedrichs
method, it is nearly independent ofσ. The error of any first
order method as, e.g., the upwind method (cf. again Strikwerda
[23]), is larger by several magnitudes. A very high amount of
grid points is required for them to reach an acceptable errorsize.

We measure the wall clock time of the simulations performed
on an Intel Core2 Duo CPU with 3.0 GHz clock rate. By multi-
plying the error with the wall clock time of the simulation, we
can compare the efficiency of the schemes considered in this
section. For both the smooth and non-smooth case, we show the
cost-weighted errors of the Upwind, the Lax–Friedrichs andthe
WENO5 scheme with TVD2 time integration in Figure 4. We
chooseσ = 0.0625 since otherwise the wall clock times are too
short to be reliable. In the smooth case, WENO5 is much more
efficient over the whole range of resolutions considered in this
test. The higher computational complexity of the scheme leads
to a more than proportional increase in accuracy. For the dis-
continuous problem, the computational costs are slightly higher
since the accuracy of the numerical solution is determined by
the analytical smoothness of the solution. Nevertheless, the dif-
ference is small, and the higher complexity of WENO5 pays
off in higher stability of the scheme (the difference is a factor
of 3 to 4 for large grid spacing whereas it ranges from 8 to 30
comparing the WENO5 scheme with Lax–Friedrichs and even
up to 104 when comparing WENO5 to the Upwind scheme).
A much higher Courant number can be used for WENO5 and
TVD2 without considerably increasing the error size, making
the scheme much more efficient. For coarse grid spacing Lax–
Friedrichs and the Upwind scheme are even unstable for the
discontinuous solution or at best equally efficient as WENO5.

Another point which we did not mention so far are memory
requirements: much more grid points are needed with lower or-
der schemes to reach the accuracy of WENO5 which leads to
a tremendous increase in memory consumption in particular in
higher dimensions. We conclude that WENO5 schemes are not
only more accurate than standard schemes, but also computa-
tionally more efficient.

From the comparisons done in Muthsam et al. [10] and in
Muthsam et al. [1], it follows that WENO5 without artificial
diffusivities yields also much more accurate results than other
high-order methods considered in their work which, however,
always require such stabilisations.

When applying the WENO method to systems of conserva-
tion laws, the state variables must be transformed into the eigen-
state which increases the computation time. On the other hand,
methods where no transformation is needed are less accurate
and artificial diffusivities are necessary to stabilise the solution,
e.g. around shock fronts, which at the bottom line is less effi-
cient [10, 1].

In this section, we compared our methods to the most ba-
sic first and second order accurate schemes. For more rigor-
ous comparisons concerning the spatial discretisation, werefer,
e.g., to Shu [8]. In contrast, the purpose of these tests is to
give orientation concerning the magnitude and behaviour ofthe
spatial error whereas we focus on the error from the time inte-
gration and the interplay with diffusion terms.

3. Error Size in Simulations of Solar Surface Convection

To measure the typical error in simulations of solar sur-
face convection with ANTARES, we performed two three-
dimensional simulations which only differ in the numerical res-
olution. Their specifications are summarised in Table 9. The
purpose of this section is to give an estimate of the typical er-
ror size of our numerical simulations in a realistic setting. This
estimate will be used in Section 4 to compare the efficiency of
several time integration schemes for this particular type of com-
putational problem.

We remark that these simulations are Large Eddy Simula-
tions (LES), i.e., they do not resolve all scales of motion. All
motions with length scales smaller than the grid resolutionare
modelled by the Smagorinsky subgrid model and by the numer-
ical viscosity of the numerical scheme. Therefore, the measure-
ment of “the error” is not trivial. Changing the resolution will
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Figure 3: Comparison of error convergence fits and actual error data forσ = 0.25 (left) andσ = 0.125 (right) with the Upwind, the Lax–Friedrichs and the WENO5
scheme with TVD2 time integration. Top panel: advection equation with smooth initial data (19); bottom panel: advection equation with discontinuous initial
data (20).
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simulation is measured with thetime command and multiplied with the absolute error size. For thediscontinuous problem, the cost-weighted error of WENO5
with TVD2 is slighly higher since the increase in computation time is not compensated by the decrease in error. For the smooth case, however, the cost-weighted
error is much smaller. Furthermore, WENO5 with TVD2 gives accurate results even at much higher Courant numbers.
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σ = 0.5 σ = 0.25 σ = 0.125 σ = 0.0625
scheme p C p C p C p C
Euler 2.00 9.49e-2 1.99 4.53e-2 1.98 2.08e-2
TVD2 3.95 5.00e-1 3.91 2.73e-1 3.91 2.31e-1
TVD3 3.48 4.95e-2 3.38 3.51e-2 3.25 2.31e-2
SSP RK(3,2) 3.72 3.34e-1 3.54 9.12e-2 3.39 4.08e-2 3.24 2.29e-2

Table 6: Empirical order of accuracyp and error constantsC for WENO with several time integration schemes and fixed Courant numbersσ when solving (22) &
(23).

Algorithm 3 Calculation of the numerical fluxHi+ 1
2

with WENO5 assuming∂F
∂φ
> 0 [8].

1:

β0 =
13
12
· (F(φi) − 2 · F(φi+1) + F(φi+2))2 +

1
4
· (3 · F(φi) − 4 · F(φi+1) + F(φi+2))2 ,

β1 =
13
12
· (F(φi−1) − 2 · F(φi) + F(φi+1))2 +

1
4
· (F(φi−1) − F(φi+1))2 ,

β2 =
13
12
· (F(φi−2) − 2 · F(φi−1) + F(φi))2 +

1
4
· (F(φi−2) − 4 · F(φi−1) + 3 · F(φi))2

2:

ω̃0 =
0.3

(ǫ + β0)2
, ω̃1 =

0.6

(ǫ + β1)2
, ω̃2 =

0.1

(ǫ + β2)2

3:

ω0 =
ω̃0

ω̃0 + ω̃1 + ω̃2
, ω1 =

ω̃1

ω̃0 + ω̃1 + ω̃2
, ω2 =

ω̃2

ω̃0 + ω̃1 + ω̃2

4:

Hi+ 1
2
= ω0 ·

(

1
3
· F(φi) +

5
6
· F(φi+1) −

1
6
· F(φi+2)

)

+ ω1 ·
(

−1
6
· F(φi−1) +

5
6
· F(φi) +

1
3
· F(φi+1)

)

+ ω2 ·
(

1
3
· F(φi−2) −

7
6
· F(φi−1) +

11
6
· F(φi)

)

change the results and convergence of the solution with grid
spacing cannot be expected due to the chaotic nature of turbu-
lence.

As an approximate estimate of the error size, we calculate
the difference between the solutions on the finer and the coarser
grid by point-wise comparison of the values on coinciding grid
points, as described in Appendix A.6 in LeVeque [5]. The re-
sulting error estimates in several variables and several norms
are shown in Table 10.

We show the error right after the interpolation, after∼ 160 s
and after 950 s of simulation time. After the interpolation,the
error is very small, but already after 160 s is has grown consid-
erably. After 950 s, the two models have completely diverged,
and we observe that theL∞ error is much larger than theL1

andL2 error. This stems from the fact that near the optical sur-
face, the motion of the fluid is turbulent, and changes in the nu-
merical parameters as grid resolution produces arbitrarily large
differences. Here, the pointwise changes due to increased reso-

lution are large compared to the rest of the simulation, and,as
indicated by the huge numbers, can have completely diverged
in the course of the simulation.

Therefore, we refrain from measuring the error pointwisely.
Instead, we suggest to use the mean temperature profile for er-
ror measurement. In Figure 5 we observe that the mean temper-
ature is much more stable, but still sensitive enough to changes
in the resolution. The standard deviation of the temperature
profile is even more sensitive, but since it approaches 0 it isnot
suited for calculating relative errors. Furthermore, its behaviour
near the top boundary is strongly influenced by the boundary
conditions [25]. The typical mean error of the temperature pro-
file, i.e. the relative error in theL1 norm, is around 0.1 % to
0.5 %.

Of course, these numbers are only rough estimates. The in-
fluence of uncertainties in the solution of the radiative transfer
equation, the equation of state, and the boundary conditions, to
name only few factors, is huge and difficult to number. Never-
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σ = 0.5 σ = 0.25 σ = 0.125 σ = 0.0625
scheme p C p C p C p C
Upwind 0.83 4.95e-1 0.76 5.01e-1 0.74 4.92e-1 0.72 4.86e-1
Lax–Friedrichs 1.97 3.69e0 1.97 4.62e0 1.97 4.97e0 1.98 5.07e0

Table 7: Empirical order of accuracyp and error constantsC for the Upwind and the Lax–Friedrichs scheme with fixed Courant numbers when solving (18) & (19).

σ = 0.5 σ = 0.25 σ = 0.125 σ = 0.0625
scheme p C p C p C p C
Upwind 0.24 6.81e-1 0.25 7.90e-1 0.24 7.91e-1 0.24 7.86e-1
Lax–Friedrichs 0.33 7.79e-1 0.35 9.18e-1 0.36 1.02e0 0.37 1.11e0

Table 8: Empirical order of accuracyp and error constantsC for the Upwind and the Lax–Friedrichs scheme with fixed Courant numbers when solving (18) & (20).

resolution grid points box size binning
[km] [Mm]

Model 1 19.5× 40.02 195× 1502 3.8× 6.02 non-grey
Model 2 9.74× 20.02 389× 3002 3.8× 6.02 non-grey

Table 9: Basic parameters of the two three-dimensional models from Section 3.
Model 2 was started from Model 1. The data were mapped to the finer grid
by interpolation, and both models were run for 950 s. Both models use the
Smagorinsky subgrid model [24] to represent motions with scales smaller than
the grid resolution, and a Gauss-Radau rule with 18 rays for the angular inte-
gration in the radiative transfer solver. They use the open boundary conditions
BC 3b from Grimm-Strele et al. [25] at the bottom, the LLNL equation of state
[26], the non-grey opacities from Kurucz [27, 28], the opacity data from Igle-
sias and Rogers [29] for the deep interior, and the composition from Grevesse
and Noels [30]. The WENO5 scheme was used for spatial discretisation, and
SSP RK(3,2) for time integration.

theless, our tests indicate the magnitude of the error whichis far
from the asymptotic regime where we can profit from the fast
error convergence of higher order time integration schemes.

In hydrodynamical simulations of similar grid size, but with-
out the extra uncertainties introduced by radiative transfer and
where all scales of motion are resolved on the grid scale (i.e.,
DNS), the magnitude of the error is typically of the size 0.1 %
when the simulation is about to become turbulent (cf. Fig. 12
to 15 in Kupka et al. [6] and Fig. 7 in Happenhofer et al. [11]).

Finally, we want to determine the area ratio of smooth to
non-smooth regions. For this purpose, we calculate the nonlin-
earity index NI as defined in equation (8) of Taylor et al. [31].
Therein, the nonlinear weightsω j of the interpolating polyno-
mials in the WENO reconstruction scheme as described in Al-
gorithm 3 are compared to the optimal linear weightsd j. In
smooth regions, they should be of the same size, whereas in
non-smooth regions the weight of one of the parabolae should
be much higher. Then, the nonlinearity index NI defined by

NI =
1

√
k(k+ 1)

















k
∑

j=0













1−
(k+ 1)ω j/d j
∑k

l=0ωl/dl













2
















1
2

, (29)

will be close to 1. Here,k is the width of the stencil of each
interpolation polynomial such that the order of the reconstruc-
tion process is 2k− 1. For the fifth order variant summarised in
Algorithm 3,k = 3.

We plot NI as calculated in the WENO reconstruction proce-
dure in the first characteristic variable for reconstruction in the
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Figure 5: Mean temperature profile and standard deviation ofModels 1 and 2
as described in Table 9. Horizontal averages are calculatedafter ∼ 950 s of
simulation time.

vertical (x) direction for one snapshot of Model 1. In Figure 6,
we show NI together with the entropy at a fixed geometrical
depth near the optical surface. Actually, NI is located at the
half-integer node, but we ignore this small visualisation error.
In Figure 7, the mean value, the standard deviation, the mini-
mum and the maximum error in each vertical layer is plotted.

We conclude that NI captures the dynamics of surface con-
vection very well. In regions where the flow is turbulent —
mainly the intergranular lanes near the optical surface (which is
located at a geometrical depth of around 800 km) —, its value
is large whereas it is reasonably small in smooth regions of the
flow. We remark that the size of the minimum value of NI de-
pends on the design of the nonlinear weights in the WENO re-
construction [31]. In our tests,ǫ as defined in Algorithm 3 is
fixed to 10−40.

We conclude that even though NI is a purely numerical pa-
rameter, it also has a physical meaning and is a good indicator
of whether a solution is smooth or not. Counting the number of
points where NI< 0.25 and where NI> 0.5, we get a good esti-
mate of the area ratio of smooth to non-smooth regions. In this
particular simulation, the fraction of non-smooth regionsnever
exceeds 8 % except for the uppermost layers which are strongly
influenced by the boundary conditions. Over the whole simula-
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t = 0 s t = 160 s t = 950 s
variable unit type L1 L2 L∞ L1 L2 L∞ L1 L2 L∞

ρ g cm−3 absolute 1.40e-12 3.74e-11 5.13e-81.39e-8 2.77e-8 9.56e-73.64e-8 6.14e-8 9.81e-7

T K absolute 0.0 0.0 16.3 60.8 179.3 4067.6 242.5 624.3 4971.6

ρ relative 0.0 % 0.1 % 4.6 % 2.5 % 5.6 % 80.3 % 6.6 % 18.1 % 641.4 %

T relative 0.0 % 0.0 % 0.1 % 0.7 % 2.0 % 60.1 % 2.7 % 7.6 % 86.2 %

〈T〉 K absolute 0.0 0.0 0.0 14.9 31.2 127.8 22.8 47.3 228.9

〈T〉 relative 0.0 % 0.0 % 0.0 % 0.2 % 0.4 % 1.7 % 0.3 % 0.8 % 5.0 %

Table 10: The error sizes in densityρ and temperatureT calculated by point-wisely comparing the simulations described in Table 9 according to the procedure
from LeVeque [5] right after the interpolation and for two snapshots taken after 160 s and∼ 950 s of simulation time. Both models originally coincided on the grid
points of Model 1. The norms are calculated as described in the cited reference. The relative errors are calculated by dividing the absolute difference by the value
of Model 1. 〈·〉 stands for horizontal averaging.

tion box, we can estimate the ratio to be

volume where the flow is non-smooth
volume where the flow is smooth

≈ 0.05. (30)

Therefore, even though the fraction of non-smooth regions is
not negligible, the flow in the simulation box is mostly smooth.
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Figure 6: Left: snapshot of the nonlinearity index NI; right: the entropy of the
three-dimensional model, both at a geometrical depth of around 1 Mm. The
optical surface is at a geometrical depth of around 800 km. Weobserve that
NI is largest in the intergranular lanes where the fluid motion is most turbulent
[32, 33]. On top of each granule, the flow is rather smooth suchthat NI is small.

4. Calculation of Computational Costs

In this section, we want to estimate and compare the compu-
tational costs of simulations of solar surface convection with the
WENO5 scheme for spatial discretisation and the four Runge–
Kutta schemes described in Section 1 for time integration, and
under the conditions described in Section 3. We leave the spa-
tial discretisation and the problem setup unchanged and inves-
tigate the influence of the time integration scheme only on the
accuracy and computational costs of such a simulation.

The reason to use higher-order time integration schemes is
that we expect more accurate results with less computation time
than with the first-order Euler method. Clearly, all of the higher
order schemes from Section 1 fulfil this for all grid resolutions
and for both the advection and the diffusion equation.

It is more difficult to say which one of the three higher order
methods is the best for our specific purposes. Since the time
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Figure 7: Mean value, standard deviation, minimum and maximum of the non-
linearity index NI at a specific vertical depth. We observe that NI reaches both
its maximum values and its maximum average just below the optical surface.
Deeper in the convection zone, the flow is smoother but NI never falls below a
value of around 0.17.

step size is determined via the conditions (21) or (25) once the
grid spacing is set, the grid spacingh and the Courant number
σ are the only degrees of freedom to control the accuracy of the
numerical solution. We formulate

Problem 1. Given a relative accuracyεrel and a Courant num-
ber σ, which grid spacing is necessary for a computational
cube of side length L, and how many time steps are needed for
a time interval of length T?

Given a relative accuracyεrel and a Courant numberσ, we
can calculate the required relative grid spacingh to reach this
accuracy by interpolating in the tables given in Appendix A,
Appendix B or Appendix C, depending on whether the prob-
lem is advective or diffusive and whether the solution is smooth
or non-smooth. The grid spacingδx of the simulation can be
calculated viah = δx/L, whereh is the (relative) grid spacing
obtained using the table interpolation. Note thath is dimension-
less.

In three dimensions, we needNh = h−3 grid points for a cube
with side lengthL. For an advection equation with advection
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velocityu,

Nt = nstages
T
δt

with δt =
σδx
|u|

(31)

integration steps are needed to cover a time interval of length T.
The number of stages of the Runge–Kutta method isnstages, and
σ is the Courant number. The quantityα := |u|T/L is a di-
mensionless quantity depending on the problem. Therefore,we
define

N⋆t := Nt/α =
nstages

σh
. (32)

Then, the computational costsγ corresponding to the number
of evaluations of the differential operator are given by

γ = Nh · Nt = Nh · N⋆t · α, (33)

or scaled by the problem-dependent factorα,

γ⋆ = γ/α. (34)

For a diffusion equation,

Nt = nstages
T
δt

with δt =
σδx2

D
. (35)

Similarly, β := D T/L2 is dimensionless and problem-
dependent, and we define the scaled number of time stepsN⋆t
by

N⋆t := Nt/β =
nstages

σh2
(36)

and the scaled computational costsγ⋆ by

γ⋆ = γ/β. (37)

In Table 11, the scaled computational costs with each scheme
are calculated for an advective problem with smooth initialcon-
dition, corresponding to the data from Appendix A. According
to the data from Table 10, we choose a relative accuracy of
5 ·10−3. The Euler forward scheme is by far the most expensive
one. It needs a relative grid spacing smaller than 0.01 to reach
this error size. For the higher-order schemes, much larger grid
spacings can be chosen.

We observe that for TVD3 and SSP RK(3,2), increasingσ
from 0.25 to 0.5 leads to only a slightly smaller required rel-
ative grid spacingh. The computational costs are consider-
ably decreased. Therefore, the Courant number should be set
as large as the stability of the method allows it. Consequently,
SSP RK(3,2) and TVD3 are the most efficient schemes since
they allow Courant numbers of 0.5, as indicated by the data in
Tables A.17 and A.16 and confirmed by numerical experiments
with solar surface convection simulations. TVD2 is most effi-
cient when comparing all schemes with fixed Courant number
of 0.25, but it is not stable with higher Courant numbers. The
differences in efficiency of TVD3 and SSP RK(3,2) are negligi-
ble.

With discontinuous initial data (20), the error size is much
larger. Using a relative error size of 2.5 · 10−1 results in scaled
computational costs as summarised in Table 12.

We deduce from Table 12, that again, Euler forward is very
inefficient, whereas for all higher-order schemes, the required
grid spacing is of similar orders of magnitude. Since the er-
ror is dominated by the spatial one and the smoothness of the
solution, increasing the Courant number does not considerably
decrease the accuracy. Once more, SSP RK(3,2) withσ = 0.5
turns out to be more efficient than TVD2 withσ = 0.25.

In contrast to the advection equation where stability limits
for σ must be found by experiment, there are analytical meth-
ods to determine the maximum admissible Courant number for
each time integration scheme. From Table 10 in Kupka et al.
[6] we deduce that the maximum Courant numberσ as defined
in equation (25) for diffusive terms is 0.187 for Euler forward,
0.375 for TVD2, 0.299 for TVD3 and 0.672 for SSP RK(3,2).
For testing the efficiency of the diffusion equation, we use
the maximum allowed Courant numbers from Kupka et al. [6]
for each scheme multiplied by 3/4 due to the stability con-
straint given in equation (48) in Happenhofer et al. [11]. For
the diffusion equation, we expect much smaller errors due to
the smoothing properties of the diffusion equation. Therefore,
we calculate the computational costs for a relative accuracy of
1.0 · 10−6.

scheme Euler TVD2 TVD3 SSP RK(3,2)

σ 0.187 0.375 0.299 0.672

εrel 1.0 · 10−6

h 4.19e-3 3.24e-2 3.65e-2 3.15e-2

Nh 1.36e7 2.95e4 2.06e4 3.19e4

N⋆t 4.06e5 6.79e3 1.00e4 5.98e3

γ⋆ 5.52e12 2.00e8 2.07e8 1.91e8

Table 13: Computational costs for diffusive problem with smooth initial condi-
tion.

The computational costs of the Euler forward scheme exceed
the costs of the higher order schemes by several magnitudes.
The costs with SSP RK(3,2) are significantly smaller than with
TVD2 and TVD3, even though the advantage is smaller than
one would expect from the difference in maximum allowed
Courant numbers.

In conclusion, for both advection and diffusion equations
the WENO5 and the fourth order conservative finite difference
scheme described in Happenhofer et al. [11], applied to the
advection and diffusion operator, respectively, combined with
SSP RK(3,2) time integration are more efficient and more accu-
rate than combinations with any other time integration schemes
tested, both for smooth and non-smooth flows. We benefit from
the high stability of SSP RK(3,2) and from the fact thaton grid
sizes affordable in practice,the spatial error usually is much
larger than the temporal one. This justifies the additional efforts
required for the implementation of SSP RK(3,2), even though
its theoretical order of accuracy is lower than TVD3 and it has
more stages than TVD2.

Changes of the time-integration scheme do not affect the
number of grid cell updates per CPU second performed by the
code, but they do change the overall number of updates needed
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scheme Euler TVD2 TVD3 SSP RK(3,2)

σ 0.25 0.25 0.25 0.5 0.25 0.5

εrel 5 · 10−3

h 8.84e-3 8.32e-2 8.24e-2 7.97e-2 8.37e-2 7.75e-2

Nh 1.45e6 1.74e3 1.79e3 1.98e3 1.70e3 2.15e3

N⋆t 4.53e2 9.62e1 1.46e2 7.53e1 1.43e2 7.74e1

γ⋆ 6.56e8 1.67e5 2.61e5 1.49e5 2.44e5 1.66e5

Table 11: Computational costs for advective problem with smooth initial condition.

scheme Euler TVD2 TVD3 SSP RK(3,2)

σ 0.25 0.25 0.25 0.5 0.25 0.5

εrel 2.5 · 10−1

h 1.41e-2 6.94e-2 6.68e-2 6.44e-2 6.83e-2 7.17e-2

Nh 3.58e5 2.99e3 3.35e3 3.75e3 3.14e3 2.71e3

N⋆t 2.84e2 1.15e2 1.80e2 9.32e1 1.76e2 8.37e1

γ⋆ 1.02e8 3.45e5 6.02e5 3.49e5 5.52e5 2.27e5

Table 12: Computational costs for advective problem with non-smooth initial condition.

for the simulation of a fixed time span. From Tables 11 and 13
we conclude that the achievable change of required grid cell
updates is of the order of several tens of percent. This num-
ber directly translates into a speedup in terms of computational
time, if the spatial discretisation is not changed.

We emphasize that these results do not tell that lower or-
der schemes arein generalmore efficient than higher order
schemes. In fact, our analysis only applied to simulations of so-
lar surface convection with the specific numerical schemes we
used. In particular, there might be other Runge–Kutta schemes
(as, e.g., the ones presented in Ketcheson [18]) which are even
more efficient. Nevertheless, our analysis provides a valuable
tool to assess the achievable efficiency with a certain combina-
tion of numerical schemes and for a specific application.
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0.1250 2.19e-2 1.54e-2 1.38e-2 1.38e-2 1.37e-2 1.37e-2 1.37e-2 1.37e-2 1.37e-2 1.37e-2 1.37e-2
0.0625 2.89e-3 1.06e-3 8.75e-4 8.49e-4 8.45e-4 8.43e-4 8.44e-4 8.43e-4 8.43e-4 8.43e-4
0.0312 3.07e-4 6.38e-5 3.49e-5 3.14e-5 3.11e-5 3.10e-5 3.10e-5 3.10e-5 3.10e-5
0.0156 3.59e-5 5.29e-6 1.49e-6 1.03e-6 9.73e-7 9.66e-7 9.65e-7 9.65e-7
0.0078 4.41e-6 5.76e-7 9.77e-8 3.83e-8 3.09e-8 3.00e-8 2.99e-8
0.0039 5.48e-7 6.93e-8 9.46e-9 1.99e-9 1.06e-9 9.44e-10
0.0020 6.85e-8 8.58e-9 1.10e-9 1.62e-10 4.56e-11
0.0010 8.55e-9 1.07e-9 1.34e-10 1.76e-11

Table A.16:ε(δx, δt) for the combination of WENO5 with TVD3 when solving (18) & (19).

δx \ δt 0.1250 0.0625 0.0312 0.0156 0.0078 0.0039 0.0020 0.0010 0.0005 0.0002 0.0001
0.1250 3.55e-2 1.23e-2 1.28e-2 1.36e-2 1.37e-2 1.37e-2 1.37e-2 1.37e-2 1.37e-2 1.37e-2 1.37e-2
0.0625 1.58e-1 1.14e-2 2.71e-3 9.91e-4 8.34e-4 8.39e-4 8.42e-4 8.43e-4 8.43e-4 8.43e-4 8.43e-4
0.0312 9.20e-2 2.86e-3 7.05e-4 1.76e-4 5.14e-5 3.20e-5 3.09e-5 3.09e-5 3.10e-5 3.10e-5
0.0156 7.14e-4 1.78e-4 4.43e-5 1.11e-5 2.89e-6 1.16e-6 9.73e-7 9.64e-7
0.0078 8.09e-2 1.79e-4 4.45e-5 1.11e-5 2.78e-6 6.94e-7 1.76e-7 5.22e-8
0.0039 4.06e-4 1.11e-5 2.78e-6 6.96e-7 1.74e-7 4.35e-8
0.0020 2.49e-4 2.79e-6 6.96e-7 1.74e-7 4.35e-8
0.0010 1.55e-4 6.97e-7 1.74e-7 4.35e-8

Table A.17:ε(δx, δt) for the combination of WENO5 with SSP RK(3,2) when solving (18) & (19).

δx \ δt 0.1250 0.0625 0.0312 0.0156 0.0078 0.0039 0.0020 0.0010 0.0005 0.0002 0.0001
0.1250 2.52e-1 3.75e-1 3.38e-1 3.45e-1 3.53e-1 3.53e-1 3.55e-1 3.56e-1 3.56e-1 3.56e-1
0.0625 2.05e-3 2.67e-1 3.46e-1 2.32e-1 2.27e-1 2.38e-1 2.42e-1 2.46e-1 2.47e-1 2.48e-1
0.0312 1.24e-1 3.41e-1 2.25e-1 1.54e-1 1.40e-1 1.44e-1 1.48e-1 1.50e-1
0.0156 8.94e-2 1.02e-1 1.13e-1 9.45e-2 1.05e-1 1.12e-1 1.17e-1
0.0078 6.43e-2 5.04e-2 5.79e-2 6.61e-2 7.39e-2 8.05e-2
0.0039 5.28e-2 3.63e-2 4.09e-2 4.68e-2 5.23e-2
0.0020 1.61e-1 1.85e-1 2.89e-2 3.30e-2
0.0010 9.86e-1 2.26e-2

Table B.18:ε(δx, δt) for the combination of WENO5 with Euler forward when solving (18) & (20).

δx \ δt 0.1250 0.0625 0.0312 0.0156 0.0078 0.0039 0.0020 0.0010 0.0005 0.0002 0.0001
0.1250 4.64e-1 3.22e-1 3.49e-1 3.47e-1 3.52e-1 3.56e-1 3.55e-1 3.56e-1 3.56e-1 3.56e-1 3.56e-1
0.0625 3.67e-1 2.52e-1 2.38e-1 2.43e-1 2.46e-1 2.49e-1 2.48e-1 2.49e-1 2.49e-1 2.49e-1
0.0312 3.13e-1 1.99e-1 1.58e-1 1.52e-1 1.52e-1 1.52e-1 1.52e-1 1.52e-1 1.52e-1
0.0156 2.48e-1 1.38e-1 1.29e-1 1.32e-1 1.21e-1 1.21e-1 1.21e-1 1.21e-1
0.0078 1.93e-1 1.06e-1 9.20e-2 9.02e-2 9.00e-2 9.00e-2 9.00e-2
0.0039 1.58e-1 7.92e-2 6.98e-2 6.77e-2 6.76e-2 6.76e-2
0.0020 1.30e-1 6.75e-2 5.36e-2 5.08e-2 5.07e-2
0.0010 1.09e-1 5.27e-2 4.17e-2 3.80e-2

Table B.19:ε(δx, δt) for the combination of WENO5 with TVD2 when solving (18) & (20).
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δx \ δt 0.1250 0.0625 0.0312 0.0156 0.0078 0.0039 0.0020 0.0010 0.0005 0.0002 0.0001
0.1250 3.66e-1 3.38e-1 3.56e-1 3.49e-1 3.53e-1 3.56e-1 3.55e-1 3.56e-1 3.56e-1 3.56e-1 3.56e-1
0.0625 3.28e-1 2.47e-1 2.42e-1 2.45e-1 2.47e-1 2.49e-1 2.48e-1 2.49e-1 2.49e-1 2.49e-1
0.0312 2.47e-1 1.65e-1 1.55e-1 1.52e-1 1.52e-1 1.52e-1 1.52e-1 1.52e-1 1.52e-1
0.0156 1.92e-1 1.30e-1 1.30e-1 1.32e-1 1.21e-1 1.21e-1 1.21e-1 1.21e-1
0.0078 1.74e-1 9.46e-2 9.11e-2 9.03e-2 9.00e-2 9.00e-2 9.00e-2
0.0039 1.48e-1 7.06e-2 6.83e-2 6.78e-2 6.76e-2 6.76e-2
0.0020 1.20e-1 5.29e-2 5.11e-2 5.08e-2 5.07e-2
0.0010 1.01e-1 3.96e-2 3.82e-2 3.80e-2

Table B.20:ε(δx, δt) for the combination of WENO5 with TVD3 when solving (18) & (20).

δx \ δt 0.1250 0.0625 0.0312 0.0156 0.0078 0.0039 0.0020 0.0010 0.0005 0.0002 0.0001
0.1250 3.49e-1 3.31e-1 3.53e-1 3.48e-1 3.52e-1 3.56e-1 3.55e-1 3.56e-1 3.56e-1 3.56e-1 3.56e-1
0.0625 4.48e-1 3.01e-1 2.36e-1 2.40e-1 2.44e-1 2.46e-1 2.49e-1 2.48e-1 2.49e-1 2.49e-1 2.49e-1
0.0312 1.99e-1 1.77e-1 1.56e-1 1.52e-1 1.52e-1 1.52e-1 1.52e-1 1.52e-1 1.52e-1
0.0156 1.54e-1 1.29e-1 1.29e-1 1.32e-1 1.21e-1 1.21e-1 1.21e-1 1.21e-1
0.0078 1.18e-1 9.58e-2 9.13e-2 9.02e-2 9.00e-2 9.00e-2 9.00e-2
0.0039 9.33e-2 6.99e-2 6.86e-2 6.77e-2 6.76e-2 6.76e-2
0.0020 7.42e-2 6.08e-2 5.17e-2 5.08e-2 5.07e-2
0.0010 6.28e-2 4.75e-2 3.93e-2 3.79e-2

Table B.21:ε(δx, δt) for the combination of WENO5 with SSP RK(3,2) when solving (18) & (20).

δx \ δt 1.95312 0.48828 0.24414 0.12207 0.06104 0.03052 0.01526 0.00763 0.00191 0.00048 0.00012
0.12500 6.92e-4 1.25e-4 3.14e-5 1.54e-5 3.88e-5 5.06e-5 5.64e-5 5.93e-5 6.15e-5 6.21e-5 6.22e-5
0.06250 7.56e-4 1.85e-4 9.03e-5 4.28e-5 1.91e-5 7.29e-6 1.37e-6 1.58e-6 3.80e-6 4.36e-6 4.50e-6
0.03125 9.42e-5 4.69e-5 2.33e-5 1.15e-5 5.60e-6 2.65e-6 4.34e-7 1.19e-7 2.57e-7
0.01562 2.35e-5 1.17e-5 5.86e-6 2.92e-6 7.15e-7 1.64e-7 2.64e-8
0.00781 5.86e-6 2.93e-6 7.31e-7 1.82e-7 4.45e-8
0.00391 7.31e-7 1.83e-7 4.56e-8
0.00195 1.83e-7 4.57e-8
0.00098 4.56e-8

Table C.22:ε(δx, δt) for the combination of WENO5 with Euler forward when solving (22) & (23).

δx \ δt 1.95312 0.48828 0.24414 0.12207 0.06104 0.03052 0.01526 0.00763 0.00191 0.00048 0.00012
0.12500 7.74e-5 6.30e-5 6.25e-5 6.23e-5 6.22e-5 6.23e-5 6.23e-5 6.23e-5 6.23e-5 6.23e-5 6.23e-5
0.06250 2.24e-5 5.61e-6 4.81e-6 4.61e-6 4.56e-6 4.55e-6 4.54e-6 4.54e-6 4.54e-6 4.54e-6 4.54e-6
0.03125 5.90e-7 3.74e-7 3.21e-7 3.08e-7 3.04e-7 3.03e-7 3.03e-7 3.03e-7 3.03e-7
0.01562 3.78e-8 2.41e-8 2.06e-8 1.98e-8 1.95e-8 1.95e-8 1.95e-8
0.00781 2.39e-9 1.52e-9 1.25e-9 1.24e-9 1.24e-9
0.00391 9.59e-11 8.01e-11 7.78e-11
0.00195 6.80e-12 4.81e-12
0.00098 5.06e-13

Table C.23:ε(δx, δt) for the combination of WENO5 with TVD2 when solving (22) & (23).
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δx \ δt 1.95312 0.48828 0.24414 0.12207 0.06104 0.03052 0.01526 0.00763 0.00191 0.00048 0.00012
0.12500 6.15e-5 6.21e-5 6.22e-5 6.22e-5 6.22e-5 6.22e-5 6.23e-5 6.23e-5 6.23e-5 6.23e-5 6.23e-5
0.06250 4.18e-6 4.52e-6 4.54e-6 4.54e-6 4.54e-6 4.54e-6 4.54e-6 4.54e-6 4.54e-6 4.54e-6 4.54e-6
0.03125 9.61e-7 3.02e-7 3.03e-7 3.03e-7 3.03e-7 3.03e-7 3.03e-7 3.03e-7 3.03e-7 3.03e-7
0.01562 1.95e-8 1.95e-8 1.95e-8 1.95e-8 1.95e-8 1.95e-8 1.95e-8
0.00781 1.23e-9 1.24e-9 1.24e-9 1.24e-9 1.24e-9
0.00391 7.77e-11 7.79e-11 8.17e-11
0.00195 8.04e-12 2.58e-11
0.00098 2.56e-11

Table C.24:ε(δx, δt) for the combination of WENO5 with TVD3 when solving (22) & (23).

δx \ δt 1.95312 0.48828 0.24414 0.12207 0.06104 0.03052 0.01526 0.00763 0.00191 0.00048 0.00012
0.12500 6.95e-5 6.25e-5 6.23e-5 6.23e-5 6.22e-5 6.23e-5 6.23e-5 6.23e-5 6.23e-5 6.23e-5 6.23e-5
0.06250 1.33e-5 5.06e-6 4.68e-6 4.57e-6 4.55e-6 4.54e-6 4.54e-6 4.54e-6 4.54e-6 4.54e-6 4.54e-6
0.03125 8.74e-7 4.46e-7 3.39e-7 3.12e-7 3.05e-7 3.04e-7 3.03e-7 3.03e-7 3.03e-7 3.03e-7
0.01562 5.61e-8 2.86e-8 2.18e-8 2.01e-8 1.96e-8 1.95e-8 1.95e-8 1.95e-8
0.00781 3.55e-9 1.81e-9 1.38e-9 1.24e-9 1.24e-9 1.24e-9
0.00391 2.23e-10 8.68e-11 7.86e-11 8.26e-11
0.00195 1.41e-11 8.65e-12 2.84e-11
0.00098 6.55e-12 2.73e-11

Table C.25:ε(δx, δt) for the combination of WENO5 with SSP RK(3,2) when solving (22) & (23).
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