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Calculation of higher-order moments by higher-order tensor renormalization group
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Abstract

A calculation method for higher-order moments of physical quantities, including magnetization and energy, based on the higher-
order tensor renormalization group is proposed. The physical observables are represented by impurity tensors. A systematic
summation scheme provides coarse-grained tensors including multiple impurities. Our method is compared with the Monte Carlo
method on the two-dimensional Potts model. While the nature of the transition of the g-state Potts model has been known for a long
time owing to the analytical arguments, a clear numerical confirmation has been difficult due to extremely long correlation length
in the weakly first-order transitions, e.g., for ¢ = 5. A jump of the Binder ratio precisely determines the transition temperature. The

finite-size scaling analysis provides critical exponents and distinguishes the weakly first-order and the continuous transitions.
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1. Introduction

Tensor networks (TN) are powerful tools for strongly corre-
lated many-body physics [1, 2]. As a pioneering work, the den-
sity matrix renormalization group (DMRG) [3] achieves great
success in one-dimensional quantum systems. This method can
be viewed as a variational method based on the matrix prod-
uct states formalism, i.e. the one-dimensional TN states. The
projected entangled pair state (PEPS) [4] and the projected en-
tangled simplex state (PESS) [5] provide its generalization to
higher-dimensional systems.

The tensor renormalization group method (TRG) [6] pro-
vides an efficient contraction scheme avoiding exponential di-
vergence of the bond dimension based on coarse-graining TNs.
Many derivatives are proposed as a more efficient and accurate
method [7, 8, 9, 10, 11]. The higher-order tensor renormaliza-
tion group method (HOTRG) is a TN method applicable to a
higher-dimensional system [9, 12]. The higher-order singular
value decomposition (HOSVD) provides its truncation scheme.
An isometry which merges two bonds into one bond plays a
key role in information compression. It is another advantage
of HOTRG than other TN renormalization methods because a
local original tensor is not decomposed into two tensors.

The partition function of a classical system can be repre-
sented by a TN [13, 8]. Thus the free energy is quite accurately
estimated by using real-space renormalization group methods
mentioned above. There are two ways to calculate an expecta-
tion value of a physical quantity like magnetization (m). One
method is numerical differentiation of the free energy with re-
spect to a model parameter, for example, the external magnetic
field. The other is introduction of an “impurity”’; an expecta-
tion value is represented by a TN in which one of tensors is
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replaced with an impurity tensor that represents the local order
parameter.

Higher moments of physical quantity are important for anal-
ysis of critical phenomena. Expectation value of the squared
magnetization, {(m?), is regarded as an order parameter. The
Binder ratio is typically used to determine the transition point
in the Monte Carlo (MC) simulations [14]. Finite-size scaling
analysis of these quantities provides critical exponents. How-
ever, calculation methods of higher moments are limited and
not accurate in TN methods. In the numerical differentiation
method, we need to calculate higher-order derivative to esti-
mate a higher-order moment. Numerically it causes cancella-
tion of significant digits. Especially near the phase transition
point, the higher-order derivative shows a sharp change and it
is difficult to assure its accuracy. An efficient scheme for the
TN states was proposed based on the momentum generating
functions [15]. However it also needs the numerical differen-
tiation with respect to an indeterminate to extract a moment.
On the other hand, the impurity method also has a problem.
Let us assume that a system has a transitional symmetry and
consider a physical quantity represented as a spacial average
of local quantities, for example m = (1/N) Zfil ;. Only one
TN which contains one impurity tensor is sufficient to estimate
its expectation value, (m). However, for the second-order mo-
ment, all spatial configurations of two impurities are necessary.
Therefore, since the number of TNs corresponding to two-point
correlation functions diverges, such an approach is unmanage-
able. An exception is a one-dimensional system, where matrix
product operator representation for the high-order moments is
known [16].

In this paper, we propose an alternative way of calculating
the higher-order moments by introducing the impurity tensors
into the HOTRG scheme. We define a coarse-grained tensor
which represents summation of all configurations of multiple
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impurities. Thus its trace directly yields the higher-order mo-
ments. The systematic summation technique proposed for the
infinite PEPS method [17] derives the real-space renormaliza-
tion scheme of the impurity tensor. In contrast to the impurity
method mentioned above, the summation over impurity config-
urations is taken during renormalization steps.

Using our proposed method, we investigate the ferromag-
netic g-state Potts model [18, 19] on the square lattice. A phase
transition between the ferromagnetic and paramagnetic phases
is continuous for ¢ < 4 and discontinuous otherwise. Espe-
cially a numerical confirmation of the weakly first-order phase
transition in the 5-state Potts model has attracted much atten-
tion [20, 21]. Since the correlation length becomes very large
but finite at the transition point, it is difficult to make a dis-
tinction between the weakly first-order and second transitions.
However, a TN renormalization method can easily treat the
huge system size over the correlation length. The corner trans-
fer matrix renormalization group method (CTMRG) [22, 23]
can accurately estimate the latent heat of the two-dimensional
5-state Potts model [24]. The HOTRG approach can confirm
the first-order phase transition in the 3-state Potts model on
the simple cubic lattice [12]. In this paper, we present a more
systematic method for characterizing the nature of the transi-
tion. We perform the HOTRG simulation up to the system size
N = 2% and show that the second moment of the magnetiza-
tion clearly distinguishes between discontinuous and continu-
ous phase transitions. Moreover, the finite-size scaling analysis
of the Binder ratio accurately produces the critical exponents
expected in the first-order phase transition for g > 5.

In the next section, we present the method for the higher-
order moment with a brief introduction of HOTRG. In the third
section, we perform numerical simulations in the g-state Potts
model on a square lattice. We compare our method with a clus-
ter MC method and estimate a transition temperature from a
jump of the Binder ratio. In the fourth section, we consider
the finite-size scaling ansatz. We estimate the critical exponent
from a slope of the Binder ratio at criticality. The last section is
devoted to discussions and conclusions.

2. Methods

In general, the partition function of a many-body system has
a tensor network representation. For simplicity, let us consider a
classical discrete spin system with nearest neighbor interactions
on the isotropic square lattice. A generalization to a higher di-
mensional system is straightforward. If the degrees of freedom
are continuous, we use the characterize representation. Then
we have

Z= Zﬂwm(,]]—[v —tTrl_[Tx)x}, (1

} <

where W, and V, is the local Boltzmann factor of the near-
est neighbor interaction and the magnetic field respectively. A
variable o; represents the spin degree of freedom at a site i. The
local tensor T locates on each lattice site. Based on the eigen-
value decomposition W = UAUT, the local tensor always has
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Figure 1: Graphical representations of a renormalization step along y-axis in
HOTRG.
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Figure 2: Renormalization of the impurity tensors with (a) single impurity and
(b) two impurities. The impurities are represented by a (orange) circle in the
impurity tensors.

the form
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where X = U VA. The superscript (0) indicates a initial tensor
before a renormalization.

In HOTRG algorithm, the square lattice is contracted along
the x- and y-axes in sequence. The renormalization step with
y-bond contraction is graphically shown in Fig.1. The renor-
malized local tensor at the (¢ + 1)-th step is calculated as
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where U® is an isometric tensor obtained by the standard
HOSVD. In this paper, we abbreviate this contraction as

T+ — R(T(l) T(t) U(t)) 4)

or, when the meaning is clear, more shortly
T «—TT. (®)]

We note that a direction of the renormalization depends on a
step . The local tensor T® after the #-th renormalization step
represents a system of size N = 2'. The trace of T,

~ 1 — 3
Z=TeT"= 10, (6)
yields the partition function of the corresponding finite-size sys-
tem under the periodic boundary condition.

First, let us consider the magnetization defined by the aver-
age of local magnetization as

N
m= Z (7N
i=1



where m,,, represents a local magnetization at a site i. With sim-
ilar representation to Eq.(2), the corresponding impurity tensor
is clearly obtained as

SOy = mex VX X Vi, ®)

where the additional subscript “1” indicates that this impurity
tensor contains one impurity in total. In HOTRG, this single
impurity tensor is renormalized by using the same isometric
tensor U for renormalization of T as

(t+1) R(S(t) (t)’ U(’)) (9)

The trace of this impurity tensor represents a magnetization at a
specific site but does not do the averaged magnetization defined
in Eq.(7). In order to finally obtain the average over the whole
lattice, we should take the local average at each level of the
renormalization procedure. Therefore the symmetrized version

1
Sy = SRSV T U + RAV.SP UMD (10)

is required, which we write shortly as
1
S|<—§(S|T+TS1). (11)
Its graphical representation is shown in Fig. 2(b). The expecta-

tion value of m with the system size N = 2’ under the periodic
boundary condition is estimated by

(1)
TrS,
TrT®"

(m) = (12)

A generalization of this scheme to higher-order moments of

the magnetization <m" > is clear. The initial tensors with multi-
ple impurities are defined as

S 0)

O ey Zx KXoy X Xy Vo (13)
The update rule for the two-impurity tensor (k = 2) can be writ-
ten as

1
SQ(—2(52T+251S1+T52), (14)

and its diagram is shown in Fig. 2(b). Obviously S, contains
all of the possible configurations of two impurities in a finite
system corresponding to the renormalization step. The general-
ization to more impurities is straightforward as,

1
S3<—§(53T+3S251+3S1SQ+TS3), (15)

1
S4<—1—6(S4T+4S3S1+65252+4S153+TS4). (16)

The higher-order moment of the magnetization, (m*Y is calcu-
lated by the ratio of Tr S to Tr T similarly to Eq. (12).

Note that we use the same isometric tensor U® as for the
local tensor regardless of impurity tensors in order to fix the
definition of bond indices at each level of renormalization. If

we use different isometries for each impurity tensors, they can-
not connect properly in the next renormalization step.

So far, we focus on the spacial average of a physical quan-
tity defined at each site but our technique can be applied to a
quantity defined on a small cluster, e.g., the interaction energy
defined on each pair of spins,

e= % Z Coor;- a7
<ij)

To define an impurity tensor for such a impurity located on a
bond, it is useful that a change by impurities is absorbed into the
local weight Wy oo = Wyo (e50)". We define Y, = W, UA™'?
which satisfies ¥y = X and Y; X" = W,. On these settings, the
single and double impurity tensors with impurities on bonds x
or y are written as

E(O) Z(Yl (rxX(rv + X(m Yl (ry)Xo-x/X V (18)
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0
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Its update rule is the same as the magnetization, S;. Although
here we put no impurity on bonds x" and y’, more symmetric
definition is possible. However, additional treatments are nec-
essary for higher-order moments if we put impurities on bonds
x" and y’, since Y Y ,j # Wip in general.

The update rule of a tensor with multiple kinds of impurities
is straightforward. For example, if S represents a coarse-
grained tensor with k impurities and k' other impurities, we
have

1
Si1 < Z(SI,IT+S1,OSO,1 +801S10+TS11). (20)

To obtain S,,, we need to calculate nine kinds of ten-
sors, {T,51,0,50,1,520,81,1,502,521,512,522}, whose com-
putational cost is 36 times larger than the cost only for 7.

3. Numerical results

The g-state Potts model [18, 19] on the square lattice is de-
fined by the local Boltzmann factors

W = €500 Y, = eKom, 21

The spin variable o takes an integral value from 0 to ¢ — 1 and
the Kronecker’s delta 6, takes unity if o = ¢’ and zero oth-
erwise. The parameters K and K’ include the inverse of tem-
perature. The g-state Potts model without the magnetic field
(K’ = 0) exhibits a phase transition at K. = log(1 + 4/g). The
phase transition is continuous for ¢ < 4 and discontinuous oth-
erwise. The eigenvalue decomposition of W yields

2nox/q

Va

e

Xox = \//l_xa (22)




where 1, = eX — 1 + g6 x0 1S the eigenvalue of the local Boltz-
mann weight and a bond index x also takes an integer value
fromOtoqg— 1.

The Potts model without the magnetic field has the global
Z, symmetry, a subgroup of the symmetric group S ;. Therefore
the local tensor T is represented as a Z,-symmetric tensor [25,
26]. After summation over spin degree of freedom, elements of
the local tensor are written as

VA Ay A Ay .,
Txyx’y’ = TA(;(X‘F)’ -x' =y, (23)
where A,(x) takes one if x = 0 modulo g and zero otherwise.
A shift of all spins ¢ — o + 7 causes phase factors ¢/>"™/4 in
Eq.(22). The local tensor T is clearly invariant under such a
phase shift owing to cancellation by A,(x).

We consider a complex magnetization as a order parameter
defined by
my = €7/, (24)

which is suitable for the global Z, symmetry. Although the S,
symmetry is spontaneously broken in the ferromagnetic phase
of the Potts model, the above definition is sufficient to detect
the phase transition. As we will show later, the corresponding
impurity tensors are covariant or invariant under the Z, trans-
formation. However, since the normal second momentum (m?)
vanishes except the Ising case (¢ = 2), we consider the square
of the norm of the magnetization, (m*y = (mm*). Thus, we
treat the complex conjugate of the local magnetization, nz;, as
another kind of impurities and use the extended systematic sum-
mation scheme as presented in the previous section.

The initial impurity tensor with k impurities and &’
complex-conjugate impurities is written as

VAxAy Ay Ay
S(O) — #Aq(x+y—x/—y/+k—k/). (25)

kK sxyx'y’

This real-valued tensor is invariant under the Z, transformation
if k = K’ (mod ¢) and covariant otherwise, that is, the spin shift
causes only a phase factor,

S 0) - ei2ﬂT(k—k')/qS )

k.l Kk (26)

This property holds at any renormalization step if the isometric
tensor U is invariant or covariant under the Z, transformation.
In this paper, we have imposed invariance on U without loss
of generality.

The Binder ratio for the complex magnetization is now de-
fined as
_(m*y TS, TrT
B (Im]?)? (TI‘S]J)2 -

We have, in the high temperature limit (K — 0), Uy — 3 in the
Ising model and Uy — 2 otherwise, while its low temperature
limit (K — o0) is U4 — 1 regardless of the number of states.
In the thermodynamic limit, the Binder ratio becomes the step
function whose jump occurs at the transition temperature.
Temperature dependence of the magnetization on the g-state
Potts model (g = 2,...,7) without the external magnetic field
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Figure 3: Temperature dependence of the second- and fourth-order moments
of the magnetization of the g-state Potts model on a 220 x 220 square lattice
obtained by HOTRG with y = 48. The vertical dashed lines indicate the exact
transition point K.. The solid line shows the exact results of the Ising model
(g = 2) in the thermodynamic limit [27].
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Figure 4: Comparison between HOTRG with y = 48 and the cluster Monte
Carlo (MC) method on the Ising model. The filled circles indicate MC results,
whose error bar is smaller than the size of a point. The solid line shows the
exact results in the thermodynamic limit [27].
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Figure 5: The y-dependence of the magnetization (jm|?) and the Binder ratio
Uy after the 30-th HOTRG step (N = 23°) on the Ising model. The solid line
shows the exact behavior in the thermodynamic limit [27] and the horizontal
dashed line indicates the critical Binder ratio, taken from Ref. [28].

is shown in Fig. 3. Here we perform 40 steps of HOTRG calcu-
lation (N = 2*°) with the bond dimension y = 48. The HOTRG
results in the Ising model (¢ = 2) are on a curve of the ex-
act result in the thermodynamic limit [27]. Properties of phase
transitions will be discussed in the next section.

Next, we compare the proposed method with the Monte
Carlo (MC) simulations in the Ising model (¢ = 2) on small sys-
tems (Fig.4). We use the Swendsen-Wang algorithm for the MC
simulations [29]. The magnetization, {|m[*>) and (|m|*), agree
well with the MC results. However, the Binder ratio shows
slight deviation from the MC results because of truncation er-
rors in the renormalization. As shown in Fig. 5, the Binder ratio
with the finite bond dimension shows a sharp drop whose loca-
tion fluctuates around the exact critical temperature and seems
to converge to the exact solution in the limit y — oco. At crit-
icality, the Binder ratio takes a universal value. For the Ising
model, Uy = 1.167929(1) is reported in Ref. [28], while the
HOTRG calculation with y = 48 produces Us = 1.1574 after
30 renormalization steps (N = 2%0).

The transition temperature K.(y) estimated under the fixed
bond dimension y is determined by a location of a jump of
the Binder ratio. We search a jump point by using the bisec-
tion algorithm. We observe that K .(y) oscillates around the
exact transition temperature and converges to K, in the ther-
modynamic limit. Plateaus of K.(y) for large g are due to
degeneracy of the entanglement spectrum. The relative error
AK,. = (K.(x) — K.)/K, seems to decrease with y~3° (Fig. 6),
which will be discussed later.
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Figure 6: The relative error of the estimated transition point K.(y) from the
exact solution K,. The dashed line is proportional to y 3.

4. Finite-size scaling analysis

The finite-size scaling (FSS) analysis of the magnetiza-
tion {Jm|*) makes clear distinction between discontinuous and
continuous phase transitions. In the 5-state Potts model, the
phase transition is weekly first-order and its critical exponent is
1/v=d =2and B = 0[30, 31]. The HOTRG result falls on a
single curve by using the standard scaling form

(ml*y ~ L7l g(L'6). (28)

with the exact exponents (Fig. 7) where L denotes the sys-
tem length (N = L?). The reduced temperature is defined as
0 = (K — K.(x))/K, and we use the estimated critical temper-
ature K.(y) already obtained from a jump of the Binder ratio.
The plateau of the scaling function in low-temperature region
also implies discontinuity of the magnetization at the first-order
phase transition point. The plateau height overestimates the
magnetization discontinuity at the transition point, whose ex-
act value is known as AmZ2 ., = 0.24220 for the 5-state Potts
model [32]. Similar to the estimated transition temperature
K.(x), we observed that the plateau height depends on the bond
dimension and fluctuates around the exact value.

On the other hand, the phase transition of the 4-state Potts
model is continuous. The FSS analysis of the HOTRG result
with y = 48 is shown in Fig. 8. The critical exponents are es-
timated as 1/v = 1.5369(9), 8 = 0.0899(1) using the kernel
method proposed in Ref. [33]. These values are close to the
known exact result 1/v =3/2and 8= 1/12 = 0.0833---. Dur-
ing the FSS procedure, the critical temperature K.(y) is fixed
to the value estimated from a jump of the Binder ratio as men-
tioned before. We need to comment on the fact that the 4-state
Potts model has a marginal operator which yields logarithmic
multiplicative corrections [34, 35, 36]. However, since the sys-
tem size we used for FSS is sufficiently large, significant effect
for the logarithmic corrections is not observed. Assuming the
scaling form with the logarithmic corrections

(mP*y ~ L (Qog L) g (L' (log LY3*n),  (29)
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Figure 7: Finite-size scaling plots of the magnetization {|m|*) on the 5-state
Potts models by HOTRG with y = 48. The critical exponents are fixed to the
known values for the first-order transition, that is, 1/v = 2 and 8 = 0. The
horizontal dashed line indicates the exact value of spontaneous magnetization
at the transition temperature [32].
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Figure 8: Finite-size scaling plots of the magnetization {|m|*) on the 4-state
Potts models by HOTRG with y = 48. We assumed the scaling form Eq. (28)
without the logarithmic multiplicative corrections.

we estimate critical exponents as 1/v = 1.5992(8) and 8 =
0.0832(1).

A slope of physical quantities at the transition temperature
also provides information about critical exponents. Especially
the Binder ratio, a dimensionless quantity, satisfies

0U,

1
log |[— =c+—logL+ O(L™), (30)
06 %

6=0

where w is an exponent for correction to scaling. Since we al-
ready precisely estimated the transition point with fixed bond
dimension from a jump of the Binder ratio, we use a definition
0 = (K—-K.(x))/K.. Itis different from the crossing point anal-
ysis for the Monte Carlo simulation [37]. The left-hand side of
Eq. (30) fits well to a linear line for large system size (Fig. 9(a)).
Here, we consider log(Us — 1) instead of Uy since it is linear
with respect to the inverse temperature around the first-order
transition point. (Its phenomenological argument was shown
in Ref. [21].) The system size where the data are on a line
is smaller than the known correlation length. The correlation
length at the transition point approaching from the disordered
phase is 2512.2 and 48.1 for ¢ = 5 and 7, respectively [38]. In
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Figure 9: (a) Derivative of log(Us — 1) at the estimated transition point with
x = 48. (b) The y-dependence of the estimated critical exponents 1/v. The
dashed horizontal lines indicate the exact values.

the 5-state Potts model, a point at L = 512 is already on the fit-
ting line. This behavior is consistent with the finite-size scaling
analysis reported in Ref. [21].

The estimated critical exponent 1/v seems to converge to
the exact value in the limit y — oo (Fig. 9(b)). Large correction
to scaling may cause instability in ¢ = 4 in contrast to FSS of
the squared magnetization. In Table 1, we list the critical expo-
nent 1/v estimated by HOTRG calculations with y = 48. An
effect of the finite bond dimension is larger than the standard
error of the fit. Our method provides less accurate critical ex-
ponent than the CTMRG method [23]. However we would like
to emphasize that our analysis does not use any assumptions
about the exact transition temperature and the exact energy at
criticality, while the CTMRG result used them. Though using
the exact values usually increases the accuracy of the estimates
drastically, they are not available in general circumstances. The
scaling dimensions can also be determined from the eigenvalue
of the transfer matrix [39]. However, they are not stable in the
HOTRG procedure because of residual short-range correlation
as well as TRG [11].

5. Conclusions and Discussions

In this paper, we have proposed an algorithm for the higher-
order moments of physical quantities based on the HOTRG
method. The systematic summation technique provides the re-
cursion formula for coarse-graining impurity tensors. We have
shown that this method calculates the order parameter and the
Binder ratio in the Potts model on the square lattice. The tran-
sition temperature is precisely determined from a jump of the
Binder ratio. Our results are more accurate than the Monte
Carlo results. For example, we have achieved AK, = 8.3 X 1076
in the 5-state Potts model, while the nonequilibrium relaxation
analysis did 2.5 x 107> [20]. The critical exponents are repro-
duced via FSS analysis. The weakly first-order transition in the
5-state Potts model is clearly distinct from the continuous tran-
sition. This judgment has been made possible by the method



Table 1: The critical exponents 1/v estimated from a slope of the Binder ratio with y = 48. An error indicates the standard error of the fit.

q 2 3 4 5 7
Exact 1 6/5 32 2 2
Slope | 1.026(2) 1.305(10) 1.544(1) 2.006(2) 2.0001(5)

proposed in this article. There are two essential points: (i) the
advantage in the system size compared to the MC approaches,
and (ii) the advantage of symmetry-respecting method over the
numerical differentiation approaches.

Our method easily approaches a huge system size which the
MC method cannot treat. In the case of no magnetic field, our
scheme does not break the spin-rotational symmetry, in other
words, each tensor is invariant or covariant under the spin rota-
tion. This fact stabilizes calculations and is an advantage over
the numerical differentiation approach because the latter needs
to introduce a tiny magnetic field which breaks symmetry. Al-
though we considered the two-dimensional square lattice in this
paper, generalization to higher-dimensional systems is straight-
forward as well as the HOTRG method.

The accuracy of the HOTRG method depends on the bond
dimension y. We observed that the shift of effective critical
point roughly scaled as AK, ~ y™3° (Fig. 6). This behavior
would relate to the finite-y scaling. The effective correlation
length satisfies &.¢ ~ x* and the argument of the entanglement
entropy based on the conformal invariance provides

6

=— (31)
c(V12/c+1)
where c is the central charge. For the Ising model (¢ = 1/2),

three-state (¢ = 4/5) and four-state (¢ = 1) Potts models,
we have « = 2.034, 1.539, and 1.334, respectively. On the
other hand, the scaling of the effective correlation length im-
plies AK, ~ X‘K/ Y. However, our observation is inconsistent
with this behavior. It indicates that the naive scaling relation
for AK, needs to be correct, which remains as a future issue.
Lastly, we would like to mention possibilities of further im-
provements in the present method. One is an introduction of the
environment tensor. The higher-order second renormalization
group method successes to significantly improve the accuracy
by globally optimizing the truncation scheme [9]. The other
is entanglement filtering [39]. It is known that HOTRG does
not remove short-range entanglement completely and eventu-
ally gets stuck into a fictitious fixed point [40]. Entanglement
filtering techniques, such as a loop-TNR approach [11], a graph
independent local truncation’s (GILT) [41], and a full environ-
ment truncation (FET) [42], can filter out internal entanglement.
Recently entanglement branching was proposed as another ap-
proach to manage flow of entanglement [43]. Thus a combina-
tion of HOTRG with these techniques will catch the true critical
phenomena, which will be considered in future works.
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