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Epidemic processes on random graphs or networks are marked by localization of activity that
can trap the dynamics into a metastable state, confined to a subextensive part of the network,
before visiting an absorbing configuration. Quasistationary (QS) method is a technique to deal with
absorbing states for finite sizes and has played a central role in the investigation of epidemic processes
on heterogeneous networks where localization is a hallmark. The standard QS method possesses
high computer and algorithmic complexity for large systems besides parameters whose choice are
not systematic. However, simpler approaches, such as a reflecting boundary condition (RBC), are
not able to capture the localization effects as the standard QS method does. In the present work,
we propose a QS method that consists of reactivating nodes proportionally to the time they were
active along the preceding simulation. The method is compared with the standard QS and RBC
methods for the susceptible-infected-susceptible model on complex networks, which is a prototype of
a dynamic process with strong and localization effects. We verified that the method performs as well
the as standard QS in all investigated simulations, providing the same scaling exponents, epidemic
thresholds, and localized phases, thus overcoming the limitations of other simpler approaches. We
also report that the present method has significant reduction of the computer and algorithmic
complexity than the standard QS methods. So, this method arises as a simpler and efficient tool to
analyze localization on heterogeneous structures through QS simulations.

I. INTRODUCTION

Many phenomena can be suited within the framework
of dynamical processes on complex networks, in which in-
dividuals represented by nodes (or vertices) interact with
each other and the interactions are mediated by links (or
edges) [1], as illustrated in Fig. 1. Nodes and links are
more frequently used in the context of physical systems
while vertices and edges for their mathematical represen-
tation as graphs. We use both terminologies interchange-
ably. Examples range from rumor and epidemic spread-
ing [2–6] to urban mobility [7, 8]. In particular, those
with absorbing states, in which the dynamics is trapped
forever when visited [9, 10], represent an important class
of processes on networks [1].

Epidemics can be modeled as reaction-diffusion sys-
tems, in which the states of agents and the corresponding
transitions are related to epidemiological stages (suscep-
tible, infectious, immunized, etc) [11]. One of the most
fundamental epidemic models is the susceptible-infected-
susceptible (SIS), in which individuals can be infectious
or susceptible. The former heals spontaneously with rate
µ and the latter is infected with rate λ per infectious
contact [12]. On networks, the contagion is mediated by
edges connecting infected and susceptible nodes. Since
the infection cannot arise spontaneously, a configuration
with only susceptible individuals is an absorbing state.

The SIS model on power-law networks with degree dis-
tribution P (k) ∼ k−γ , defined as the probability that
a randomly selected vertex has k connections (Fig. 1),
presents remarkable properties. For example, the epi-
demic threshold, which separates an inactive (absorb-
ing) from an active (fluctuating) phase, is asymptotically
null [13, 14] that implies a nonzero prevalence (fraction of

infected nodes) for any finite infection rate in an infinite
network. For finite systems, the dynamics near to the
transition is featured by a localized activation [15–19].
In the particular case of random power-law networks, the
competition of two basic localized structures, stars and
maximum k-core subgraphs [20, 21], plays a central role
on the activity distribution. A star subgraph is composed
of a vertex of degree k � 〈k〉 plus its nearest-neighbors,
see Fig. 1, and can sustain a localized metastable activity
of a SIS dynamics [13], permitting mutual activation of
hubs even if they are far from each other [13, 14, 22]. The
maximum k-core [20], which is the minimal connected
subset containing only elements of degree k ≥ K after
the removal of all vertices of degree k < K and the edges
connected to them, may undergo an activation before the
star graphs being responsible by the onset of the endemic
phase [21]. However, more complex scenarios can emerge
on real networks, in which other motifs, such as cliques
of fully connected vertices (Fig. 1), rule the epidemic ac-
tivation [23].

Analyses of absorbing-state phase transitions by means
of simulations demand approaches to prevent trapping
into absorbing states since, strictly, they are the only
actual steady-state for finite sizes [9]; the only ones ac-
cessible in simulations. A fundamental approach is the
quasistationary (QS) analysis [9], in which averages at
a time t are performed only over a subspace of configu-
rations that did not visit the absorbing state until that
time. Alternatively, one can consider some perturbation
of the dynamics in such a way that the absorbing state is
no longer accessible. However, these perturbations must
be negligible for intensive and extensive quantities in the
thermodynamic limit [24]. There are some methods con-
ceived within this approach [25–27].
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FIG. 1. (a) Example of a network schematically shown as
a graph, in which vertices represent individuals and edges
connecting them are the possible routes for infections. (b)
Degree count for the network. Two subgraphs play important
roles in the epidemic activation: cliques of fully connected
vertices (red) and stars consisting of hubs with its neighbors
(green). Open and closed symbols represent susceptible and
infected individuals in a SIS epidemic process, respectively.

The standard quasistationary which are hereafter gen-
erally called QS method (SQS) can be implemented by
storing configurations picked up at random along simu-
lations with a certain rate (a parameter of the method)
and using them to form a new active state whenever the
dynamics is trapped into an absorbing state [28]. The
method has frequently been used to investigate localiza-
tion of epidemic processes on networks [15, 16, 29–32].
Despite being general, the method has some drawbacks
for simulations on large networks such as the high RAM
memory load to store a large number of configurations,
metastability problems due to finite sampling and time
averaging on critical and subcritical simulations, and pa-
rameters which do not have a systematic calibration and
are model dependent. Simpler methods, such as reflect-
ing boundary condition (RBC), in which the dynamics
returns to the previously visited configuration if it has
fallen into an absorbing state, can circumvent these prob-
lems [27]. A systematic comparison between SQS and
RBC [24] for the SIS model on power-law networks shows
that the latter is unable to capture some metastable dy-
namics related to localized states as the former does,
leading, for example, to different finite-size scaling (FSS)
exponents at the transition. A variant of the RBC, called
hub reactivation [24, 33], consists of reinfecting the most
connected vertex of the network every time the absorbing
state is visited. This method outperformed RBC on the
identification of localized phases, equating to the SQS

method. However, this method is biased for dynamics
in which a single hub plays a major role in the localiza-
tion and calls for a generalization towards other dynami-
cal processes and relevant network structures such as the
cliques shown in Fig. 1.

In this paper, we investigate a QS method without
tuning parameters and metastability issues, demanding
reduced amount of RAM, and able to capture the same
localization patterns on heterogeneous networks as the
SQS does. It consists of reactivating a given number
of vertices, chosen proportionally to their activity times
along the whole history of the simulation, being hereafter
called reactivation per activity time (RAT). We compare
RAT with the SQS and RBC methods using the challeng-
ing SIS dynamics on a variety of synthetic and real net-
works with high heterogeneity, including scale-free and
multiplex structures [34]. Among other findings, we re-
port that all methods provide the same epidemic thresh-
olds in scale-networks with degree exponents γ < 3, but
RBC differs on the FSS of the epidemic prevalence at
the epidemic threshold. Using dynamical susceptibility
curves [15], we report that the SQS and RAT methods
capture the same localization patterns, even in the cases
where RBC and SQS mismatch, as for example, in syn-
thetic networks with degree exponent γ > 3 and real
networks with degree correlations and more complicated
structures. Metastability problems due to insufficient
time averaging were not observed for RAT in the net-
works where they were for SQS. Last but not least, the
RAM load in RAT is greatly reduced with respect to SQS
while CPU times are slightly smaller.

The remainder of this paper is organized as follows. In
Section II we describe the investigated QS methods and
the algorithms to simulate the SIS model. We present
simulations comparing the QS methods on synthetic and
real networks in section III. The computer performance
of the QS methods are presented in section IV. Finally,
we draw our remarks and prospects for potential appli-
cations of the RAT method in section V.

II. METHODS

Consider systems with N elements labeled by i =
1, . . . , N which be can either active or inactive. In the
case of epidemic processes we have infected and suscep-
tible individuals, but we keep the generic active and in-
active terms allowing extension to other dynamical pro-
cesses. We follow the approach of QS method as a pertur-
bation of the dynamical rules that prevents the trapping
into absorbing states in such a way that this disturbance
is negligible and does not alter any system’s intensive
or extensive properties in the thermodynamic limit [24].
However, it is important to stress that subextensive (in-
creasing sub-linearly with N) and non-extensive (vanish-
ing as 1/N) quantities may depend on the QS method,
including critical and localized phases investigated in the
present work [24].
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A central quantity to be computed is the QS distribu-
tion Pqs(s) defined as the probability that s elements are
active in the QS regime. It is computed after a relaxation
time trlx during an averaging time tav. Formally, it can
be computed as

Pqs(s) =
1

tav

∫ trlx+tav

trlx

δs,n(t)dt, (1)

in which n(t) is the number of active individuals at time
t and δi,j the Kronecker delta symbol. Computationally
it is implemented as

Pqs(s) 7→ Pqs(s) + δs,n(t)∆t/tav, (2)

in which ∆t is the time step used in the Gillespie algo-
rithm given in subsection II D. Basic measures can be di-
rectly obtained from Pqs(s) such as the QS moments [35]

〈ρk〉 =
1

Nk

N∑
s=1

skPqs(s). (3)

The order parameter is the QS epidemic prevalence given
by 〈ρ〉. Localization and critical regions can be identified
using the QS dynamic susceptibility given by [15],

χ = N
〈ρ2〉 − 〈ρ〉2

〈ρ〉
, (4)

which presents sharp peaks for values of λ at a clean
phase transition but also detects localized activation in-
volving sub-extensive components of the networks in the
form of additional peaks [15, 16, 30].

The remainder of this section is devoted to review-
ing SQS and RBC methods and to introduce the RAT
method. An initial condition with all vertices infected
are considered, averages are computed after a relax-
ation time trlx = 107µ−1 during an averaging interval
tav = 3 × 107µ−1. In very supercritical simulation these
times are reduced by one order of magnitude. Here, it
worths to comment that these two parameters are in-
trinsic to any QS method and obey the trivial rule, the
larger the more accurate, which is not the case for the
other parameters of the SQS method described next in
subsection II A.

A. Standard quasistationary method

The SQS method consists of averaging restricted to
the ensemble of active samples that did not visit the ab-
sorbing states up to the current simulation time [9]. For
subcritical and critical analyses of finite-size systems, in
which the dynamics often falls into the absorbing states,
the SQS method provides only small intervals of station-
ary data, usually noisy and not allowing long-time se-
ries analysis. de Oliveira and Dickman [28] proposed a
simulation method to overcome these limitations which

consists of jumping to a previously visited active config-
uration, every time the system falls into the absorbing
state. The convergence of this method to the actual QS
state is discussed in Ref. [36].

The QS distribution, which is not known a priori, must
be computationally emulated. This can be done by sav-
ing copies of active configurations visited during the sim-
ulation and picking up randomly one of them whenever
the system visits an absorbing state. Two parameters are
crucial in this algorithm: the number of saved configura-
tions (nconf) and the rate with which the list is updated
with the current state (prep). The calibration of these
parameters may be challenging given the limited (finite)
computational resources. If nconf is too small, the dy-
namics can be biased toward a subset which is not repre-
sentative of the actual QS state; if it is too large, RAM
allocation becomes an obstacle and the memory of the
initial condition takes too long to be erased. If prep is
too large, saving configurations demands too much com-
putational power and simulations can also be improperly
biased towards the latest configurations. On the other
hand, if prep is too small, the convergence to the QS
regime takes too long due to the slow loss of memory of
the initial conditions.

B. Reflecting boundary condition

The RBC method is much simpler than SQS: when
the system falls into an absorbing state, it jumps to the
immediately preceding configuration with a fixed rate
usually chosen as the inverse of the time unit used. In
the case of SIS it is just µ. The equivalence between
RBC and an external weak field, in which vertices are
spontaneously reactivated with a very small rate, was in-
vestigated for regular lattices in Ref. [26] and networks
in Ref. [24]. It was shown that RBC is equivalent to
a random reactivation of a single vertex. Both varia-
tions are computationally simple but do not reproduce
the QS distributions obtained with SQS method and es-
pecially if there are strongly localized activations [24].
Other approaches can be constructed considering tar-
geted reactivation of vertices as, for example, the hub
reactivation [24, 33] aforementioned.

C. Reactivation per activity time

Inspired by simple reactivation dynamics, we describe
a method able to capture the activation of network sub-
graphs as the SQS method does. Randomly selected ver-
tices are reactivated according to their history of activity
in such a way that those which were active for longer
times are more probable of being reactivated. The activ-
ity time of the vertex i at time τ along a simulation is
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given by

T
(a)
i (t) =

∫ t

0

σi(τ)dτ, (5)

in which σi = 1 if vertex i is active and σi = 0, otherwise.
After the dynamics has fallen into an absorbing state,
dnae or bnac vertices are reactivated with probabilities
na − bnac and dnae − na, respectively, in which na is the
overall average activity computed as

na(t) =
1

t

N∑
i=1

T
(a)
i (6)

while bxc and dxe are the floor and ceiling functions, re-
spectively. So, the relaxation time must be large enough
to erase the influence of the initial condition. For all sim-
ulations performed in the present work the convergence
is very fast as exemplified for the SIS dynamics near the
transition in Fig. 2.
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FIG. 2. Evolution of the average number of active individuals
in SIS simulations running on power-law networks with N =
106 vertices and degree exponents γ = 2.3 and 2.7. Inset
shows the same data subtracted from the stationary value
na(∞). The simulation was run for infection rates λ = 0.0115
and λ = 0.0362 for γ = 2.3 and γ = 2.7, respectively, which
give the maximum value of the dynamical susceptibility; see
Sec. IV for more details.

Vertices to be reactivated are chosen at random pro-
portionally to their total activity time. This selection can
be done using the rejection method, in which a randomly
chosen vertex is accepted with probability

qi =
T

(a)
i

max
j

{
T

(a)
j

} , (7)

which may be computationally costly if the system falls
very often into an absorbing state and the activation

time T
(a)
i has a broad distribution with values of T

(a)
i �

〈T (a)
i 〉. This difficulty is circumvented by dividing the

vertices in Q groups Gg, g = 1, . . . , Q according to some

property related to its activity. Next, the total activity
time of each group given by

Tg =
∑
j∈Gg

(
T

(a)
j

)
, (8)

is computed and one of the groups selected with proba-
bility

Pg =
Tg

Q∑
g′=1

Tg′

. (9)

Finally, a randomly selected vertex i ∈ Gg is accepted
with probability

qi =
T a
i

max
j∈Gg
{T a

j }
. (10)

The number of groups and criteria to divide them should
be adapted to the dynamical process and network under
investigation.

The vertex degree is a natural choice for the SIS model
or other processes where activation is related with ver-
tex connectivity. So, in the present work, vertices were
labeled such that k1 ≤ k2 ≤, · · · ,≤ kN to form groups of
equal size M = N/Q given by

Gg = {ki|(g − 1)M + 1 ≤ i ≤ gM}, g = 1, · · · , Q. (11)

In the case of multiplex networks (section III C), the bin-
ning can be done separately for each layer. This approach
will reduce the number of rejections by gathering vertices
of similar degree in the same bin. Except for the networks
of section III A, which has a single outlier considered sep-
arately, Q = 100 was adopted for all simulations in this
paper.

D. Algorithms for SIS model

To simulate the SIS dynamics on simple connected
networks, we used the optimized Gillespie algorithm
(OGA) with phantom processes described in Ref. [37];
See also Ref. [38] for similar methods. The number of in-
fected vertices Ninf and total number of edges connected
to them Ne given formally by

Ninf =

N∑
i=1

σi and Ne =

N∑
i=1

σiki, (12)

are determined and kept updated along the simulations.
With probability

p =
µNinf

µNinf + λNe
, (13)

an infected vertex chosen at random becomes susceptible.
With complementary probability w = 1 − p an infected
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vertex is selected at random, proportionally to its degree,
and one of its neighbors is selected at random with equal
chance. If the selected link points to a susceptible ver-
tex, it is infected. Otherwise, the simulation goes to the
next step without altering the configuration (phantom
process). Finally, the time is incremented by

∆t =
− ln ξ

µNinf + λNe
, (14)

where ξ is uniformly distributed in the interval (0, 1].
This whole process is iterated for a predefined time. The
activity times of each vertex can be exactly computed
by storing the last time it became infected time which is
subtracted from the current healing time. However, since
the healing is spontaneous, this step can be simplified

by incrementing T
(a)
i by 1/µ every time the vertex i is

healed.
We also analyzed SIS models on multilayer networks,

in which same agent belongs to different networks (lay-
ers) whose edges represent distinct interactions [34]. For
example, a same individual who has Twitter and Face-
book profiles with different sets of followers. Let us con-
sider a network with α = 1, 2, · · · ,m layers; each layer
is connected to all others. SIS processes with the same
parameters µ and λ evolve in each layer. Additionally,
a vertical transmission rate η, in which one vertex in a
layer activates itself in another layer [16], is included.
The OGA for the SIS dynamics on multilayer networks
runs as follows. With probability

p =
µNinf

(m− 1)ηNinf + µNinf + λNe
, (15)

an infected vertex selected at random is healed. With
probability

q =
(m− 1)ηNinf

(m− 1)ηNinf + µNinf + λNe
, (16)

an infected vertex is randomly chosen and activates itself
in another layer, also chosen at random, if it was not
active yet. Finally, with probability w = 1 − q − p we
perform the intralayer infection process of the SIS model
described for a single layer. The time increment ∆t is
analogous to Eq. (14) with the proper denominator given
in Eq. (15). Note that a vertex active in multiple layers
have to be considered accordingly such that

Ninf =

m∑
α=1

N∑
i=1

σiα and Ne =

m∑
α=1

N∑
i=1

kiασiα, (17)

in which σiα and kiα indicate, respectively, the states and
degree of vertex i in the layer α.

III. COMPARISON OF QS METHODS

We performed QS simulations of the SIS model on com-
plex networks with broad levels of localization to compare

the different methods. For simplicity we adopt µ = 1, fix-
ing therefore the time unit without loss of generality. We
start with simple graphs where the localization is highly
controlled in subsection III A. Then, we consider increas-
ing complexity with synthetic power-law, multiplex, and
real networks in subsections III B, III C, and III D, re-
spectively.

A. Random regular networks with a hub
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FIG. 3. Susceptibility as a function of the infection rate for
RRN (m = 4), of different sizes N (indicated in the legends)

plus a hub of degree K =
√
N using the RAT method.
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FIG. 4. Quasistationary quantities for a RRN (m = 4) with
N = 106 vertices plus a hub of degree K = 103 obtained
with different QS methods. (a) Susceptibility and (c) preva-
lence versus infection rate. Finite-size scaling for the (b) posi-
tion of left susceptibility peak and (d) the corresponding QS
prevalences. Dashed lines represent power-laws with expo-
nents −0.27 (top) and −0.21 (bottom) in (b) and −0.90 (top)
and −1.2 (bottom) in (d).

Random regular networks (RRN) are simple graphs,
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in which every vertex has the same degree (m) and the
connections are performed at random without multiple
or self-connections. The SIS model on RRNs undergoes
a phase transition at a finite epidemic threshold [39]. In-
troducing a single vertex of degree K � m in a RRN and
still connecting edges at random, a localized activation
at λ ∼ 1/

√
K, in which only the hub and its neighbor-

hood are involved, is expected in addition to the global
one at a finite λ [31]. In Fig. 3, one can see both activa-
tions in the form of peaks in the curves of susceptibility
versus infection rate for the SIS model on RRNs of de-
gree m = 4 plus one hub of degree K =

√
N for different

network sizes using the RAT method. Peaks moving to-
wards zero represent the localized activation, while those
accumulating at a finite value represent the global ones.

Figure 4 compares some quantities of interest obtained
with the three QS methods for SIS on a RRN of N = 106

and a hub of degree K = 103. The susceptibility and
prevalence curves, shown in Fig. 4(a) and (c), obtained
with RAT and SQS match almost perfectly each other
except in the very subcritical region where 〈ρ〉 ∼ 1/N .
In contrast, the localized activation of the hub, charac-
terized by the left peak of the susceptibility curve at
λ = λp, identified with the RBC method is distorted
with respect to the SQS method. A finite-size scaling
(FSS) of the position λp of the left peak in the suscep-
tibility curves, which measures the localized activation
of the hub, is presented in Fig. 4(b). While RAT and
SQS present the same values for λp within uncertainties,
RBC deviates substantially. Assuming a scaling law of
the form λp ∼ N−φ, a same exponent φ = 0.21 is ob-
tained for both RAT and SQS whereas φ = 0.26 for RB.
The same FSS analysis can be done for the QS prevalence
at λ = λp, Fig. 4(d), and a similar result is found, in
which the scaling obtained with RBC, 〈ρ(λp)〉 ∼ N−1.20,
differs from those of SQS and RAT, 〈ρ(λp)〉 ∼ N−0.90.

B. Synthetic power-law networks

Many real networks have a heavy-tailed degree distri-
bution following a power-law P (k) ∼ k−γ [40]. We in-
vestigate the performance of the QS methods on power-
law, synthetic networks constructed using the uncorre-
lated configuration model (UCM) [41], in which an upper

structural cutoff in the degree distribution kc =
√
N is

used to guarantee the absence of degree correlations [42].
The minimal degree kmin = 3 was fixed in all simulations.
Values of γ related to the different activation mechanisms
of the SIS model were considered [21]: γ = 2.3 for which
activation is governed by the maximum k-core; γ = 2.8
where hubs rule the activation but due to the structural
cutoff, the degree distribution does not have outliers that
generate multiple peaks in the susceptibility curves [15];
and γ = 3.5 for which activation is also ruled by hubs, but
strong localization in a few set of hubs is observed [15, 30].

Figure 5 presents the susceptibility and QS epidemic
prevalence versus infection rate computed using different

SQS methods on power-law networks with N = 106 ver-
tices and degree exponent γ = 2.3. The corresponding
curves for γ = 2.8 are qualitatively similar and not shown
for sake of brevity. Curves for the RAT method deviate
from the SQS ones only for the very subcritical phase
while the RBC deviates on both the subcritical and criti-
cal phases. All methods are equivalent in the very super-
critical region since absorbing states are not visited for
the investigated simulation times. Figure 6 presents the
FSS of the epidemic thresholds and QS prevalence, con-
sidering two values γ = 2.3 and 2.8. All methods provide
equivalent epidemic thresholds with the same scaling for
both γ values, while the scaling of the prevalence using
RBC deviates from RAT and SQS method; the last two
match each other almost perfectly.
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FIG. 5. Susceptibility versus infection rate for a UCM net-
work with N = 106 vertices and degree exponent γ = 2.3,
considering three QS methods. Inset shows the QS preva-
lence as a function of the infection rate.
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FIG. 6. Finite-size scaling for the (a) epidemic threshold and
(b) the corresponding QS prevalence of the SIS model on
UCM networks with γ = 2.3 (closed symbols) and γ = 2.8
(open symbols). Averages were computed over 35 networks
and error bars are smaller than symbols.

To tackle stronger localization effects, simulations on
a synthetic network with N = 106 vertices and degree
exponent γ = 3.5 was considered. We selected a sam-
ple with an outlier of degree 1837, as can be seen in the
degree distribution in Fig. 7(a). Comparing curves ob-
tained with different methods in Fig. 7(b), similarly to
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the case of a RRN plus a hub, RAT and SQS methods are
equivalent except in a very subcritical region while RBC
deviates substantially in the whole interval of λ where
epidemic activity is highly concentrated in the outlier’s
neighborhood, including the position of the peak which
is significantly displaced. All methods match in the sec-
ondary peak that corresponds to the global activation
of the epidemics since falling into the absorbing state is
extremely rare, due to activation of the hub.
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FIG. 7. (a) Degree distribution of a network with γ = 3.5
possessing an outlier of degree 1837 highlighted in the box.
(b) Susceptibility curves obtained using different QS methods
for the network whose degree distribution is shown in (a).

C. Multiplex networks

Simulations of the SIS model on multiplex networks
show that multiple transitions related to the activation of
each layer individually take place for a sufficiently small
ratio η

λ [16]. So, multiplex networks are perfect sub-
strates to investigate localization. Figure 8 compares the
susceptibility curves for a multiplex network with three
layers with power-law degree distributions of exponents
γ = 2.3, 2.6, and 2.9. Each layer has N = 104 vertices
while the ratio η

λ = 0.002 and minimal degree kmin = 3
were fixed, such that the layer with smaller degree expo-
nent is activated first. All QS methods capture the tran-
sitions in each layer, approximately at the same position.
Small differences between SQS and RAT curves are ob-
served before the activation of the first layer (γ = 2.3)
whereas RBC deviates strongly also around the first sus-
ceptibility peak.

D. Real networks

We performed simulations of the SIS model on some
real networks that, differently from UCM, present degree
correlations. Six networks were chosen from Ref. [43]
based on exotic behaviors of the susceptibility curves gen-
erated with the SQS method. Some important properties
of the networks are shown in Table I. The Pearson coef-
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FIG. 8. Susceptibility as function of the infection rate for
a multiplex network with three layers (γ1 = 2.3, γ2 = 2.6,
and γ3 = 2.9), η

λ
= 0.002 and N = 104 considering three QS

methods. Inset: prevalence as function of the infection rate.

ficient defined as [44]

P =

∑
ij

(
Aij − kikj

N〈k〉

)
kikj∑

ij

(
kiδij − kikj

N〈k〉

)
kikj

, (18)

in which the adjacency Aij = 1 if vertices i and j are
connected and Aij = 0 otherwise, quantify the overall
network topological correlations. It lays within the in-
terval −1 ≤ P ≤ 1, in which positive, null and negative
values are related to assortative, neutral and disassorta-
tive mixing, respectively [44]. The modularity coefficient
Q lays in the range [0, 1] and quantifies the structure of
communities present in the network [40, 44]. The higher
modularity coefficient the more significant are the con-
nections among individuals of a same community. The
selected networks present a wide range of sizes, hetero-
geneities (quantified by 〈k2〉/〈k〉 [40]), degree correlations
(related to P ) and are highly modular. Highly modular
structures with connectivities within modules differing
from each other are expected to present independent ac-
tivation of the communities and multiple peaks in sus-
ceptibility curves [15, 45].

Network N 〈k〉 〈k2〉 P Q

USPowerGrid 4941 2.66 10.33 0.003 0.935

GR-QC-1993-2003 4158 6.46 116.1 0.639 0.848

Cora 23166 7.69 182.3 -0.055 0.790

DBLP-Colab 1137114 8.82 366.6 0.096 0.751

USPatents 3764117 8.77 187.8 0.167 0.812

WebStanford 255265 15.21 30897 -0.115 0.920

TABLE I. Structural properties of real networks. From left
to right: name of the network, number of vertices, average
degree, second moment, Pearson coefficient, and modularity.

As observed in Fig. 9, all QS methods are able to
capture the same number peaks and approximately at
the same location. However, as reported for synthetic



8

0.2 0.4 0.6

λ

10
0

10
1

χ

RBC
RAT
SQS

0.02 0.04 0.06 0.08

λ

10
0

10
1

χ

0 0.002 0.004

λ

10
0

10
1

10
2

χ

0.005 0.01 0.015

λ

10
1

10
2

χ

0.008 0.012 0.016 0.02

λ

10
1

10
2

χ
0 0.05 0.1 0.15

λ

10
0χ

(a) (b) (c)

(d) (e) (f)

FIG. 9. Comparison of susceptibility curves obtained for the SIS model on different real networks using different QS methods.
Results for the networks given in table I are presented: (a) USPowerGrid; (b) Cora, (c) WebStanford, (d) DBLP-Colab, (e)
USPatents and (f) GR-QC.

networks, the RBC distorts the first susceptibility peak
whereas RAT matches the SQS curves.

IV. COMPARISON ON THE COMPUTER
EFFICIENCIES OF QS METHODS

We now discuss the computational complexity of the
QS methods. The RAT computational complexity is ex-
pected to lie between the other methods. We analyze two
key ingredients of computational complexity: RAM load
and CPU time. Simulations of the SIS model on UCM
networks for λ = λp (the position of the maximum value
of the susceptibility curves) were run on a workstation
with an Intel i5 8400 - 2.80 GHz processor and 8 GB of
RAM memory. Besides its physical relevance, the choice
of the transition point is because simulations below it are
not computationally demanding while above it the QS
methods become expendable since the absorbing state is
almost never visited. Codes were written in Fortran 90
and compiled using a non-commercial version of the In-
tel Fortran for Linux. Codes for QS simulations of SIS
using RAT were made available [46] in both Fortran 90
and Python.

We evaluated the amount of RAM necessary to simu-
late the SIS model on a UCM network of degree exponent
γ = 2.3 and size N = 107. For the SQS simulations with
nconf = 100 stored copies, up to 5 GB of RAM memory
were necessary while for RAT and RBC methods it did
not exceed 1 GB. This difference is due to the nconf ×N
array to store several copies of the system configurations
in the SQS method which are replaced by a simple ar-
ray with N elements to store the activity times in RAT.

In SIS simulations, one could use an array smaller than
nconf×N since only the labels of the infected vertices have
to be recorded to restart the simulation with a stored
configuration. However, we performed this test consider-
ing the full array which is necessary for other dynamical
processes as, for example, those with infinitely many ab-
sorbing states [47, 48] or other epidemic processes [22].

Comparing CPU times of the SIS dynamics running
for a total time trlx + tav misleadingly favors RBC, that
takes a considerably shorter CPU time than RAT and
SQS, which, in turn, are similar. Note, however, that
the number of active vertices of the RBC near to the
activation transition (λ = λp) is much smaller than in
RAT and SQS which are essentially the same; see Fig. 6.
Since the time step is larger for a lower number of active
vertices, Eq. (14), less operations by unity of time are
executed. A side effect is that much less configurations
are visited by unit of time and simulations using RBC
are noisier than RAT for the same averaging time. For a
fair comparison, we performed QS simulations of SIS at
λ = λp using UCM networks of different sizes and con-
sidering the same relaxation time trlx = 107 µ−1. Then,
we computed the averages over 109 more time steps (not
time units), remarking that the size ∆t is not the same
for the different QS methods. In other words, the same
statistics requires different averaging times for different
methods. The CPU times presented in table II shows
that all methods possess similar efficiencies where RBC
is the most efficient while RAT outperforms SQS.

The SQS method has two parameters (pr and nconf)
more than RBC and RAT, which are used for saving and
replacing copies of previously visited configurations. A
poor sampling may trap the dynamic onto metastable



9

Size RBC RAT SQS

N = 104 5.46 6.63 7.04

N = 105 7.18 8.25 8.79

N = 106 10.26 11.54 12.44

N = 107 16.73 18.19 19.21

TABLE II. CPU times (in minutes) for the QS simulations
of critical (λ = λp) SIS model on UCM networks with degree
exponent γ = 2.3. The relaxation time is trlx = 107µ−1 and
the averages were computed over 109 time steps.

states leading to spurious behaviors, particularly com-
mon in, but not restricted to, subcritical simulations.
Such an effect can be seen in Figs. 9(a), (c) and (d)
where non-smooth susceptibility curves are observed be-
fore the first activation transition. Finally, the code im-
plementation for RAT is algorithmically much less com-
plex than SQS method since the update of the list with
previous configurations is replaced by a simple operation

T
(a)
i 7→ T

(a)
i + 1/µ when vertex i is inactivated.

V. CONCLUSIONS AND PROSPECTS

Dynamical processes with absorbing configurations,
which once visited trap the dynamics indefinitely [9], are
relevant for many biological, chemical and physical sys-
tems. In particular, the study of these processes on non-
regular structures, such as complex networks [1], consti-
tutes an interdisciplinary issue with applications to real
cases [7, 49–51]. Considering spreading on networks [11],
computational simulation is a central actor in the val-
idation of approximated theories and in the setting up
of new insights on open discussions and interpretations
[14, 22, 23, 32, 52].

Simulations of active steady-states for dynamics with
absorbing configurations on finite-size systems and its ex-
trapolation to the thermodynamic limit constitute a chal-
lenge since the system always visits an absorbing state for
sufficiently long times [9]. To circumvent this difficulty,
one relies on the QS analysis consisting of a perturbation
of the dynamical rules, negligible in the thermodynamic
limit, which prevents the system from getting trapped
into the absorbing states. There are different methods
to avoid the absorbing configurations such as the SQS
method [28] (section II A), which constrains the sampling
to active configurations, and the RBC [24] (section II B),
in which the system returns to the pre-absorbing con-
figuration when absorbing one is visited. In the case of
complex networks, which are highly heterogeneous, the
localization on subextensive regions imposes further diffi-
culties in the analysis of QS states [15, 19]. While, on the
one hand, the SQS is most general and able to capture
localized phases of epidemics on networks [15, 16, 30], it
has high computational and algorithmic complexity. On
the other hand, RBC is simpler but may distort localized
phases detected with SQS.

In order to soften these drawbacks, we introduced the
method called RAT (reactivation per activation time) in-
tended to succeed where the SQS does but preserving as
much as possible the algorithmic simplicity and lower
computational complexity of RBC. The method consists
of reactivating vertices proportionally to the amount of
time they were active along the whole history of the sim-
ulations. In the case of epidemic models, the activity is
defined as the total time that a vertex remains infected.
This method can easily be generalized to other dynamical
processes.

The RAT method was applied to the SIS model on a
variety of complex networks, which are characterized by
strong localization effects [15, 16, 19] and compared with
the RBC and SQS methods. We report that all methods
provide the same epidemic threshold on multiplex and
uncorrelated scale-free networks (degree exponent γ < 3)
but the finite-size scaling of the critical epidemic preva-
lence (density of active vertices at the threshold) of RBC
differs of both SQS and RAT that match each other.
Considering random networks with outliers in the degree
distribution, we report that RAT is able to capture the
same localized activity as does the SQS, particularly in
the cases where the RBC method deviates substantially
from SQS. Finally, simulations on real networks with de-
gree correlations and very complex localization patterns
for SIS dynamics support the equivalence of SQS and
RAT while RBC distorts the localized activation at low
infection rates. Regarding the computational complex-
ity, we observed that the RAM load of RAT is highly
reduced compared to SQS while the CPU times near to
the transition point are slightly smaller. Also, it worths
remarking that RAT is algorithmically simpler than SQS.

Although the RAT method was thoroughly tested for
binary dynamics (only two states) in this work, it can
be extended to other cases by introducing some proce-
dures that depend on the model’s details. For example,
in the susceptible-infected-recovered-susceptible (SIRS)
dynamics on networks [22], a modification of the SIS in
which a healed vertex becomes immune (state R) to con-
tagion and returns to the susceptible state with some
fixed rate, the reactivation must be done immediately
after the last infected vertex is healed, despite the rule
still permits the spontaneous transitions R 7→S. As in the
binary dynamics, the reactivation is done according to
Eqs. (5) and (6). However, instead of introducing active
vertices in a configuration in which all vertices are suscep-
tible, one has to use the state reached just after healing
the last infected vertex. We expect that the RAT method
will be extended to QS analyses of many other processes.
An interesting future prospect is to consider more com-
plicated dynamics with infinitely many absorbing states
such as sandpile models [53, 54] and pair-contact pro-
cess [55] and systems with bistability which undergo dis-
continuous transitions [56].
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[25] S. Lübeck and P. C. Heger, Universal finite-size scaling
behavior and universal dynamical scaling behavior of ab-
sorbing phase transitions with a conserved field, Phys.
Rev. E 68, 056102 (2003).

[26] G. Pruessner, Equivalence of conditional and exter-
nal field ensembles in absorbing-state phase transitions,
Phys. Rev. E 76, 061103 (2007).
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