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ABSTRACT
We propose a new method for the discrimination of sub-micron nuclear recoil tracks from instrumen-
tal background in fine-grain nuclear emulsions used in the directional dark matter search. The pro-
posed method uses a 3D Convolutional Neural Network, whose parameters are optimised by Bayesian
search. Unlike previous studies focused on extracting the directional information, we focus on the sig-
nal/background separation exploiting the polarisation dependence of the Localised Surface Plasmon
Resonance phenomenon. Comparing the proposed method with the conventional cut-based approach
shows a significant boost in the reduction factor for given signal efficiency.

1. Introduction
Dark Matter (DM) is one of the remaining open ques-

tions of modern physics. While having numerous astrophys-
ical indications of DM existence, we still have no evidence
of the DM particles from ground-based experiments. There-
fore it remains one of our priorities for a fundamental under-
standing of the structure of our Universe.

Direct detection experiments are aiming at registering
the signature of DM-nuclei scattering on the detector ma-
terial. The typical range of DM particle masses and scatter-
ing cross-sections probed in these experiments corresponds
to Weakly Interacting Massive Particles (WIMPs) [1, 2, 3].
Within these experiments, some are trying to detect not only
the event of the recoil and its energy but also the recoil di-
rection. As we expect a flow of DM particles directed from
the Cygnus constellation [2, 4], the recoil direction gives us
a possibility to better discriminate the detected signal from
the isotropic background.

Since the expected DM interaction rate in the Standard
Halo model [5, 6, 4] is very low [7], every direct detection
experiment needs to reduce as much as possible all sources
of background contamination. Many background reduction
techniques are applied at the design stage (such as under-
ground location, shielding, material screening and purifica-
tion). However, some level of background contamination
remains, and additional algorithmic background reduction
is needed.

In this article, we present a Deep Learning (DL) based
approach to analysing experimental data in the NEWSdm
(Nuclear Emulsion for WIMP Search with directional mea-
surement) experiment [8] and compare it with a more con-
ventional cut-based approaches adopted by the NEWSdm.
We repeat the analysis of an image brightness evolution due
to a light polariser rotation in an optical microscope similar
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to [9, 10] and use the results of the analysis from [11], where
they use parameters of an optical image’s elliptical fit to se-
lect signal-like candidates. The method in [11] looks only
on ellipticity of the events without investigating a response
to a polarised light (one unpolarised image per event).

Our main goal is an effective reduction of a background
contaminationwhile keeping asmuch signal as possible. Ex-
perimentally, we can compensate a lower signal efficiency
by collecting higher statistics. On the other hand, claiming
a discovery in the search for very rare events requires ex-
tremely low levels of background. Additionally, we exam-
ine the influence of the compared classification approaches
on the angular distributions.

In sections 1.1 and 1.2we describe the experimental setup
and important physical effects used in the analysis. In sec. 2
we provide details on the data, the details of the analysis ap-
proaches are in sec. 3 and compare performances in sec. 4.
1.1. The NEWSdm experiment

TheNEWSdmexperiment [8] uses silver bromide (AgBr)
crystals dispersed in the gelatin medium both as a target ma-
terial and as a tracking detector. The recoil nucleus leaves
a track of activated crystals that are transformed into silver
grains after chemical development and further remain sta-
ble. The particular type of emulsion used with fine crystal
size of 75 nm and high granularity [12, 11] allow registering
tracks with lengths shorter than 100 nm, while preserving
the directional information [13] in tracks with at least two
grains.

The emulsion readout is performedwith a custom-designed
"super-resolution" optical microscope [14, 9]. This allows
fast processing (e.g. compared to an X-ray microscope) of
the emulsion volumes and allows to scale up the detector
mass.

There remains some level of background contribution to
the experimental tracks that needs to be analysed and dis-
carded. Currently, two main background sources are intrin-
sic � radiation from 14C isotopes in gelatin and random ther-
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Deep Learning for NEWSdm

(a) C100keV track (b) Fog grain
Figure 1: Examples of polarised images for one signal event and one background (fog) event.

mal excitations of the crystals (also called fog) that convert
into silver grains during chemical development. The back-
ground level due to the fog is expected to be about 106 times
higher than that from � [8] and therefore is the most impor-
tant to be suppressed.
1.2. Plasmon resonance effect

The plasmon resonance effect comes from the interac-
tion of linearly polarised light with small metallic objects
[14, 9]. The intensity of reflected light depends on the po-
larisation angle of the illuminating light if the object has a
non-spherical shape. If we approximate a silver grain by an
ellipsoid, then we get a resonant peak at a longer light wave-
length with polarisation along the major axis and a shorter
wavelength along the minor axis. We observe the variation
of the reflected intensity with the rotation of the polarisation
angle for a light with a fixed wavelength.

The silver grains have the form of randomly oriented fila-
ments with the size of several tens of nanometers. Therefore,
rotating the light polarisation produces resonant peaks at dif-
ferent angles for different grains. It causes the brightness
peak of the image to shift between grains, producing a shift
of the cluster barycenter. By studying the evolution of the
image while rotating the polarisation direction, we can ob-
tain additional insight into the internal structure of the track
beyond the optical resolution. The barycenter shift is max-
imal when the grains’ major axes are perpendicular and is
close to zero when they are aligned. Therefore, it gives us a
lower bound in estimating the real length of the correspond-
ing tracks. The direction of the barycenter shift gives us the
approximate angle of the original track’s direction [9].

2. Experimental data
The data used in the analysis is currently purely experi-

mental since Monte Carlo algorithms can not yet reproduce
all the necessary physical processes (track formation, chemi-
cal development, polarised light interaction). Emulsion sam-
ples are either exposed to a specific source or unexposed to
anything (random fog). The most significant background
contribution is expected from thermal fog. Therefore, we
study background reduction only on fog so far.

The expected signal of nuclear recoils from WIMPs is
experimentally imitated by beams of Carbon ions of fixed
energies. A combination of samples exposed to Carbon can
be used to simulate the recoil spectrum of WIMPs with the
desired mass value. The beam energies used in this study
are 30 keV and 100 keV. Due to the high intensity of Carbon
tracks in the exposed areas, a tiny fraction of background
contamination in these samples can be neglected.

We have eight monochromatic images of 40 × 40 pixels
from an optical microscope for each track, obtained at differ-
ent polarisation angles, uniformly covering the 180◦ period
for a linear light polarisation. Independent areas of the same
emulsionswere used to develop the algorithms (training) and
cross-check the final performance (testing). The validation
data is a separate part of the "train" scans, used not for train-
ing but for selecting the optimal algorithm or model. Figure
1 shows examples of microscope images taken at different
polarisation angles for a Carbon 100 keV event (Fig.1a) and
for a fog event (Fig.1b). The details on number of events for
each class and dataset are presented in the Appendix B

We apply some data cleaning prior to further analysis.
We reject high event density areas, events with too few pix-
els, too low and too high brightness events, and non-isolated
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tracks (with multiple optically resolved peaks). The applied
cuts reject most of the events caused by the dust particles,
high-density regions (caused by physical imperfections in
the emulsion such as scratches) and fake events when pixel
noise is identified as an event with low brightness and just a
few pixels. The same cleaning cuts are applied to all emul-
sion samples. This procedure is not expected to affect the
tracks induced by WIMPs while reducing the background
contamination.

The Carbon 30keV emulsion sample was partially dam-
aged on the surface (scratches and dust contamination), but
we manually selected the cleaner areas to avoid imperfec-
tions that may contribute to fake signal events.
2.1. Emulsion rotations

Due to vibrations of the microscope during the data ac-
quisition, themeasured barycenter shifts have some anisotropy
since images for different polariser rotations are taken se-
quentially. It is not expected to bring problems in back-
ground scanning since the latter is isotropic. However, the
Carbon samples are exposed in a specific direction, and there-
fore measurement anisotropy can interfere with it.

We manually rotate the emulsions and use a randomly
shuffled mixture of events from the rotated scans in the DL
training to make our analysis independent of the correlation
between the beam direction and measurement anisotropy.
We scan 4 independent areas for each Carbon sample: first
with the default orientation (0◦ rotation), second rotated by
45◦, third rotated by 90◦ and again with the default orienta-
tion check reproducibility of the results.

The Carbon beams were along 0◦ in the default orien-
tation, therefore the physically relevant angular peak is ex-
pected in the same direction. Comparing the angular distri-
butions estimated similar to [9] from the image’s barycen-
ter movement due to the variation of the polarisation angle
for samples scanned in the default orientation and rotated by
90◦ (Fig.2), one can see that measurement anisotropy domi-
nates the directional information in the lower energy 30 keV
sample, while we see the clear directional peaks in 100 keV
sample. However, this does not mean that no directional in-
formation is present in the 30 keV sample. The lower beam
energy produces shorter tracks and the scatter worsens the
reported angular resolution. Since the barycenter shift mea-
surement is not isotropic (independent of phi), the small and
wide peak can be hidden by the shape of the anisotropy with
this method.

3. Analysis and methods
In the followingwe briefly describe the conventional anal-

ysis approach followed by a detailed description of the pro-
posed DL-based one. Both approaches use the same micro-
scope images taken at several polarisation angles.
3.1. Conventional barycenter shift analysis

The barycenter shift produced by the variation of the po-
larisation angle can be used to try to distinguish single grains

Figure 2: Comparison of the track angular distributions in
rotated samples for different Carbon beam energies. Each his-
togram is normalised so the area under the histogram inte-
grates to 1.

Figure 3: Barycenter shift distributions for tracks recon-
structed in emulsions exposed to Carbon beams and unex-
posed. The unexposed sample is representative of the random
fog. The threshold for short-long split is shown by the red
dashed line.
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and tracks composed of more than one grain. The higher en-
ergy recoils tend to produce longer tracks [13]. We expect
background to be mostly represented by single-grain events,
while signal events need to be multi-grain to measure the di-
rection. Therefore, we can use a threshold on barshift to split
events into "long" and "short" tracks, and classify "short"
track events as background. We calculate the barycenter
shift similar to the [9, 10].

Figure 3 shows barycenter shift histograms for Carbon
and fog samples with the threshold fixed to provide same
signal efficiency of 30% for Carbon 100keV on validation
data as the method in [11]. Carbon 100keV has the highest
beam energy among the samples in the analysis, and thus
better approximates the long-track signal. The threshold is
set to 42.3 ± 0.2 nm.
3.2. DL-based analysis

We study amachine learning approach to signal-background
classification with Convolutional Neural Networks (CNNs)
[15, 16]. The main goal is the strongest achievable back-
ground reduction factor while keeping efficiency (percent-
age of signal that passes the selection) similar to the con-
ventional analysis. The study is performed in the Python
language [17] using the Keras library [18] for building and
using the network.

The network takes as an event input a 3D numeric ar-
ray (2D polarised images stacked together to provide an ad-
ditional dimension) and outputs 3 probability-like numbers
(in the range from 0 to 1 which sum up to 1). The event out-
puts can be treated as pseudo-probabilities for corresponding
classes: Carbon 30 keV, 100 keV and fog.

A realistic representation of the WIMP signal needs a
combination of Carbon samples with different energies (ap-
proximating a continuous spectrum), so we want our net-
work to identify all Carbon as a signal but preserve some
knowledge about different energies. Although, we have a
limited set of Carbon beam energies available in this study,
the approach is generalisable to a wider dataset. Therefore,
we define the task as a multi-class problemwith a mixed loss
function (1).

Lbalanced = Lmulti + �lLbinary (1)
One part of the loss is categorical cross-entropy, defined

in eq.(2), another is a binary cross-entropy (the same con-
cept, but for two classes), that ismultiplied by a hyper-parameter
�l with a value optimised by the Bayesian search described
in sec.3.2.3. The three classes in eq.(2) are Carbon 30 keV,
100 keV and fog, while for the binary case, we join all Car-
bons into a ‘signal’ class against ‘background’ (represented
only by fog).

Lmulti =
∑

i
yi log(ȳi) (2)

where ȳi is the vector of the output predictions of differentclasses for the specific event and yi is the vector of the correct

answers, but with zeros corresponding to all classes except
one.

To obtain a discrete answer from the classifier, we sum
outputs corresponding to Carbon classes and obtain a scalar
probability of being signal for an event. Then need to select
a threshold on this probabilistic output. We choose a thresh-
old value that provides the same signal efficiency for Carbon
100keV as in barshift and shape analysis [11]. This way we
can compare the improvement in background reduction.
3.2.1. Image preprocessing

We try to achieve several goals by preprocessing the im-
ages passed to the network: improving the convergence dur-
ing training, reducing the impact of the instrumental noise,
and insert some physical features into the data.

• Image scaling. For training convergence purposes,
we scale images by the maximum pixel value (defined
by the camera specifications) before further process-
ing. This value is the same for all images to avoid
distortions by scaling.

• Optical background subtraction. The optical back-
ground around the track can contain distinguishable
features not related to the event itself. Due to differ-
ences in production processes, Carbon-exposed and
Fog samples have different thicknesses and event den-
sities leading to slightly different image background
brightness due to different properties of diffused light.
To prevent algorithm from learning from the back-
ground brightness alone, we calculate themedian bright-
ness of each image and subtract the median value of
the specific image from all its pixels (independently
for every polarisation). Hence, the optical background
brightness values are always centred around zero with
slight variations (the camera noise amplitude is much
lower than the scaling value). As a consequence, the
contrast (signal-to-noise ratio) in the images is im-
proved as well.

• Periodic boundary conditions. The polarisation an-
gle has a period of 180◦. If we add another rotation
after the last (180◦), we will get the same polariser ori-
entation as the first image (0◦). In order to account for
this effect in our network, we add a copy of the first
image after the last one for each event, getting nine
images in total.

• Random rotations. The directionality of the signal is
an important feature, which we want to preserve in DL
analysis. To prevent the remaining background (false
positives after classification) from adopting the same
angular distribution as the signal, we apply algorith-
mic random rotations to every event. All nine images
of the same track are rotated by the same angle to pre-
serve correlations between polarisations. The pixels
of a rotated image are interpolated and points outside
the boundaries are padded with a reflection of nearby
values.
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3.2.2. Convolutional Neural Network
We are using the architecture inspired by ResNet [19, 20]

and optimised for our specific task. The NEWSnet network
we developed consists of basic building blocks like convo-
lution layers [16], SWISH activation functions [21], batch
normalisation (BN) [22], max-pooling [16] and dropout lay-
ers [16]. The architecture ismade of convolutions and groups
of residual skip connections (identity shortcuts and convo-
lution shortcuts as defined in [20]). The output is obtained
from the softmax activation function with the corresponding
number of classes (2 Carbon types and 1 fog), while for bi-
nary loss and final background reduction performance, the
probabilities of signal classes are summed. We are using
3×3×3 filters within convolution layers. The receptive field
of the filter grows for every next layer, so this size is enough
to catch all the correlations in the data. The usage of larger
filters is not justified as it would explode the number of train-
able network parameters without obvious benefits. Residual
connections also contain layers with 1× 1× 1 filters, as sug-
gested in [19, 20]. The details for every layer are provided
in Appendix A.

As we have important physical correlations stored in im-
ages for different polarisation angles, we consider a set of
9 images as one 3D image. We use 3D versions for all the
CNN components. This allows the network to better find
physical correlations along the "polarisation axis". The im-
ages are monochromatic, hence they have only one colour
channel. The resulting architecture is general-purpose and
the network is fitted to a specific problem during training.

A detailed description of the NEWSnet architecture to-
gether with hyper-parameter values are provided in the Ap-
pendixA.A schematic view of a similar network architecture
was provided in [23]. The number of skip-connections, num-
ber of filters in the layers, regularisation parameters (dropout
rates) and training parameters (such as learning rate) are op-
timised with a Bayesian search [24].
3.2.3. Bayesian search

We use a Bayesian optimisation strategy to search for the
optimal hyper-parameters [24]. The Bayesian approach is
an improved version of random search over the parameter
space, where the probability distribution from which the pa-
rameters are sampled, is not uniform but is updated using
Gaussian Processes [25] in order to optimise the goal func-
tion: area under the receiver operating characteristic (ROC)
curve (AUC ROC) for binary classification in our case. We
use AUCROC to select the best parameter set independently
from other methods.

We implement this algorithm using the Scikit-optimize
package [26]. The hyperparameters being optimised are:

• The dropout rates (3 dropout layers: before the resid-
ual blocks, in between and after final residual block).

• Number of convolution filters in the layers.
• Number of residual identity shortcuts after each resid-

ual convolutional shortcut [20].

• Proportion multiplier �loss for the combined loss (1).
• Learning rate (multiplier of the gradient step).
• �1 and �2 parameters of Adam optimizer [27] (decay

rates for the 1st and 2nd momenta)
• Exponential decay rate for the learning rate.
For each set of parameters, we trained on half of the

data and for fewer epochs to speed up the search, with 3-
fold cross-validation, to obtain more robust results for the
goal function. We take the parameter set corresponding to
the best result on validation after 150 iterations of Bayesian
search. The exact values and the constraints within which
the search was performed are presented in the Appendix A.

4. Performance comparison
We compare both methods discussed in sec. 3 with the

results reported in [11] for the same emulsion type, but ob-
tained with ellipticity cuts for optical images in unpolarised
light. Each approach has its benefits and limitations, which
we discuss in this section.
4.1. Barycenter shift thresholds

The barycenter shifts on fig.3 follow the physical intu-
ition for Carbon exposed samples, having in general longer
track events for higher beam energies. However, it does not
allow to separate them from the fog background effectively.
The percentage of events surpassing the threshold (Tab. 1)
is comparable for Carbon and fog samples and does not pro-
vide a way to effectively reduce the background, as it reduces
the signal by the same amount. The illustrative comparison
of background reduction for a given signal efficiency with
the NEWSnet is plotted on Fig. 4.

Figure 5 compares directions of the short and long track
events. 100 keV Carbon events have a clear directional peak
in the long tracks, while short follow the anisotropy pattern.
30 keV Carbon does not produce a clear direction as phys-
ical peak is expected at 0◦. The small peak at 90◦ for long
tracks was not expected and is a subject for a future cross-
check whether it is caused by a sample contamination. The
anisotropy pattern is more significant in long tracks for the
fog events, as this anisotropy can to contribute to elongat-
ing the single-grain events by slightly shifting the image be-
tween polariser rotations.
4.2. Deep Learning selection

We visualise the performance as a ROC curve: the hori-
zontal axis is True Positive rate (signal efficiency), the verti-
cal axis is False Positive rate (the background reduction fac-
tor). We took the model configuration with the highest AUC
ROC on cross-validation in the Bayesian search (sec.3.2.3)
and trained it on the entire training set for 60 epochs. We
used networks from the last ten epochs of the training to ob-
tain an ensemble to compute mean performance and con-
fidence intervals on the results. The networks are coming
from the same training to assess the behaviour of this specific
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Table 1
Comparison of the signal efficiencies and background reduction factors between barycenter shift analysis and
NEWSnet on validation and test data. Last column contains the efficiencies of the shape analysis [11] performed
on the same emulsion type.

Barshift NEWSnet Shape analysis
Validation Test Validation Test

Signal efficiency

C30keV 18.9 ± 0.4% 19.3 ± 0.4% 23.1 ± 3.7% 12.2 ± 2.8% 1.7 ± 0.1%
C100keV 30.0 ± 0.4% 30.3 ± 0.5% 30.0 ± 3.4% 31.1 ± 3.3% 29.7 ± 0.7%

Background reduction factor

Fog 0.25 ± 0.01 0.25 ± 0.01 (1.4 ± 0.45) ⋅ 10−3 (2.7 ± 0.81) ⋅ 10−4 0.01

Figure 4: Signal efficiency against background reduction for
different signal classes (Carbon beam energies) against Fog
background.

trained network for future applications. The performance on
the validation set is presented on Fig. 4.

To obtain a binary classifier, we select a threshold on the
probabilistic output of the network on the validation set and
cross-check the resulting performance on the test set (sepa-
rate scannings of the independent areas of the same emul-
sions). We fix a threshold of 0.9975 and present the results
in Table 1. This threshold allows us to achieve ∼ 10−3 back-
ground reduction while preserving a significant part of the
signal. We choose the threshold to achieve same 30% signal
efficiency for Carbon 100keV as other methods in the com-
parison.

The contamination in the Carbon 30keV sample (men-
tioned in sec. 2) has a different pattern in different areas.
Thus, the independent test area yields lower network output
values, and the signal efficiency is decreased in this sample.
Similarly, the network output is lower on the Fog test events,
which gives us stronger reduction factor. In general, this is

acceptable since our primary goal is to reject anything that
we suspect is not a signal.

The NEWSnet provides significant improvement in per-
formance comparing to the shape analysis reported in the last
column of the Table 1. The background studied in [11] is
represented by a silver nanoparticle sample with high event
density in order to simulate chance coincidences of multi-
ple spherical particles located closer than the optical resolu-
tion. In that study they consider it similar to the reference
fog sample that also represents random coincidences of sin-
gle grains. More precise comparison can be achieved if both
approaches are applied to the same emulsion sample.

We checked the same physical features of polarised im-
ages as in sec. 4.1 for the classification obtained by DL. Fig-
ure 6 show the barycenter shift and angular distributions for
classified events. The "signal" distributions for the fog sam-
ple are less accurate due to the low amount of fog selected
as a signal in test data (48 events).

The "signal" barycenter shifts are, in general, slightly
longer but we do not observe a significant difference on fig. 6a.
Therefore, DL selection does not use barycenter shift as a
distinguishing feature, which is expected since barshift was
not successfull at distinguishing background from signal. An-
gular distributions in fig. 6b show directional peak only in
"signal" events in Carbon 100keV sample, similarly to fig. 5.
The "signal" events in the fog sample do not tend to have a
directional peak. However, a much bigger dataset is needed
to get a more precise distribution.

The signal efficiencies of both barycenter shift analysis
and the NEWSnet are higher than the ones with shape analy-
sis. However, we are able to identify the directional peak in
the signal only for 100 keVCarbon. While the shape analysis
detects signal direction in the 30 keV Carbon, the efficiency
is very low and comparable to the remaining background
fraction. All these approaches need further improvements to
identify direction and keep a larger fraction of signal for low
recoil energies, as they correspond to smallerWIMPmasses.

5. Conclusions
In the presented study, we compared conventional cut-

based and DL-based approaches for background reduction
in a nuclear emulsion WIMP search experiment. We used
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Figure 5: Angular distributions for the events with the barycenter shift longer and shorter than the threshold in different emulsion
samples. Each histogram is normalised independently to integrate to 1.

(a) Barycenter shifts

(b) Angular distributions
Figure 6: Physical features for the events selected as signal or background by the NEWSnet in different emulsion samples. Each
histogram is normalised independently to integrate to 1.

images from an optical microscope with a rotating polarising
filter for the candidate events.

The first approach is based on the displacement of the
brightness peak due to resonant effects of polarised light re-
flected from non-spherical silver grains. It estimates track
length lower bound and direction. It does not provide an effi-
cient way of signal-background separation based on barycen-
ter shift threshold. However, it still obtains a clear direc-
tional peak in preselected events for Carbon 100keV beam.

The second approach is DL-based. We use 3D CNN to
predict the track class. The final background reduction factor
is around 10−3, and it is stronger on the independent data.
By fixing the signal efficiency of the final model similar to
the cut-based approaches, we obtained orders of magnitude
higher background reduction.

The events selected as a signal by the network show the
directional peak only in the Carbon 100keV sample, which
is similar to the cut-based barycenter shift analysis.
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Due to the data preprocessing steps we apply, the DL
selection does not imply the directional information in the
selected data. Therefore this physical feature in the selected
candidates can be considered intact and used for further anal-
yses.

The NEWSnet can provide good background reduction
and preselect a reduced number of candidates for further de-
tailed study while preserving intact the directionality.

The reported network has replaced the cut-based anal-
ysis in the NEWSdm experiment in order to improve the
background reduction and the sensitivity to WIMPs. The
extended version of the network, including electron back-
ground samples, is under development and will be used for
the analysis of the 10 kg emulsion detector, proposed by the
NEWSdm collaboration. We expect that addition of new
physical variables, like the plasmonwavelength information,
to the input of the network can boost the background reduc-
tion orders of magnitude thus pushing the NEWSdm emul-
sion detector’s sensitivity towards the levels required to reach
the neutrino floor where it will be able to benefit from the use
of the directionality information.
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A. The NEWSnet architecture and
parameters
The network starts with 3D convolutions, followed by

the residual blocks defined in table 2, max pooling and dropout
layers, finishing with a fully connected layer with softmax
activation to produce the output predictions of different classes.
The architecture with configurations for all the layers is pre-
sented in table 3. There was an additional third dropout
layer during the Bayes optimisation before the final fully-
connected one, but the optimal dropout rate for it turned out
to be 0. The batch size is 256.

The parameter constrains and optimal values:
• The 3 dropout layers: before the residual blocks in

range [0.1,0.4], the final value is 0.4; in the middle
in range [0.3,0.8], the final value is 0.3; after the final
residual block in range [0,0.4], the final value is 0.

• Number of convolution filters in the layers: for the
residual blocks before the second dropout layer in range

[32,64], the final value is 64; for the residual blocks
after the second dropout layer in range [64, 128], the
final value is 128.

• Number of residual identity shortcuts after each resid-
ual convolutional shortcut in range [0,3], the final value
is 3.

• Proportion multiplier �loss for the combined loss (1)
in range [0.01, 2], the final value is 0.53.

• Learning rate in range [10−5, 3×10−3], the final value
is 6.5 × 10−4.

• Parameters of Adam optimizer [27]: �1 in range [10,
100], the final value is 10; �2 in range [100, 1500], thefinal value is 100.

• Exponential decay rate for the learning rate in range
[10−4, 10−1], the final value is 10−1.

The total amount of trainable parameters in the final ar-
chitecture is 6 925 910.

B. Dataset sizes and details
The data used in the study is represented by sets of nine

optical images of 40x40 pixel for each event. The emulsion
scans with manual rotations mentioned in sec. 2.1 are joined
together (equal parts for every rotation) and randomly split
into the Training and Validation sets. The Test set is pro-
duced by independent scannings without emulsion rotations.
The number of events used in the study are presented in Ta-
ble 4.

A. Golovatiuk et al.: Preprint submitted to Elsevier Page 8 of 9



Deep Learning for NEWSdm

Table 2
Residual building blocks with (N,N,4N) filters. Strides are 1 when not specified otherwise.

Residual block: identity shortcut [19]

1 × 1 × 1 3D Conv., N filters, BN, SWISH
3 × 3 × 3 3D Conv., N filters, BN, SWISH Identity path
1 × 1 × 1 3D Conv., 4N filters, BN

Addition of paths
SWISH

Residual block: convolution shortcut [20]

1 × 1 × 1 3D Conv., 2 stride, N filters, BN, SWISH
3 × 3 × 3 3D Conv., N filters, BN, SWISH 3 × 3 × 3 3D Conv., 2 stride, 4N filters, BN
1 × 1 × 1 3D Conv., 4N filters, BN

Addition of paths
SWISH

Table 3
Final NEWSnet architecture.

3 × 3 × 3 3D Conv., 32 filters, BN, SWISH
3 × 3 × 3 3D Conv., 64 filters, BN, SWISH
MaxPooling 3D
Dropout 0.4 rate
Residual convolution block (64,64,256) filters
Residual identity block (64,64,256) filters
Residual identity block (64,64,256) filters
Residual identity block (64,64,256) filters
MaxPooling 3D
Dropout 0.3 rate
Residual convolution block (128,128,512) filters
Residual identity block (128,128,512) filters
Residual identity block (128,128,512) filters
Residual identity block (128,128,512) filters
Flatten
FC layer 3 units
Softmax

Table 4
Dataset composition.

Train Validation Test

C30keV 39000 26000 50000
C100keV 39000 26000 50000
Fog 51300 34200 50000
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