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Abstract

Tunneling ionization is at the core of strong-field and attosecond science. In
this paper, we present PyStructureFactor— a general Python code towards
the calculation of the structure factor in the tunneling ionization rate of com-
mon molecules under intense laser fields. The numerical implementation is
based on the well-developed weak-field asymptotic theory in the integral rep-
resentation. The information of the electronic structure of the molecules is
obtained via the PySCF quantum chemistry package. PyStructureFactor is a
general computational framework that can be utilized to compute the molec-
ular structure factor of various types of molecules, including polar and non-
polar diatomic molecules, degenerate molecules, and open-shell molecules.
Examples are given that are benchmarked against known results with good
agreements. The present PyStructureFactor is implemented in an efficient
manner and is easily applicable towards larger molecules.
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PROGRAM SUMMARY
Program Title: PyStructureFactor
CPC Library link to program files: (to be added by Technical Editor)
Developer’s repository link: https://github.com/TheStarAlight/PyStructureFactor
Code Ocean capsule: (to be added by Technical Editor)
Licensing provisions: Apache-2.0
Programming language: Python 3
Supplementary material:
Nature of problem: The structure factor of a molecule in intense laser fields deter-
mines its orientation-dependent tunneling ionization rate, which is crucial for the
studies of ultrafast molecular dynamics and its control. However, the strong-field
community lacks an open-source code to calculate themolecular structure factor, and
can only resort to known results of a few molecules.
Solution method: We developed the PyStructureFactor program with the structure
factor of arbitrary molecules calculated using the weak-field asymptotic theory in the
integral representation. The underlying electronic structure necessary for the calcu-
lation is obtained using the PySCF quantum chemistry package.
Restrictions on the Accuracy: The accuracy of the molecular structure factor calcu-
lated by PyStructureFactor is restricted by the level of precision of the electronic
structure information extracted from the PySCF package.
Running time: The running time depends on the size of the molecule, the basis set
of the calculation, the level of precision of the electronic structure calculations, and
other parameters passed to the program. The example in Fig. 2 took 1.2 seconds to
finish on an AMD Ryzen 9 7950X CPU on the WSL Ubuntu 22.04 LTS.

1. Introduction

Advances in the laser technology have made intense laser fields widely
accessible in typical table-top lab settings. When matter interacts with in-
tense laser fields, a plethora of novel strong-field phenomena emerge that are
of fundamental interest, such as high-order harmonic generation (HHG) [1–
3], above-threshold ionization [4–6], nonsequential double ionization [7], and
laser-induced electron diffraction [8, 9]. HHG is the key to produce extreme ul-
traviolet light pulses, which has facilitated the improvement of time resolution
of ultraprecise measurements down to the attosecond level [10–13]. Common
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tomany of these strong-field phenomena is their first step, known as tunneling
ionization [14, 15], which is thus a cornerstone of strong-field and attosecond
science. It has attracted widespread interest not only in physics but also in
chemistry and related fields [16–22]. Given the recent development in opto-
chemistry [23, 24], a complementary emerging field to photochemistry, the
importance of the tunneling ionization of molecules has been elevated to new
heights.

In contrast to photoionization where the photonic feature of light plays a
dominant role, tunneling ionization is better represented by the highly nonlin-
ear ionization induced by intense optical fields in the time domain 𝐹(𝑡), with
a tunneling ionization rate [25, 26]

𝑊[𝐹(𝑡)] ∼ e−2𝜅3∕3𝐹(𝑡) (1)

depending exponentially on the field strength 𝐹(𝑡), where 𝜅 =
√
−2𝐸0 with

𝐸0 the orbital energy of the target. For typical intense infrared laser fields, the
photon energy is substantially lower than the ionization potential of the bound
electron. Moreover, the timescale of the field oscillation is much longer than
the intrinsic attosecond timescale of the bound electron. Therefore, the strong-
field ionization process can be approximated by tunneling in a static electric
field represented by the instantaneous laser electric field 𝐹(𝑡) [27, 28].

In addition to the field factor [Eq. (1)], the tunneling ionization rate of
molecules depends on a factor related to the electronic structure of the ionizing
orbital, known as themolecular structure factor. It determines the orientation-
dependent rate of tunneling ionization that is crucial to the analysis of subse-
quent strong-field molecular dynamics and photoelectron spectrum [29]. It is
the aim of the current work to present the numerical solution to themolecular
structure factor.

The molecular structure factor can be obtained either by the molecular
Ammosov–Delone–Krainov theory (MO-ADK) [29–33] or via the weak-field
asymptotic theory (WFAT) [34–49]. WFAT is applicable in laser fields be-
low the critical field strength that leads to over-barrier ionization. Based on
the parabolic adiabatic expansion approach [50], WFAT generalizes isotropic
atomic potentials to arbitrary molecular potentials and naturally accounts for
the effect ofmolecular permanent dipolemoment (if any), andhas been adopted
as the theoretical method in some experimental research onmolecular strong-
field ionization [51–55]. In this work, we employ WFAT towards a numerical
implementation of the computation of the molecular structure factor. Under

3



its framework, the obtained tunneling ionization rate, in its leading order, fac-
torizes into the field factor [Eq. (1)] and the absolute square of the structure
factor, the latter of which is an inherent property of the ionizing molecular
orbital independent of the external field [37].

In an essence of the perturbation theory, the structure factor of WFAT is
found through the behavior of the wave function in the asymptotic region in
early stages, known as the tail representation [36, 38, 42]. Hence, its reliable
evaluation requires an accurate description of the asymptotic tail of the ioniz-
ing orbital. To extract the orbital wave function of polyatomicmolecules by the
Hartree-Fock (HF) method or density functional theory (DFT) with quantum
chemistry software packages [38, 41], one normally resorts to the basis-based
approaches. However, compared to the correct exponential behavior obtained
by the grid-based approach, the standard Gaussian-type basis functions facili-
tating multicenter integral calculations decay too rapidly in the asymptotic re-
gion and thus could result in erratic oscillations. To reproduce the correct local
property of the asymptotic tail of the orbital, large basis sets with quadruple or
pentuple-zeta quality and variationally optimized exponents are required [37].
This approach significantly increases the computational cost and become in-
feasible in many cases. The efficiency of such numerical computation needs
to be improved urgently.

As a remedy, an alternative integral approach ofWFATwas developedwith
the spirit of scattering theory to overcome the above issue [46–48]. In this ap-
proach, the structure factor is expressed as an integral form involving the ion-
izing orbital and a known analytical function. The integral accumulates at
the localized regions where the orbital has large amplitudes, and it is insen-
sitive to the representation of the asymptotic tail far from the nuclei. Hence,
the integral approach can be implemented using standard quantum chemistry
software packages withGaussian-type orbitals (GTOs) for arbitrarymolecules.

In this work, an open-source program implementingWFAT in the integral
representation is developed that can easily and quickly calculate the molecu-
lar structure factor of common molecules. In our implementation, named the
PyStructureFactor, the ionizing molecular orbital is expanded as a linear
combination of GTOs at the HF or complete-active-space self-consistent field
(CASSCF) level of theory calculated by the PySCF package [56, 57]. The inte-
grals are evaluated numerically using a three-dimensional grid-basedmethod,
which exhibits much better numerical stability and is readily applicable to
large molecules, compared to the standard analytical integration procedure.
Our present implementation of PyStructureFactor features flexible control
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of accuracy and efficient computation towards the calculation of themolecular
structure factor.

This work is organized as follows. In Sec. 2, the definition and derivation of
the tunneling ionization rate, themolecular structure factor, and other param-
eters within theWFAT framework are given. In Sec. 3, the details of numerical
implementation are presented. In Sec. 4, we detail the usage of the PyStruc-
tureFactor program to calculate the molecular structure factor. In Sec. 5, we
illustrate the application of the PyStructureFactorprogramwith examples of
various types of common molecules. Conclusions are given in Sec. 6. Atomic
units are used throughout unless stated otherwise.

2. Theoretical formulation

Tunneling ionization ofmolecules can beusuallymodeledwithin theBorn-
Oppenheimer and the single-active-electron approximation. Under such a
framework, the wave function of the ionizing orbital 𝜓0 is the solution to an
effective one-electron Schrödinger equation

[−12∇
2 + 𝑉(𝐫)]𝜓0(𝐫) = 𝐸0𝜓0(𝐫), (2)

where the HF potential 𝑉(𝐫) describes the interaction between the ionizing
electron and the parent ion.

WithinWFAT, tunneling ionization is investigated in parabolic coordinates.
We assume the electric field vector 𝐅 = 𝐹�̂�, and define the orientation of the
molecule using a set of Euler angles (𝛼, 𝛽, 𝛾) (within the 𝑧-𝑦′-𝑧′′ convention
[46], which is shown schematically in Fig. 1) representing a rotation �̂� from
the laboratory frame (LF) to the molecular frame (MF). The ionization rate
does not depend on 𝛼 and so we set 𝛼 = 0 throughout. The total ionization
rate is split into different parabolic channels:

Γ(𝛽, 𝛾) =
∑

𝜈

Γ𝜈(𝛽, 𝛾), (3)

where Γ𝜈(𝛽, 𝛾) are partial rates of parabolic quantum number indices

𝜈 = (𝑛𝜉, 𝑚), 𝑛𝜉 = 0, 1, 2,⋯ , 𝑚 = 0,±1,±2,⋯ (4)

In the leading-order approximation, the asymptotic expansion of the partial
rates for 𝐹 → 0 gives

Γ𝜈(𝛽, 𝛾) = |𝐺𝜈(𝛽, 𝛾)|2𝑊𝜈(𝐹), (5)
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 𝑧𝑧 

𝑥𝑥 
𝑦𝑦 

𝑋𝑋 

𝑌𝑌  

𝑍𝑍 

𝛼𝛼 

𝛽𝛽 
𝛾𝛾 

LF: (𝑥𝑥, 𝑦𝑦, 𝑧𝑧) 
MF: (𝑋𝑋,𝑌𝑌 ,𝑍𝑍) 

Figure 1: Illustration of the rotation from the LF to the MF using Euler angles of 𝑧-𝑦′-𝑧′′
convention. The rotation consists of three steps: (1) The coordinate system (𝑥, 𝑦, 𝑧) rotates
about the 𝑧 axis by angle 𝛼, then (2) rotates about the new 𝑦 axis by angle 𝛽, finally (3) rotates
about the rotated 𝑧 axis by 𝛾, and becomes (𝑋,𝑌, 𝑍). The rotations mentioned above are all
counter-clockwise.

which can be separated into two factors: The structural part |𝐺𝜈(𝛽, 𝛾)|2 and
the field part𝑊𝜈(𝐹). The field factor,𝑊𝜈(𝐹), has the form [25, 26]

𝑊𝜈(𝐹) =
𝜅
2 (

4𝜅2

𝐹 )
2𝑍∕𝜅−2𝑛𝜉−|𝑚|−1

e−2𝜅3∕3𝐹. (6)

The structure factor, namely 𝐺𝜈(𝛽, 𝛾), in the integral representation of WFAT,
is given as an integral:

𝐺𝜈(𝛽, 𝛾) = e−𝜅𝜇𝑧 ∫ Ω∗
𝜈
(
�̂�−1𝐫

)
𝑉c(𝐫)𝜓0(𝐫)d𝐫, (7)

where
𝝁 = ∫ 𝜓∗0(𝐫)𝐫𝜓0(𝐫)d𝐫 (8)

denotes the orbital dipole moment in the LF with 𝜇𝑧 its component along the
field direction;Ω𝜈 is a reference functionwhich can be expanded into spherical
harmonics:

Ω𝜈(𝐫) =
∞∑

𝑙=|𝑚|

Ω𝜈
𝑙𝑚(𝐫), (9)
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where

Ω𝜈
𝑙𝑚(𝐫) =

∞∑

𝑙=|𝑚|

𝑅𝜈𝑙 (𝑟)𝑌𝑙𝑚(𝜃, 𝜙); (10)

𝑉c(𝐫) = 𝑉(𝐫)+𝑍∕𝑟 is the core potential without the Coulomb tail (i.e.,𝑉c → 0
as 𝑟 → ∞) with 𝑍 the asymptotic charge of the parent molecular ion. The
radial part 𝑅𝜈𝑙 of the reference function Ω

𝜈
𝑙𝑚 in Eq. (10) reads

𝑅𝜈𝑙 (𝑟) = 𝜔𝜈𝑙 (𝜅𝑟)
𝑙 e−𝜅𝑟 M(𝑙 + 1 − 𝑍∕𝜅, 2𝑙 + 2, 2𝜅𝑟), (11)

whereM(𝑎, 𝑏, 𝑥) is the confluent hyper-geometric function [58] and 𝜔𝜈𝑙 is the
normalization coefficient:

𝜔𝜈𝑙 = (−1)𝑙+(|𝑚|−𝑚)∕2+1 2𝑙+3∕2 𝜅𝑍∕𝜅−(|𝑚|+1)∕2−𝑛𝜉

×
√
(2𝑙 + 1)(𝑙 +𝑚)!(𝑙 −𝑚)!(|𝑚| + 𝑛𝜉)!𝑛𝜉!

𝑙!
(2𝑙 + 1)!

×
min (𝑛𝜉 ,𝑙−|𝑚|)∑

𝑘=0

Γ(𝑙 + 1 − 𝑍∕𝜅 + 𝑛𝜉 − 𝑘)
𝑘!(𝑙 − 𝑘)!(|𝑚| + 𝑘)!(𝑙 − |𝑚| − 𝑘)!(𝑛𝜉 − 𝑘)!

. (12)

Under the framework of the HF method, the HF potential 𝑉(𝐫) consists of
three parts, namely the nuclear Coulomb potential (𝑉nuc), the direct (𝑉d) and
exchange (𝑉ex) parts of inter-electron interactions:

𝑉(𝐫) = 𝑉nuc(𝐫) + 𝑉d(𝐫) + 𝑉ex(𝐫), (13)

where

𝑉nuc(𝐫) = −
𝑁atm∑

𝐴=1

𝑍𝐴
|𝐫 −𝐑𝐴|

, (14)

𝑉d(𝐫) =
𝑁∑

𝑖=1

∫
𝜓∗𝑖 (𝐫

′)𝜓𝑖(𝐫′)
|𝐫 − 𝐫′|

d𝐫′, (15)

𝑉ex(𝐫)𝜓0(𝐫) = −
𝑁∑

𝑖=1

𝜓𝑖(𝐫) ∫
𝜓∗𝑖 (𝐫

′)𝜓0(𝐫′)
|𝐫 − 𝐫′|

⟨𝜎𝑖|𝜎0⟩ d𝐫′, (16)

where 𝑁 is the number of electrons, 𝑁atm is the number of nuclei, 𝜓𝑖(𝐫) and
𝜎𝑖 denote the molecular orbital and the spin state of the electron of index 𝑖
(⟨𝜎𝑖|𝜎𝑗⟩ = 1 if electrons 𝑖 and 𝑗 have the same spin, and ⟨𝜎𝑖|𝜎𝑗⟩ = 0 otherwise),
while 𝑍𝐴 and 𝐑𝐴 are the nuclear charge and position of atom of index 𝐴.
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3. Numerical implementation

For the practical numerical implementation of the computation of themolec-
ular structure factor within the framework ofWFAT, we first refer to the evalu-
ation of the integral in Eq. (7). Directly evaluating the integrals for eachmolec-
ular orientation (𝛽, 𝛾) is inefficient. Nevertheless, we may utilize the spheri-
cal harmonic expansion of the reference function Ω𝜈, and express the rotated
spherical harmonic functions as a linear combination of spherical harmonic
functions using theWigner-𝑑matrix. Substituting Eqs. (9) and (10) into Eq. (7)
yields [46]

𝐺𝜈(𝛽, 𝛾) = e−𝜅𝜇𝑧
∞∑

𝑙=|𝑚|

𝑙∑

𝑚′=−𝑙

𝐼𝜈𝑙𝑚′𝑑𝑙𝑚𝑚′(𝛽)𝑒−i𝑚
′𝛾, (17)

where 𝑑𝑙𝑚𝑚′(𝛽) is the Wigner-𝑑 matrix, and the integral 𝐼𝜈𝑙𝑚′ is expressed as

𝐼𝜈𝑙𝑚′ = ∫ Ω𝜈∗
𝑙𝑚′(𝐫)𝑉c(𝐫)𝜓0(𝐫)d𝐫. (18)

In this way the computational overhead is significantly reduced — with the
values of the integrals 𝐼𝜈𝑙𝑚′ , we may obtain the structure factor of arbitrary
molecular orientation 𝐺𝜈(𝛽, 𝛾) with little computational cost.

The next topic is concerned with the calculation of the HF potential oper-
ator acting on the ionizing orbital, i.e., 𝑉(𝐫)𝜓0(𝐫). In the practical application,
the molecular orbitals are usually obtained by the self-consistent-field (SCF)
approach, which is commonly implemented in standard quantum chemistry
packages. The molecular orbitals are usually expanded into linear combina-
tions of Gaussian-type orbitals (GTOs):

𝜓𝑖(𝐫) =
∑

𝛼

𝐶𝑖𝛼𝜒𝛼(𝐫 −𝐑𝛼), (19)

where 𝜒𝛼(𝐫 − 𝐑𝛼) denotes a GTO of index 𝛼 centering at 𝐑𝛼, and the coeffi-
cients𝐶𝑖𝛼 are obtained through the SCF approach. In this way we obtain𝑉d(𝐫)
and 𝑉ex(𝐫)𝜓0(𝐫) in Eqs. (15) and (16) expressed in coefficients 𝐶𝑖𝛼 for practical
calculations. Defining the integral

𝐽𝛼𝛽(𝐫) = ∫
𝜒𝛼(𝐫′ −𝐑𝛼)𝜒𝛽(𝐫′ −𝐑𝛽)

|𝐫 − 𝐫′|
d𝐫′ (20)
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which can be calculated analytically for GTOs, Eqs. (15) and (16) can be writ-
ten as

𝑉d(𝐫) =
𝑁∑

𝑖=1

∑

𝛼,𝛽

𝐶𝑖𝛼𝐶𝑖𝛽𝐽𝛼𝛽(𝐫), (21)

𝑉ex(𝐫)𝜓0(𝐫) = −
𝑁∑

𝑖=1

⟨𝜎𝑖|𝜎0⟩
∑

𝛼,𝛽,𝛾

𝐶𝑖𝛼𝐶𝑖𝛽𝐶0𝛾𝐽𝛽𝛾(𝐫)𝜒𝛼(𝐫 −𝐑𝛼). (22)

The last topic is related to the convergence of the algorithm. The integral
in Eq. (18) is numerically evaluated on a grid using the Becke fuzzy cell in-
tegration scheme [59] implemented in the PySCF package, which uses higher
density of grid points near the nuclei to accelerate convergence of the calcu-
lation. Apart from adopting the Becke grids in the numerical integration, we
also choose the origin such that the dipole of the parent ion

𝐃 = [
𝑁atm∑

𝐴=1

𝑍𝐴𝐑𝐴 −
𝑁∑

𝑖=1

∫ 𝜓∗𝑖 (𝐫)𝐫𝜓𝑖(𝐫)d𝐫] − 𝝁 (23)

vanishes, which reduces the grid size required for the integral Eq. (18) to con-
verge.

4. Program usage

The usage of the program is simple and straightforward. Firstly, import
necessary packages, including PyStructureFactor, PySCF and NumPy in Python.
Next, initialize the molecule object by calling the method pyscf.M, and pro-
vide necessary information of the molecule. Finally, get the structure factor of
themolecule by invoking themethod PyStructureFactor.get_structure_-
factor, whose return value is a NumPy array containing the structure factor at
different molecular orientations (𝛽, 𝛾).

To better illustrate the usage of the program, we present a description of the
input parameters of the twomain methods, including pyscf.M, which defines
themolecular and orbital information, and PyStructureFactor.get_struc-
ture_factor, which outputs the corresponding structure factor, in Tables 1
and 2, respectively. Shown in Fig. 2 is a minimal example of the program
which calculates the molecular structure factor 𝐺00(𝛽) corresponding to the
highest occupied molecular orbital (HOMO) of the hydrogen molecule. For
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Parameter Description Default
atom Information of the molecular structure. Refer to Fig. 2

for an example.
—

unit The unit used for the position coordinates of the atoms
in the molecule. ’B’ or ’AU’ indicates Bohr and other-
wise Angström.

’Angström’

basis Basis set used for calculation. Refer to
pyscf.gto.basis for more information. An accu-
rate basis set is suggested for optimal convergence.

’sto-3g’

charge Charge of the molecule or molecular ion. 0
spin Number of spin (i.e., 2𝑆) of the molecule. 0

Table 1: Essential input parameters of the pyscf.Mmethod in the PyStructureFactor pro-
gram.

the diatomic molecules, the 𝛾 Euler angle does not come into play, and 𝛽 de-
notes the angle between the electric field vector and the molecular axis in the
LF. More examples are available in Sec. 5.

Now we present convergence and reliability tests of the program in Figs. 3
and 4 with N2 and CO molecules, respectively. To this end, we obtain their
structure factors as a function of 𝛽 and compare the results to reference data
extracted from the literature [41] which is obtained using the tail representa-
tion of WFAT. In both figures, the pc-4 basis is adopted in the calculations,
and the cut-off limit of the index 𝑙 in the summation of Eq. (17) , i.e., 𝑙max,
is set to the default value of 10. The “grid_level” labels denote the input pa-
rameter “atom_grid_level” of the program. Here, grid levels 1, 3, 5, and 7
correspond to radial and angular sizes (40, 194), (75, 302), (105, 770), and (135,
1202) for each spherical grid around the nuclei, respectively. It is clear from
the figures that for “atom_grid_level” larger than 3, the obtained results are
hardly distinguishable from each other even after enlargement, which reveals
a stable and fast convergence of the present program. In addition, the con-
verged result is close to the reference data. This illustrates that the calculation
of the molecular structure factor is able to achieve accurate results under de-
fault parameters. Minor discrepancy from the reference data results from the
difference in the tail and integral presentations of WFAT and the choice of ba-
sis.

10
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from PyStructureFactor import get_structure_factor
import numpy as np
import pyscf
n_beta = 90
n_gamma = 1
molH2 = pyscf.M(atom="H␣0,0 ,0.37;␣H␣0,0,-0.37", basis="pc -1",

spin =0)
beta_grid = np.linspace(0, np.pi, n_beta)
G_grid = get_structure_factor(

mol = molH2 , orbital_index = 0, channel = (0,0),
lmax = 10, hf_method = "RHF",
atom_grid_level = 3,
orient_grid_size = (n_beta , n_gamma))

Figure 2: A minimal example of the program calculating the structure factor 𝐺00(𝛽) of the
HOMO of the hydrogen molecule (H2).

5. Illustrative examples

In this section we take a number of common molecules as examples, and
present their structure factors obtained from PyStructureFactor. The exam-
ples covermolecules with various properties, as shown in Figs. 5 to 9: diatomic
molecules (H2, CO, and O2), linear polyatomic molecules (C2H2) and planar
molecules (C6H6); open-shell molecules (O2); molecules with degenerate HO-
MOs (double HOMO degeneracy for O2, C2H2 and C6H6).

For all examples presented, we set the input parameter 𝑙max to the default
value of 10 and set the “atom_grid_level” parameter to the default value of
3. For linear molecules, the 𝛾 dependence of the structure factor drops out
and it only depends on 𝛽. For nonlinear molecules, on the other hand, the
structure factor is presented on the (𝛽, 𝛾) grid, see Fig. 9 for an example of the
C6H6 molecule.

It is worthwhile noting that the molecular structure factor varies not only
frommolecule tomolecule, but also changes fromorbital to orbital for a partic-
ular molecule. Novel laser technologies have enabled the exploration of ion-
ization from different molecular orbitals, and studies show that subsequent
molecular dynamics critically depends on the ionizing orbital. Not surpris-
ingly, the structure factor also depends on the orbital from which ionization
occurs, as shown in Figs. 5 and 6.
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Figure 3: Squared structure factor |𝐺00|2 of the HOMO-2 of the nitrogen molecule (N2). The
reference data are extracted from Ref. [41].

Furthermore, for molecules with degenerate orbitals, the structure factor
depends on the orientation of the orbital. The HOMOs ofO2, for example, are
𝜋 orbitals that are two degenerate orbitals perpendicular to each other. Each
of them has a nodal plane, and we use the nodal plane to identify the two
degenerate orbitals. “HOMO-𝑦𝑧” corresponds to the orbital that has a nodal
plane on the 𝑦-𝑧 plane while “HOMO-𝑥𝑧” represents that with a nodal plane
on the 𝑥-𝑧 plane. Clearly, the structure factor depends on the orientation of
the orbital and thus varies for different degenerate HOMO orbitals, as shown
in Figs. 7 and 8. We note that tunneling ionization could occur simultane-
ously from multiple orbitals, and the final tunneling ionization rate might be
a summation over various contributions.
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The reference data are extracted from Ref. [41].

6. Conclusions

The tunneling ionization rate of molecules depends on the molecular ori-
entation. Such dependence is determined by themolecular structure factor. In
this work, we have presented the PyStructureFactor program, which com-
putes the molecular structure factor within the WFAT theoretical framework
based on the PySCF quantum chemistry package. PyStructureFactor is im-
plemented in a manner that is both computationally efficient and easily ac-
cessible to the end users. It provides a straightforward approach to obtain the
molecular structure factor of virtually all kinds of molecules, and therefore
lays a solid foundation for the study of strong-field molecular dynamics.
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Parameter Description Default
mol The PySCF molecule object. Initialized by invoking

pyscf.M or pyscf.gto.M.
—

orbital_index Index of the ionizing orbital relative to HOMO, e.g.,
HOMO→ 0, LUMO→ +1, HOMO− 1→ −1, . . .

0

channel Parabolic channel 𝜈 = (𝑛𝜉 , 𝑚). The program would cal-
culate the structure factor of channel (𝑛𝜉 , 𝑚), i.e., 𝐺𝑛𝜉 ,𝑚.

(0,0)

lmax The cut-off limit of the angular quantumnumber (larger
𝑙would be neglected) used in the summation in Eq. (17).

10

hf_method Indicates whether ’RHF’ or ’UHF’ should be used in the
molecular HF calculation. Note: ’UHF’must be used for
open-shell molecules.

’RHF’

casscf_conf Configuration of CASSCF calculation consisting of (n_-
active_orb, n_active_elec). Specifying None (by
default) indicates employing the primitive HF method
instead of the more accurate CASSCF method.

None

atom_grid_level Level of fineness of the grid used in integration (see also
pyscf.dft.Grid), which controls the number of radial
and angular grids around each atom in the evaluation of
the integration, ranging from 0 to 9.

3

orient_grid_size Size of the output (𝛽, 𝛾) grid, which defines the orien-
tation of the molecule with respect to the polarization
direction of the laser field. The grid is uniform, with 𝛽
ranging from 0 to 𝜋 and 𝛾 ranging from 0 to 2𝜋. Set-
ting the 𝛾 grid count to 1 indicates that 𝛾 would be zero
throughout the calculation.

(90,1)

move_dip_zero Indicates whether to shift the molecular coordinates
such that the dipole moment of the parent ion [Eq. (23)]
vanishes (i.e., 𝐃 = 𝟎).

True

rmax Indicates the cut-off limit of the radial grid points, points
of radii larger than rmax would be neglected in the cal-
culation.

40

Returns A NumPy array containing the structure factor 𝐺𝑛𝜉 ,𝑚 of
the given channel (𝑛𝜉 , 𝑚) on the (𝛽, 𝛾) orientation grid,
whose shape is given by orient_grid_size.

Table 2: Input parameters and return value of the PyStructureFactor.get_structure_-
factormethod.
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