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1 Introduction

For marketing managers it is important to understand the dynamic effects of marketing-

mix variables like promotion and advertising on marketing performance measures such

as sales, market shares and profitability. Particularly, it is relevant to understand the

long-run effects of marketing efforts, as this knowledge can for example lead to more

efficient marketing strategies. Examples of recent studies that address this issue are Mela

et al. (1997), Dekimpe et al. (1999), Jedidi et al. (1999) and Paap and Franses (2000),

to mention just a few. The literature contains two different approaches. One approach

tries to capture the (long-run) effects of marketing instruments on for example the price

elasticity (Mela et al. 1997, Jedidi et al. 1999). Dynamics are then incorporated through

the responses to marketing instruments. The second approach, which is considered in the

present paper, focuses on dynamic effects in behavior (Dekimpe et al. 1999, Paap and

Franses 2000).

In this paper we address the issue of measuring the long-run and short-run impact

of marketing-mix variables on interpurchase times, which is particularly relevant for re-

tailers. The theoretical and empirical analysis of purchase-timing behavior of households

has received considerable attention in the past and in recent years. The analysis of inter-

purchase timing can give interesting insights in household behavior. Purchase timing can

be especially informative to learn about inventory management and consumption rate,

in fact the purchase timing and the volume bought are the only two measures related

to inventory that are usually available. Furthermore, we can study purchase acceleration

and stock piling using interpurchase timing. Blattberg et al. (1981) show under strin-

gent conditions that promotions lead to purchase acceleration. Empirical evidence for

this behavior can be found in Gupta (1988) and Helsen and Schmittlein (1992) among

others, although for example Neslin et al. (1985) report that promotions were less likely

to accelerate purchase times. A review of interpurchase time modeling before 1990 can

be found in Jain and Vilcassim (1991, Table 1).

More recently, researchers focus on using hazard functions to analyze the effect of
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promotions on interpurchase times, see among others Helsen and Schmittlein (1992, 1993),

Jain and Vilcassim (1991), Vilcassim and Jain (1991), Gönül and Srinivasan (1993a)

and Chintagunta and Prasad (1998). The last three studies also incorporate unobserved

household heterogeneity. An important extension to modeling interpurchase times for two

related product categories is given in Chintagunta and Haldar (1998).

Dynamic models for interpurchase times are relatively scarce, although one might

expect strong dynamic effects in practice. For example, a promotion may shorten the

present interpurchase time, while it likely lengthens future interpurchase times due to

stock piling. An example of a study that explicitly incorporates dynamic structures in

purchase timing is Allenby et al. (1999). In that paper, dynamics in durations are modeled

by lagged interpurchase times, but no explicit separation of long-run from short-run effects

of marketing mix variables is pursued. As we believe that such differences might exist, we

aim to contribute to the literature by putting forward a dynamic model for interpurchase

times that does allow for different long-run and short-run effects. The model extends the

familiar accelerated failure-time model by including lagged interpurchase times as well as

lagged covariates. Rewriting this model as an Error Correction Model [ECM] allows us

to distinguish the long-run from the short-run effects, see Hendry et al. (1984).

The values of marketing mix-variables, like price and promotion, are likely to change

during interpurchase spells. In most marketing applications of duration models, it is

assumed that covariates remain constant during spells, which is perhaps imposed for

convenience. In contrast, in this paper we follow a similar approach as Gupta (1991),

that is, we allow for time-varying covariates in the hazard specification. Additionally,

many studies have emphasized the relevance of unobserved household heterogeneity, and

that it should be taken into account when analyzing purchase behavior. Therefore, we

accommodate for unobserved differences across households by a latent class approach. In

many studies, unobserved heterogeneity is incorporated using a mixed proportional hazard

model, where one introduces a stochastic multiplicative factor to the hazard specification,

see Lancaster (1979) and see Gönül and Srinivasan (1993a) for an application in marketing.

In this paper we also allow for different effects of the covariates including the marketing
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mix on the interpurchase times, see also Vakratsas and Bass (2002) for a similar approach.

Indeed, such heterogeneity may be especially relevant for modeling dynamics in purchase

timing. For example, the population may contain households with very different dynamic

purchase timing patterns.

In sum, we propose a dynamic model for interpurchase time, with possibly differing

short-run and long-run effects of covariates, which incorporates unobserved heterogeneity

and also takes care of time-varying covariates in between purchases.

The outline of our paper is as follows. In Section 2, we discuss our dynamic duration

model. We show how the accelerated failure-time model can be extended to allow for

time-varying covariates and possibly differing long-run and short-run effects of marketing

variables. We discuss in detail how one can interpret the parameters and estimate them

using maximum likelihood. In Section 3, we apply our model to purchases in three distinct

categories of frequently purchased consumption goods, that is liquid laundry detergent,

catsup and yogurt. One of our main empirical findings is that, for some household seg-

ments, the short-run effects of marketing mix variables are significantly different from the

long-run effects. In Section 4, we conclude our paper with a discussion of the main results

and with suggestions for further research topics.

2 A Dynamic model for Interpurchase Times

In this section we put forward our dynamic model for interpurchase times, which enables

a separate evaluation of long-run and short-run effects of promotion and other marketing-

mix variables. In Section 2.1, we present the functional form of the hazard specification

and discuss how we take care of time-varying covariates. In Section 2.2, we introduce

autoregressive dynamics in our model. The interpretation of the dynamic structure is

discussed in Section 2.3. Finally, in Section 2.4, we consider parameter estimation.

2.1 Hazard Specification

Assume that a household i = 1, . . . , I purchases a certain product at time di,n, for n =

0, . . . , Ni over a certain period of time. The Ni interpurchase times of this household are
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therefore defined by ti,n = di,n − di,n−1 with n = 1, . . . , Ni. To model the interpurchase

times, we consider a hazard specification. Denote the hazard corresponding to the n-th

purchase decision of household i by

λi,n(t|xi,n(t), θi), (1)

where xi,n(t) denotes a vector of covariates explaining the hazard of household i for the

n-th purchase decision at time t and θi is a household-specific parameter vector. The

explanatory variables are a function of time t. In this paper, t denotes the interpurchase

time. For the n-th interpurchase spell the calendar time is given by di,n−1 + t. Hence

xi,n(t) gives the value of the covariates at calendar time di,n−1 + t.

When modeling interpurchase times, it is unrealistic to assume that the covariates are

constant during the spell, see Gupta (1991). In other words, it is unrealistic to assume

that households do not notice these variations at no-purchase store visits. The set of

covariates will usually include marketing instruments such as price and display. These

variables do not evolve smoothly over time, rather, they usually change on a weekly basis

or perhaps every day. Denote by τl, for l = 0, .., L, the time indexes where there is a

change in one of the covariates. For ease of exposition we assume that the covariates are

constant within a week. Week 1 then corresponds to the time interval [τ0, τ1]. Denote by

Ki,n(t) the week number corresponding to t time periods after the start of the n-th spell

of household i. This week then starts at τKi,n(t)−1 and ends at τKi,n(t). In Figure 1, we give

a graphical representation of the purchase process. In this example we have purchases in

weeks 2 and 4, and in this case we would therefore have Ki,n(0) = 2 and Ki,n(ti,n) = 4.

To derive the distribution of the interpurchase times we use the fact that the survivor

function Si,n(t|xi,n(t), θi)) equals exp(−Λi,n(t|xi,n(t), θi)), where Λi,n(t|xi,n(t), θi) is the

integrated hazard function. This function is defined as

Λi,n(t|xi,n(t), θi) =

∫ t

0

λi,n(u|xi,n(u), θi)du. (2)

Note that the integrated hazard function depends on the whole path of xi,n(u) for u =

0, . . . , t, see Lancaster (1990) for a discussion. This integral can be decomposed by iden-

tifying intervals in which xi,n(t) is constant. We decompose the integral in three parts,

5



that is, (i) from the start of the duration to the end of the corresponding week, (ii) the

weeks completely contained in the duration, and (iii) from the start of the final week to

the end of the duration. The integrated hazard can be decomposed as

Λi,n(t|xi,n(t), θi) =

∫ τKi,n(0)−di,n−1

0

λi,n(u|xi,n(u), θi)du

+

Ki,n(t)−2
∑

k=Ki,n(0)

∫ τk+1−di,n−1

τk−di,n−1

λi,n(u|xi,n(u), θi)du+

∫ t

τK(t)−1−di,n−1

λi,n(u|xi,n(u), θi)du, (3)

see Gupta (1991) for a similar approach.

As the computation of the integrated hazard function is computationally intensive, it is

convenient to have a closed-form expression for the individual elements of (3). Therefore,

in this paper we use as starting point the hazard structure of an accelerated failure-time

model with a log-logistic baseline hazard. This hazard specification leads to an analytical

expression of the integrated baseline hazard, while it allows for a non-monotonic hazard

function. Another advantage of using an accelerated failure-time specification is that it

corresponds with a linear representation for the case of constant covariates during spells,

see Kalbfleisch and Prentice (1980), Kiefer (1988) and Ridder (1990). This facilitates

the inclusion and interpretation of an autoregressive dynamic structure in the model,

see also Engle and Russell (1998) who consider a similar approach in modeling financial

transaction data. The hazard we consider thus reads as

λi,n(t|xi,n(t), θi) = exp(−xi,n(t)
′βi)λ0(t exp(−xi,n(t)

′βi)|δi), (4)

where θi = (βi, δi) and where λ0(u|δ) denotes the baseline hazard. In case of the log-

logistic distribution, this baseline hazard is defined as

λ0(u|δ) =
δuδ−1

1 + uδ
. (5)

The hazard function then becomes

λi,n(t|xi,n(t), θi) = exp(−xi,n(t)
′βi)λ0(t exp(−xi,n(t)

′βi))

=
δit

δi−1 exp(−xi,n(t)
′βi)

δi

1 + tδi exp(−xi,n(t)′βi)δi
.

(6)
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When the covariates for the n-th spell for household i are constant over the interval (a, b],

the integrated baseline hazard equals

∫ b

a

λi,n(u|xi,n(a), θi)du =

log[1 + bδi exp(−xi,n(a)
′βi)

δi ]− log[1 + aδi exp(−xi,n(a)
′βi)

δi ]. (7)

This result can be used to compute (3). The density function for observation ti,n can be

expressed in terms of the hazard function and the integrated hazard function, that is,

fi,n(ti,n|xi,n(t), θi) = λi,n(ti,n|xi,n(t), θi)Si,n(ti,n|xi,n(t), θi), (8)

where Si,n(ti,n|xi,n(t), θi) = exp(−Λi,n(ti,n|xi,n(t), θi)) denotes the survivor function. Note

that the density function depends on the integrated hazard function and therefore takes

the complete history of the marketing instruments into account.

In Figure 2 we present an illustrative example of the accelerated failure-time hazard

model with time-varying explanatory variables. In this figure the left-hand vertical axis

gives the hazard rate, while the right-hand vertical axis gives the “score” (xi,n(t)
′β) which

changes at calendar times τl (lower line). The smooth curve shows the baseline hazard,

that is the hazard without correcting for the explanatory variables. Finally the kinked

top line shows how the hazard is scaled and stretched as a result of the time-varying

explanatory variables. A low “score” xi,n(t)
′β yields a higher hazard rate and therefore

lowers the expected interpurchase time.

2.2 Dynamics

The model discussed in the previous section is static, in the sense that interpurchase

times are only explained by current explanatory variables. It is however likely that the

interpurchase times of households are correlated over time. For example, promotional

activities may not only have an effect on current but also on future interpurchase times.

A flexible specification of these dynamic patterns is obtained by adding lagged in-

terpurchase times and by incorporating the value of the marketing instruments at the

last purchase. Technically speaking, we add ln ti,n−1 and xi,n−1(ti,n−1) to explain the n-th
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interpurchase time of household i. Defining wi,n(t) = (xi,n(t), ln ti,n−1, xi,n−1(ti,n−1)) and

γi = (αi, ρi, ωi), we can easily obtain the hazard specification for the dynamic case from

(6) by replacing xi,n(t)
′βi with wi,n(t)

′γi.

The hazard corresponding with this dynamic duration model has to be defined as

a conditional hazard given the previous interpurchase time. This conditional hazard

function for ti,n given ti,n−1 reads as

λi,n(t|wi,n(t), θi) =
δit

δi−1 exp(−wi,n(t)
′γi)

δi

1 + tδi exp(−wi,n(t)′γi)δi
, (9)

with θi = (γi, δi) and note that wi,n(t) contains ln ti,n−1. The density function of the

timing of the n-th purchase occasion of household i given ti,n−1 is therefore

fi,n(t|wi,n(t), θi) = λi,n(t|wi,n(t), θi) exp(−Λi,n(t|wi,n(t), θi)), (10)

where Λi,n(t|wi,n(t), θi) is the integrated hazard function.

2.3 Interpretation of dynamics

For a straightforward interpretation of the parameters in the dynamic specification of the

duration model, it is useful to consider the effects of a promotion during a spell. More

specifically, in this section we study the dynamic effects of a promotion starting directly

following a purchase made by a focal household and the promotion will end directly

after the next purchase of this household. Under this strategy the marketing instruments

are constant during spells. The fact that marketing instruments do not change between

purchases allows for an intuitive interpretation of the parameters.

In case the covariates are constant during spells we can denote wi,n(t) = wi,n, further-

more the survivor function now simplifies to

Si,n(t|wi,n, θi) =
1

1 + [exp(−w′

i,nγi)t]
δi
. (11)

For the distribution of t∗i,n = δi(ln ti,n − w′

i,nγi), we derive that

Pr[t∗i,n < E] = Pr[δi(ln ti,n − w′

i,nγi) < E] = Pr[ti,n < exp(x′i,nβi + 1/δiE)]

= 1− S(exp(w′

i,nγi + 1/δiE)) = 1−
1

1 + exp(1/δiE)δi

= 1−
1

1 + exp(E)
.

(12)
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Hence, in the case of constant regressors, t∗i,n has a logistic density. As its density does

not depend on covariates and model parameters, we can linearize the duration model as

ln ti,n = w′

i,nγi + σiηi,n

= ρi ln ti,n−1 + x′i,nαi + x′i,n−1ωi + σiηi,n,
(13)

where σi = 1/δi, and where ηi,n is logistic distributed such that E[ηi,n] = 0. Note that

under the restriction of constant covariates, (13) is an exact alternative representation of

the hazard model in (9) under constant covariates during spells.

Following ideas from the area of time-series analysis, we further rewrite (13) into the

so-called error-correction format, that is,

∆ ln ti,n = ∆x′i,nαi + (ρi − 1)(ln ti,n−1 − x′i,n−1βi) + σiηi,n, (14)

where βi = (αi + ωi)/(1 − ρi) and where ∆ is the first difference operator defined as

∆zi,n = zi,n− zi,n−1, where zi,n can be ln ti,n or xi,n. To exclude the implausible explosive

behavior of the interpurchase times, we impose that |ρi| < 1, for all i. The term ∆x′i,nαi

in (14) concerns the short-run effects of a change in xi,n on the interpurchase time, while

the term −x′i,n−1βi in the so-called error correction part concerns the long-run effects.

Notice that we cannot estimate different short- and long-run effects of variables that do

not change during the time period considered, like for example household size, as then

∆xi,n will be zero and αi is not identified. We label the model in (14) the error correction

model [ECM] and it will be the main specification in the rest of the paper. The long-run

effects in this specification may differ in size or even in sign from short-run effects.

Following the usual time series terminology, see Hendry et al. (1984), there may be a

restricted specification that is relevant. First of all, we can restrict the short-run and the

long-run parameters to be equal (αi = βi). The resulting specification is known as the

common-factor specification. Under this specification, (13) transforms into

(ln ti,n − x′i,nβi) = ρi(ln ti,n−1 − x′i,n−1βi) + σiηi,n. (15)

The autoregressive parameter ρi is in this case equal to the correlation between (ln ti,n −

x′i,nβi) and (ln ti,n−1 − x′i,n−1βi). This specification is equivalent to a model where only
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contemporaneous explanatory variables are included and where the error term follows an

AR(1) model, that is (15) is equivalent to

ln ti,n = w′

i,nγi + σiηi,n

ηi,n = ρiηi,n−1 + ui,n,
(16)

where ui,n is again an unobserved error term for which we take the same distributional

assumptions as for ηi,n. If we additionally impose ρi to be zero we obtain a static specifi-

cation in which there are no dynamic effects.

2.3.1 Effects of a promotion during spells

We next analyze the dynamic effects of the explanatory variables on interpurchase times.

The short-run effect of a marketing instrument is defined as the instantaneous effect of its

(permanent) change on the interpurchase time. The long-run effect measures the effect of

a permanent change of a marketing instrument at time t′ on the interpurchase times at t

as t→∞. We focus on the error correction duration model (14) as this model nests the

common factor representation (15) (αi = βi) and the static model (αi = βi and ρi = 0).

First, we consider the derivative of ln ti,n with respect to xi,n, that is,

∂ ln ti,n
∂xi,n

= αi. (17)

Hence, an ε change in xi,n, for example due to a price reduction or a promotional activity,

leads to αiε change in the log current interpurchase time. Note that if xi,n is for example

the natural log of a variable, we can interpret αi as an elasticity.

To analyze the effects of changes in the explanatory variables on future log interpur-

chase times, we can follow a similar procedure. The partial derivative of ln ti,n+1 with

respect to xi,n is given by

∂ ln ti,n+1

∂xi,n

= −αi − (ρi − 1)βi + ρi
∂ ln ti,n
∂xi,n

= (ρi − 1)(αi − βi). (18)

An ε change in xi,n leads to a change of ε(ρi−1)(αi−βi) in ln ti,n+1. The derivative is zero

if αi = βi. Note that the case with ρi = 1 is ruled out to avoid explosive interpurchase

times. Hence, the common factor specification (15) (and of course the static model)
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imposes that changes in xi,n have no effect on the next interpurchase time. If βi < αi,

some of the effect of the change in xi,n on the current interpurchase time is compensated

by an opposite effect on the next interpurchase time.

For the subsequent interpurchase time it holds that

∂ ln ti,n+2

∂xi,n

= ρi
∂ ln ti,n+1

∂xi,n

= ρi(ρi − 1)(αi − βi). (19)

To derive the partial derivative of ln ti,n+k with respect to xi,n, we note that for r > 2

∂ ln ti,n+r/∂xi,n = ρi∂ ln ti,n+r−1/∂xi,n and hence that

∂ ln ti,n+k

∂xi,n

= ρ
(k−1)
i (ρi − 1)(αi − βi). (20)

If |ρi| < 1 the effect of a change in xi,n on future interpurchase times will decline expo-

nentially, and eventually it becomes zero.

From the above exercise it can already be understood that permanent changes in

interpurchase times can only be obtained when xi,n changes permanently. For example,

our model implies that only a permanent lower price can generate a permanent reduction

in interpurchase times. To derive the long-run effects of a permanent change in xi,n, we

apply repeated backward substitution to (14) and obtain

ln ti,n = ρi ln ti,n−1 +∆x′i,nαi − (ρi − 1)x′i,n−1βi + σiηi,n

= ρ2
i ln ti,n−2 +∆x′i,nαi + ρi∆x

′

i,n−1αi

− (ρi − 1)x′i,n−1βi − ρi(ρi − 1)x′i,n−2βi + σiηi,n + ρiσiηi,n−1

= ρni ln ti,0 +
n−1
∑

j=0

ρji (∆x
′

i,n−jαi − (ρi − 1)x′i,n−j−1βi + σiηi,n−j),

(21)

where ti,0 denotes the pre-sample starting value of ti,n. As |ρi| < 1, ρni → 0 for large n

and the influence of ln ti,0 can be neglected. If we further impose that xi,n is fixed over

the purchase occasions, that is xi = xi,n = xi,n−j , j = 1, . . . ,∞, then for n → ∞, (21)

becomes

ln ti,n =
∞

∑

j=0

ρji (−(ρi − 1)x′iβi + σiηi,n−j) = x′iβi +
∞

∑

j=0

ρjiσiηi,n−j . (22)
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Hence, as E[ηi,n−j ] = 0 for all j, the long-run expectation of ln ti,n given xi is

E[ln ti,n|xi] = x′iβi. (23)

If follows from (23) that the long-run effect of a permanent change in xi on the log

interpurchase time is βi. In sum, our error correction model for interpurchase times has

short-run effects αi and long-run effects βi. Note again that in the common factor model

these effects both equal βi and in the static model there are no dynamic effects at all.

Finally, to describe the dynamics in the interpurchase time model, we obtain the effects

of an unexplained shock during the n-th interpurchase time on the subsequent purchase

timings. The effect of a shock on future interpurchase times can easily be obtained from

(21). The effect of an ε shock during the n-th interpurchase spell on the n+ k-th spell is

given by ρki ε.

Table 1 gives an overview of all the dynamic effects for several relevant version of the

model, that is the static version (ρi = 0, αi = βi), the common factor model (ρi 6= 0, αi =

βi), the error correction model with ρi = 0 and the error correction model with unre-

stricted ρi. For ease of exposition we suppress the index i in this table. The table clearly

shows the differences across the models. The static model does not allow for dynamic ef-

fects. The common factor model only captures the dynamics through unexplained shocks.

The error correction model with ρi = 0 does not capture dynamics in shocks but allows

the effect of a marketing effort to carry over to the next interpurchase spell. Depending

on the estimated difference between αi and βi, the effect on this next spell may be positive

or negative. Finally, the unrestricted error correction model allows for dynamics through

shocks, for multi-period carry-over effects of marketing instruments and it allows that the

effect of a permanent change in a marketing instrument smoothly evolves over time.

2.4 Parameter Estimation

Differences in interpurchase times across households may only be partly captured by

including household-specific explanatory variables in the model. Furthermore, it is also

not unlikely that households may react differently to promotional activities. Therefore,
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we allow for household-specific parameters. Using similar arguments as for brand choice,

neglecting this household heterogeneity may lead to an overestimate of the persistence (in

our case ρi) in interpurchase times. See for example Keane (1997) for a discussion of the

effects of neglecting household heterogeneity on state dependence in brand choice.

Estimation of these household-specific parameters may however be difficult if we do not

have enough observations for each household. To circumvent this problem, one usually

assumes that the parameters are draws from a certain population distribution. This

approach is followed in the brand choice models in for example Kamakura and Russell

(1989), Chintagunta et al. (1991) and Gönül and Srinivasan (1993b) among others.

A convenient choice is to assume that the parameters are draws from a finite mixture

distribution which approximates the household heterogeneity distribution, see Jain et al.

(1994) and Allenby and Rossi (1999) among others. The density function for household i

then becomes

gi(ti,1, . . . , ti,Ni
|θ) =

M
∑

m=1

pmhi(ti,1, . . . , ti,Ni
|θm), (24)

whereM denotes the number of mixture components with 0 < pm < 1, m = 1, . . . ,M and
∑M

m=1 pm = 1, and where θ collects the parameters and h(ti,1, . . . , ti,Ni
|θm) is the density

function conditioned on segment m, defined as

hi(ti,1, . . . , ti,Ni
|θm) =

fi,1(ti,1|xi,1, θm)Si,Ni
(ti,Ni

|wi,Ni
(t), θm)

Ni−1
∏

n=2

fi,n(ti,n|wi,n(t), θm), (25)

where the density function fi,n(ti,n|wi,n(t), θm) is given in (10). The second term, involving

the survivor function, is included for the last observation of household i when it is censored

from the right, see for example Kiefer (1988) for a discussion. If there is no censoring,

one can simply remove this term and replace the upper limit of the sum by Ni.

The density for the first observation is denoted by fi,1(ti,1|xi,1, θm). For the first in-

terpurchase time we do not observe the lagged interpurchase time. Instead of fixing its

value, we choose to describe the initial observation by the long-run relation between in-

terpurchase times and the marketing instruments in (23). To be more specific, we take
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the initial observation as

ln ti,1 = µ0,i + x′i,1βi + σ̃iηi,1, (26)

where ηi,1 has a logistic distribution. Note that we allow for a different intercept and scale

parameter for the initial observation for flexibility reasons.

The parameters of duration models generally can be estimated using maximum likeli-

hood [ML]. The log likelihood function is given by

`(θ) =
I

∑

i=1

ln(gi(ti,1, . . . , ti,Ni
|θ)), (27)

where gi(ti,1, . . . , ti,Ni
|θ) is defined in (24). This log likelihood function can be maximized

using standard numerical optimization algorithms. In case of household heterogeneity

one may opt for the EM-algorithm of Dempster et al. (1977). The resulting maximum

likelihood estimator denoted by θ̂ is normally distributed with mean θ and the information

matrix as covariance matrix. To compute this covariance matrix, we take the outer

product of gradients.

Parameter estimates for the static duration model and the common factor duration

model (15) can be obtained in a similar way. As both models are nested in the error

correction model (14), we can use standard likelihood ratio tests to compare the three

models. For instance, under the parameter restriction αm = βm for m = 1, . . . ,M the

error correction duration model (14) simplifies to the common factor model (15). To

compare both models, we can perform a likelihood ratio test for the hypothesis αm = βm.

The corresponding likelihood ratio test statistic, is asymptotically χ2(J) distributed under

the null hypothesis, where J denotes the number of parameter restrictions.

It should be stressed that the likelihood ratio test procedure to compare two model

specifications is only valid if the two models under consideration are nested. They should

then have the same number of mixture componentsM to describe household heterogeneity.

If the number of mixture components is different in the two model specifications, the test

includes a test for the number of mixture components M . Likelihood ratio tests for the

number of mixture components M are not asymptotically χ2-distributed. To illustrate

this, consider a common factor model with two mixture components (M = 2). Under
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the restriction β1 = β2 the mixing proportion p1 is not identified and the likelihood ratio

test statistic for β1 = β2 is not asymptotically χ2-distributed under the null hypothesis.

This phenomenon is known as the Davies (1977) problem. We will abstain from a further

analysis of this issue here, and in our empirical work we will use the out-of-sample log-

likelihood to determine the value of M .

3 Application

In this section we illustrate the dynamic duration models on scanner panel data on pur-

chases of fast-moving consumer goods in three different categories. In Section 3.1, we

discuss the data. In Section 3.2, we consider the maximum likelihood estimates of various

duration models and we examine the presence of dynamic effects in interpurchase times.

In Section 3.3, we use the estimation results to analyze the short-run and long-run effects

of promotions on interpurchase times.

3.1 The Data

The data we use are A.C. Nielsen household scanner panel data on purchases in three

different categories from 1985 to 1988 in Sioux Falls, South Dakota. The three categories

are liquid laundry detergent, catsup and yogurt. These three categories differ substan-

tially in their average purchase rate, consumption patterns and storability. The dynamic

patterns in the purchase timing are likely to differ across these categories. A subset of

these data are analyzed in Chintagunta and Prasad (1998) using a Dynamic McFadden

Model. We aggregate marketing efforts to a weekly level as, in fast moving consumer

goods markets, these efforts tend to be constant during a week, where the week is defined

from Wednesday to Tuesday. We do allow households to have multiple purchase occasions

during one week.

For each category we select households buying only of the top brands. The top brands

are defined as those brands that are sold frequently enough to build up the entire market-

ing effort history. This selection will delete more households in some categories than in

others. Furthermore, we select households which are observed to buy at least four times
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in the observational period. Table 2 shows an overview of the data. This table shows

that, compared to the catsup category, there are less households for the detergent and the

yogurt categories. The main reason seems to be that there are just a few (main) brands

in the catsup category. For the other two categories there are more main brands but

also many smaller brands. Households buying such small brands have to be completely

removed from the data. The selected brands account for almost 90% of the market in all

three categories. However, the selected households, that is, those never buying another

brand, only account for 38, 35 and 59% for yogurt, detergent and catsup, respectively.

Furthermore, we trim the number of weeks to yield a period in which all brands are avail-

able. For example, for the detergent category the data contain a brand introduction and

for this category we start our analysis after this event.

For each purchase occasion, we know the timing and the volume purchased. Further-

more, for each week we know the shelf price (dollars/32oz.) of all brands and which brands

are featured or displayed. As the interpurchase time is defined at the category level we

need to aggregate the marketing information over stores and brands. To keep as much

information as possible, we use household-specific weights in this aggregation. Following

Gupta (1991), we use household-specific volume brand shares to aggregate over brands.

Aggregation over stores is done using household-specific store weights. Note that, by us-

ing this weighting scheme, we use for each household only data on the relevant store and

brand options. The easier method, that is, using the marketing instruments of the store

actually visited and the brand actually chosen, is not an option here. This is because in

the weeks between purchases, we have not yet observed the brand choice and therefore

this information cannot be used. Due to this aggregation, the display and feature vari-

ables represent the percentage of stores featuring a brand, or having the brand on display

in the category. Next to information on marketing activities and purchase timing, we

also have access to some household characteristics. In our purchase timing models we use

the household size, household income and the volume purchased at the previous purchase

occasion.

Tables 2 and 3 give some summary statistics on the three categories and the ex-
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planatory variables. After the above-mentioned selections, we are left with at least 585

households in each category and over 7000 observed interpurchase spells. We have the

most data for the catsup category, that is 1435 households with 14489 interpurchase spells.

The mean interpurchase time ranges from 5 to 10 weeks. Note that marketing instruments

in Table 3 are averaged over weeks, stores and different UPCs. The display and feature

variables therefore take values between 0 and 1. The average levels of these variables seem

quite small, but there are many weeks in which some UPCs were on display or featured.

3.2 Estimation Results

To analyze interpurchase times, we consider three versions of our model, that is, the

commonly considered static duration model, the common factor duration model (15),

and our error correction duration model (14), where this last model is the most flexible.

Note that we do not intend to model brand choice and purchase quantity, at least, not

in this paper. As explanatory variables we use household size, household income and

the volume purchased at the previous purchase occasion (divided by 32 oz.). The latter

variable is used as a proxy for “regular” and “fill-in” trips and it also accounts for the

effects of household inventory behavior on purchase timing, see also Chintagunta and

Prasad (1998). Furthermore, we use the actual price in dollars per 32 oz. Finally, two

variables are used to indicate whether brands were on display or were featured.

To select the optimal model for each category, we use the following model selection

strategy. First of all, we select the optimal number of segments to use to capture the

heterogeneity. To this end, we estimate the error correction specification (14) of the

duration model for different numbers of segments. The performance of each model is

measured using the log likelihood on an out-of-sample selection of households. We use

75% of the households for parameter estimation and the remaining 25% are the out-

of-sample households. The number of segments yielding the highest out-of-sample log

likelihood is then selected. Note that by using an out-of-sample measure to select the

number of segments, we reduce the probability of overfitting the data. For the selected

number of segments, we test whether we can restrict the dynamic structure of the error
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correction model to a common factor (15) or to a static representation. As these last two

models are nested within the error correction specification, we can use Likelihood Ratio

[LR] tests to test for restricted dynamic structures.

For the catsup and the yogurt category, it turns out that four segments are sufficient

to capture the heterogeneity, while for the detergent category we need six segments. Upon

using LR-tests, the static and the common-factor specification are rejected against the

error-correction model for all categories. This shows that there are indeed significant

dynamic effects in interpurchase timing. Furthermore, as the common-factor model is

rejected against the error-correction model, short-run effects apparently differ from the

corresponding long-run effects.

In Table 4 and Table 5, we present the estimation results for the three categories for

the final models. Table 4 shows the mean parameters over the sample, that is
∑M

m=1 p̂mθ̂m.

Parameters in boldface are significant at 5%. In parentheses, the table gives the segment

numbers for which the (segment-specific) parameters are significantly different from zero.

Note that the segments are ordered such that segment 1 is the largest. Next, Table 5

shows the average parameter estimates over the segments for which there is a significant

effect. This table also gives the corresponding fraction of the sample. This table will be

especially useful to compare the three categories.

Tables 4 and 5 display the parameter estimates of the error correction duration model

(14) for the yogurt category in the second column. As household size and income are

constant over the time period considered, we cannot estimate a different short-run and

long-run effect of these variables. Price has a significant short-run effect for the first two

segments (88.5%) of the sample and a significant long-run effect for the first and the third

segment (78.5%). Display only has a significant short-run effect for segment 1. Finally,

the ρ parameter is significant for all but the smallest segment of the sample, its mean

equals 0.199. Therefore, on average, 20% of a shock to the interpurchase time is carried

over to the next spell.

The third column shows the estimation results for the detergent category. Display has

significant short-run and long-run effects for 76.7% and 43.2% of the sample, respectively,
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where now the short-run effect is larger. In comparison to the yogurt category, the pur-

chased volume has a much larger effect on the purchase timing of detergent. If a household

buys a large quantity of detergent, it is likely that the next observed interpurchase time

will be longer than on average. An obvious explanation is that this product can be easily

held on stock, in contrast to yogurt. For yogurt, one may expect the usage rate to increase

with the purchased quantity. In the detergent category, the autocorrelation parameter

ρ is only significant for the smallest categories. Averaged over these two categories the

estimate of ρ equals 0.231. Although on average there is no significant correlation, for

9.5% of the sample we do find a significant autoregressive relation.

The third category we study concerns catsup. For this category we do not find a

significant ρ-parameter for any segment. The speed of convergence to the steady state

for this category is therefore very large. Not surprisingly, this category has the largest

mean interpurchase time, see Table 2. Purchase occasions tend to be relatively far apart

in (calendar) time, leading to a smaller correlation between interpurchase times. We

however do find significantly different long-run and short-run effects. Surprisingly, for

the largest segment of households a price increase decreases interpurchase times on the

long-run. A possible explanation for this finding is that households may buy smaller

quantities/sizes of catsup when the price is high. A permanent increase in price will in

that case lead to smaller interpurchase times. Finally, we see that previous purchases

only have a short-run effect, thereby again illustrating that an error-correction model can

yield useful inference.

When we compare the results for the three categories in Table 5, we find that (i)

categories with large interpurchase times have smaller autocorrelations, that (ii) short-

run effects of marketing instruments differ significantly from the long-run effects, and that

(iii) price has most long-run effect on the perishable product.

3.3 Short-Run Effects of Promotions

In this section we examine the short and long-run effects of specific promotion scenarios on

interpurchase timing. We discuss two different scenarios, one that is not very realistic and
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one that is realistic but more difficult to evaluate. It will turn out that the first scenario

does provide very useful insights in the dynamics, and hence has important managerial

implications.

First of all we analyze the effects of a promotion targeted at one specific household,

the promotion starts right after an observed purchase and ends at the time of the next

purchase. Under this marketing plan, the marketing efforts are constant during the in-

terpurchase spells of this household. We can therefore use the results of Section 2.3 to

derive the effects of such a promotion on the future interpurchase times. Using the same

results we can evaluate the effects of a permanent promotion on the purchase timing of

this household.

Figure 3 shows the effects of a price promotion and the effects of a display on the

interpurchase times in the yogurt category. The results are based on the parameter

estimates for the largest segment in the error-correction specification (14), see the second

column of Table 4. The top graph in Figure 3 shows the effects of a price cut on five

consecutive interpurchase spells, where the effect is represented by the partial derivative

of the log interpurchase time to the marketing instrument. We see that a temporary price

cut (solid line) has a strong negative effect on the first interpurchase time. The effect on

the next interpurchase times is negative as well, but the size of the effect quickly converges

to zero. Only for the first two interpurchase times does the price cut have a substantive

impact. As the carry-over effects have the same sign as the direct effect, the long-run

effect of a permanent price cut (dashed line) is larger than the direct effect.

For display, we obtain a different pattern. Although display shortens the first in-

terpurchase time the next ones are expected to be larger than normal. For display, it

therefore holds that the long-run effect of a permanent display is smaller than the direct

effect. Actually the long-run effect for display is not significantly different from zero for

any segment, see Table 4. Display therefore mainly has short-run effects, while price has

short as well as long-run effects.

The above analysis is directly obtained from the parameter estimates. However, it only

gives the effects for a very specific situation, that is, the effects of a promotion targeted
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at a single household. In practice one is interested in the effects on a more aggregate

level and the promotion will then not start at the beginning of the interpurchase spells

of all households. A more realistic setting is a promotion during one week. To assess

the impact of such a promotion, we have to rely on simulation. We use the estimated

model to simulate purchases for a number of households starting at calendar time t0,

where we have a promotion from t1 to t2, and for t < t1 and t > t2, we set the marketing

instruments to their sample mean, see Table 3. The size of the promotion is set to one

standard deviation. For every week, we calculate the percentage of households that would

have made a purchase. The average interpurchase time for this week is the reciprocal of

this percentage. Note that we now measure the absolute effects of promotion instead of

marginal effects as in the previous exercise.

Figure 4 shows the effects of a promotion during one week, again for the largest

segment of households in the yogurt category. Contrary to the previous analysis the

current scenario analysis is done in calendar time. Interestingly, this graph shows the same

general pattern as the analysis on the household level, see Figure 3, thereby demonstrating

how one can use the modeling results to evaluate the effects of managerial decisions.

4 Conclusion

In this paper we proposed a dynamic model for interpurchase times, in which we can

disentangle short-run from long-run effects of marketing variables. We discussed repre-

sentation, interpretation and estimation issues. We illustrated our model for purchases

on three different categories and we found that the short-run effects of marketing-mix

variables can be significantly different from the long-run effects. Also, we found that

the effects of marketing instruments, both in the short-run and the long-run, can vary

substantially across categories. Additionally, we showed that our model can be used to

evaluate marketing strategies.

A topic of further research amounts to building on the work of Gupta (1988), Chinta-

gunta (1993), Ailawadi and Neslin (1998) and Bucklin et al. (1998), where interpurchase

times or purchase incidence decisions are combined with brand choice and purchase quan-
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tity. Indeed, one could construct models for long-run and short-run effects of marketing

mix variables for all marketing performance measures jointly. In this case, we could use

the approach of Paap and Franses (2000) to capture dynamics in brand choice and the

ideas in Böckenholt (1998) to model dynamics in purchased quantity.
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Table 1: Dynamic effects of temporary and permanent changes in marketing instru-
ments and of unexplained shocks in different model versions

Static Common Factor ECM (ρ = 0) ECM (0 < |ρ| < 1)

Temporary change in x at time n
∂ ln tn/∂xn β β α α
∂ ln tn+1/∂xn 0 0 −(α− β) (ρ− 1)(α− β)

...
...

...
...

...
∂ ln tn+k/∂xn 0 0 0 ρk−1(ρ− 1)(α− β)

...
...

...
...

...
∂ ln t∞/∂xn 0 0 0 0

Permanent change in x starting at time n
∂ ln tn/∂x β β α α
∂ ln tn+1/∂x β β β ρα + (1− ρ)β

...
...

...
...

...

∂ ln tn+k/∂x β β β ρkα + (1− ρ)β
∑k−1

i=0 ρ
i

...
...

...
...

...
∂ ln t∞/∂x β β β β

Effect of an ε shock at time n
ln tn ε ε ε ε
ln tn+1 0 ρε 0 ρε

...
...

...
...

...
ln tn+k 0 ρkε 0 ρkε

...
...

...
...

...
ln t∞ 0 0 0 0
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Table 2: Data characteristics three scanner panel data sets (interpur-
chase time measured in weeks)

Interpurchase time
# brands # stores T a I b count mean

Catsup 3 15 139 1435 14489 10.00
Detergent 13 13 97 624 7290 6.94
Yogurt 6 13 91 585 7019 4.98

a Number of interpurchase spells
b Number of households

Table 3: Explanatory variables

Brand characteristics Household char.
Price ($/32 oz.) Display (%) Feature (%) Income Size Volume (32 oz.)

Catsup 1.20 1.52 2.96 6.40 3.44 1.11
Detergent 1.60 0.60 0.47 6.00 3.01 2.77
Yogurt 2.32 0.88 2.59 6.16 2.86 0.76
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Table 4: Sample averaged ML parameter estimates for the yogurt, catsup and
detergent categories for the error-correction duration model, with household
heterogeneity. Significant estimates (at 5-% level) are given in boldface, and in
parentheses we indicate the segments for which the segment-level estimate is
significant.

yogurt detergent catsup

short-run parameters (α)

price (32 oz.) 0.629 (12 ) 0.795 ( 2 ) 1.115 (12 )

display −1.265 (1 ) −3.010 (12 4 ) −2.347 (1234)

feature −0.619 ( ) −0.920 ( 2 4 ) −1.652 (1234)

volume prev. (32 oz.) −0.020 ( 3 ) 0.135 (12 456) 0.090 ( 234)

long-run parameters (β)

price (32 oz.) 1.044 (1 3 ) 0.234 ( 2 ) −0.437 (1 )

display −0.396 ( ) −2.090 (1 ) −1.615 (12 )

feature −0.045 ( ) −0.963 ( 2 ) −2.009 (1234)

household income −0.004 ( ) −0.019 ( 5 ) 0.006 ( 2 )

household size −0.040 (1 ) −0.176 (123456) −0.188 (1234)

volume prev. (32 oz.) −0.085 ( ) 0.133 (1234 6) 0.065 (1234)

µ1 1.609 (123 ) 2.148 (123456) 2.892 (1234)

µ0 − µ1 0.067 ( 3 ) 0.037 ( 3 ) −0.018 ( )

δ0 1.637 (123 ) 2.341 (123456) 2.277 (1234)

δ1 1.732 (123 ) 2.613 (123456) 2.008 (1234)

ρ 0.199 (123 ) 0.003 ( 56) 0.010 ( )

p1 0.703 0.432 0.487

p2 0.182 0.236 0.258

p3 0.082 0.139 0.209

p4 0.034 0.099 0.046

p5 – 0.048 –
p6 – 0.047 –

In-sample `(θ̂) -12927.33 -14968.93 -35693.80
LR-tests (p-values)

static vs ECM 0.000 0.000 0.000
common factor vs ECM 0.000 0.000 0.000
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Table 5: Average parameter estimates over segments for which the segment-
specific estimates are significant at 5%, with the corresponding fraction of the
sample in parentheses.

yogurt detergent catsup

short-run effects (α)

price (32 oz.) 0.648 (88.5) 1.538 (43.2) 1.356 (74.5)
display −1.836 (70.3) −3.174 (76.7) −2.347 (100)
feature – (0.0) −2.267 (33.5) −1.652 (100)
volume prev. (32 oz.) 0.414 (8.2) 0.155 (86.1) 0.232 (51.3)

long-run effects (β)

price (32 oz.) 1.369 (78.5) 0.937 (23.6) −1.014 (48.7)
display – (0.0) −4.569 (43.2) −1.933 (74.5)
feature – (0.0) −3.583 (23.6) −2.009 (100)
household income – (0.0) −0.177 (4.8) 0.025 (25.8)
household size −0.056 (70.3) −0.176 (100) −0.188 (100)
volume prev. (32 oz.) – (0.0) 0.138 (92.5) 0.065 (100)

µ1 1.664 (96.6) 2.148 (100) 2.892 (100)
µ0 − µ1 0.783 (8.2) 0.298 (13.9) – (0.0)
δ0 1.562 (96.6) 2.341 (100) 2.277 (100)
δ1 1.651 (96.6) 2.613 (100) 2.008 (100)
ρ 0.205 (96.6) 0.231 (9.5) – (0.0)
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