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#### Abstract

We address the 3D volume reconstruction problem from depth adjacent sub-volumes acquired by a confocal laser scanning microscope (CLSM). Our goal is to align the sub-volumes by estimating a set of optimal global transformations that preserve morphological continuity of medical structures, e.g., blood vessels, in the reconstructed 3D volume. We approach the problem by learning morphological characteristics of structures of interest in each sub-volume to understand global alignment transformations. Based on the observations of morphology, sub-volumes are aligned by connecting the morphological features at the sub-volume boundaries by minimizing morphological discontinuity. To minimize the discontinuity, we introduce three morphological discontinuity metrics: discontinuity magnitude at sub-volume boundary points, and overall and junction discontinuity residuals after polynomial curve fitting to multiple aligned sub-volumes. The proposed techniques have been applied to the problem of aligning CLSM sub-volumes acquired from four consecutive physical cross sections. Our experimental results demonstrated significant improvements of morphological smoothness of medical structures in comparison with the results obtained by feature matching at the sub-volume boundaries. The experimental results were evaluated by visual inspection and by quantifying morphological discontinuity metrics.
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## 1 Introduction

We address the problem of 3D volume reconstruction from depth adjacent sub-volumes (i.e., sets of image frames) acquired by a confocal laser scanning microscope (CLSM). Recently, CLSM is recognized as one of the major advances in microscopy due to (a) its ability of nondestructive 3D imaging of a tissue sample with a relatively large thickness, (b) high-resolution imaging, and (c) use of biochemical-staining techniques that provides unprecedented biomolecular specificity [1] [2]. CLSM provides true 3D resolution by suppressing signal from out-of-focus planes without distorting any physical part during the acquisition process. As a result, a single sub-volume contains a set of images that are perfectly aligned in their reference coordinate system, and the images are consistently labeled according to their physical depth. Nonetheless, CLSM imaging is limited by the maximum thickness of a sample (about 20~40 $\mu m$ ) that might be imaged as a single sub-volume. Thus, 3D volume reconstruction, i.e., alignment of multiple sub-volumes, is still needed and remains a very challenging problem.

[^0]In general, accurate volume reconstruction is very important for structural and quantitative analyses, e.g., surface area or volume analysis, as well as for visual inspection and understanding. The main difference as well as advantage of 3D volume reconstruction from 2D histological cross sections acquired by CLSM in comparison to a regular bright field microscope is in the presence of 3D structural information in sub-volumes (stacks of already aligned image frames forming one sub-volume). Thus, one can take an advantage of the available 3D morphological information within each sub-volume for more accurate alignment as it is presented in our paper.

To construct a full 3D volume from acquired multiple sub-volumes, one has to transform all 3D sub-volumes to a reference coordinate system. The underlying assumption in this process is based on the fact that CLSM imaging performs optical sectioning without changing geometrical parameters during image acquisition. In other words, it is assumed that optical sections in a sub-volume are already perfectly aligned. In contrast, physical sections (subvolumes) could be rotated and translated due to unconstrained specimen placement under the microscope, and possibly distorted (scaled and/or sheared) due to physical sectioning that includes tissue slicing and handling. It is known to be very difficult or impossible to eliminate the slide preparation factors during acquisition process, and therefore alignment driven image transformations are inevitable. Thus, our objective is to automate accurate alignment by formulating 3D volume reconstruction problem from CLSM sub-volumes as an optimization problem that minimizes morphological discontinuity across physical boundaries of subvolumes.

We approach the 3D volume reconstruction problem by learning morphological characteristics of structures inside of each sub-volume first, and then we align sub-volumes using the structural characteristics. The sub-volume alignment process can be described by the following steps; Segment out salient medical structures in each sub-volume, such as cylindrical structures; Establish correspondences between structures from adjacent sub-volumes; Compute 2D centroids of the segmented structures in each frame (lateral plane) to obtain a discrete set of points forming a 3D trajectory for each medical structure within a sub-volume; Assume continuity of trajectories within a sub-volume and estimate 3D trajectories from sets of points using continuous polynomial models, e.g., regression-discontinuity analysis [3]; Assume continuity of trajectories across multiple sub-volumes and fuse corresponding 3D trajectories of adjacent sub-volumes by combining their 3D trajectory models; Align adjacent sub-volumes by (a) computing a global sub-volume to sub-volume transformation derived from the set of fused 3D trajectories and (b) applying the transformation to all image frames within each subvolume.

Based on the previous work, 3D volume reconstruction methods developed for pair-wise subvolume alignment can be classified as intensity based methods (e.g., normalized cross correlation or normalized mutual information) or morphological feature-based methods (e.g., shape matching, semi-automated method) [4]. Intensity-based methods are typically performed by selecting or generating a pair of representative images from adjacent sub-volumes [5], determining a global transformation parameters by minimizing a similarity metric for all possible transformations, and applying the computed global transformation to the sub-volume. Intuitively, using the intensity-based approach, one could select a pair of end frames that are the closest to the boundary of adjacent physical sections to minimize morphological distortion of the structural changes. However, it is well known that due to spatial intensity heterogeneity of end frames in sub-volumes, correlation techniques would result in very low similarity measures, which frequently leads to undesirable sensitivity to noise and inaccurate alignments [6], [7]. To overcome the problems with end frames, alternative approaches for frame selection have been suggested that would select the highest contrast images [5] or generate a representative image based on sub-volume analysis, e.g., projection used in [8]. Although the
intensity-based methods are successful in a limited set of problems, it should be noted that they are computationally expensive due to a large search space of transformation parameters. If the search space would be sub-optimally constrained then the alignment accuracy might be compromised and could result in discontinuities along z -axis (depth).

Given partial 3D information about structures presented in each sub-volume, we extracted centroid trajectories of volumetric segments for registration purposes. In the past, the use of similar trajectories could be found in the computer vision literature applied to motion tracking problems from video sequences [9] [10]. In the case of video, trajectory fusion is performed by using all available spatio-temporal information [10]. Our work with 3D medical volumes differs in two aspects. First, trajectories are extracted from $2+z$ data sets as opposed to $2+t$ data sets. Second, the primary objective in motion tracking from video is to estimate motion of each object from its trajectory, while the main objective in 3D volume reconstruction is to estimate a global registration transformation from all 3D trajectories for alignment purposes. The ultimate goal of the trajectory fusion in 3D medical volume reconstruction is to automate accurate alignment of sub-volumes by optimizing global registration accuracy as opposed to accurate tracking of each trajectory that would correspond to either a medical structure or a single moving object in a video stream. Our trajectory-based approach to 3D volume reconstruction has not been explored for CLSM sub-volume alignment in the past.

The morphological feature-based methods are usually performed by (1) detecting and segmenting morphological features, such as centroids, shape, and/or area parameters, from regions of interest, (2) computing correspondences of features from two adjacent sub-volumes, and (3) estimating a global transformation based on the corresponding features. To estimate the most accurate transformation, it is essential to minimize segmentation error and spurious feature matching, and to maximize the number of corresponding features for comparison. If the sub-volume alignment problem is approached by selecting 2D frames for matching, then the frame selection issue is present as it was described in the case of the intensity-based methods. In order to avoid the problem of frame selection and to utilize 3D information present in 3D sub-volumes, our approach to sub-volume alignment is based on extracting morphological characteristics of 3D structures in each sub-volume and then aligning the subvolumes by fusing the characteristics.

In general, measuring intra- and inter-sub-volume continuity or discontinuity from digital data requires defining several mathematical concepts followed by understanding sampling issues and information processing limitations. For example, Leclerc and Zucker suggest the following conditions that must be met for accurate and reliable estimation of local structure [11]. First, both discontinuities in intensity and the derivative of intensity must be located. Second, the discontinuity must be located considering noise, underlying local structure, and the neighborhood size at the junction. Third, the appropriate fitting model must be defined including the number of samples and the class of fitting curves.

Although important for modeling discrete data, several rigorous definitions of concepts were omitted for brevity, for instance, the concepts like discontinuity, minimum spacing between neighboring discontinuities, minimum trajectory sampling frequency, minimum signal-tonoise ratio (SNR), or categories of 3D structures just to name a few. All the above play a key role in applying the developed methods to other domain problems and should be considered beforehand. For readers without medical background, the problem presented here could be generalized to other analyses of high dimensional curves and volumes, for instance, to the problems related to fusing hyperspectral imagery. From a mathematical perspective, the problem of fusing high dimensional trajectories based on a continuity assumption is complementary to the problem of splitting trajectories based on a discontinuity assumption. The duality of these problems has been studied for the purposes of extracting image local
structures, such as extracting 1D discontinuities in [11], [12] or performing 2D segmentation in [13], [14]. The same duality principle would apply to 3D structures and hence the utility of the presented fusion methods would also be in providing a quality control for the preparation of histological sections. For instance, if the discontinuity or residuals would exceed a certain value then the sub-volumes would be flagged for medical technicians.

The paper is organized as followings: Section 2 describes the process of 3D volume reconstruction using two different trajectory fusion methods defined by two evaluation methods. In Section 3, we describe the material preparation for test data, followed by presenting experimental results for different (a) trajectory fusion method, (b) physical gaps between adjacent sub-volumes, and (c) polynomial model complexity.

## 2 Methods

In this paper, we developed a trajectory-based sub-volume alignment method using two trajectory fusion objectives, such as minimum discontinuity across the pair of adjacent subvolumes and minimum residual of a polynomial fit to corresponding trajectory points from the adjacent sub-volumes. The overall process of the developed techniques is described as follows, and an overview is shown in Figure 1.

1. Perform 3D segmentation to detect all possible closed volumetric segments (e.g., vascular structures) in each sub-volume.
2. Remove incomplete volumetric segments (e.g., short segments along z-axis).
3. Find corresponding volumetric segments in two adjacent sub-volumes.
4. Compute volumetric segment trajectory points by estimating 2 D centroids in each 2 D frame of a sub-volume.
5. Determine pairs of alignment control points from two adjacent sub-volumes by fusing corresponding sets of trajectory points.
6. Estimate parameters of a global alignment transformation model based on the pairs of alignment control points.

### 2.1 Three-dimensional segmentation

We developed a sphere-based region growing method that can segment out partially closed volumetric segments by extending 2D ball-based segmentation method described in [15]. The volumetric segments in our data correspond to vascular structures. In the absence of artificially inserted fiduciary markers, detecting vascular structures is critical for computer-assisted 3D volume reconstruction including tile mosaicking and sub-volume alignment tasks. The fact that vascular structures are observed as partially closed volumetric segments in CLSM images is caused by photo bleaching or loss (possibly lack) of a fluorescent dye. The developed region growing method can recover vascular regions in those cases when an edge of a color homogeneous closed region is discontinued, an edge is partially destroyed during noise thresholding (especially if a high threshold has to be applied to remove background), or an edge is missing since it lies partially outside of the imaged area. Figure 2 shows an illustration of 3D segmentation by growing interior region of a vascular region using a virtual sphere (ball). Figure 3 illustrates an example of a pair of sub-volumes after 3D segmentation. Features are illustrated with various levels of deformation along the axial direction (depth axis).

In order to automate the segmentation process, the foreground versus background threshold value and ball diameter parameters must be chosen. The threshold value is usually based on the Signal-To-Noise (SNR) ratio of a specific instrument. It is possible to optimize the threshold value by analyzing the histogram of connected segments after thresholding as a function of the
threshold value because a large number of small segments occurring due to speckle noise disappear around the optimal threshold value. The choice of a ball diameter used for connectivity analysis of partially closed volumes is tied to the medical meaning of structures. It requires medical expertise to select structures of interest and analyze their characteristic boundary length and the level of boundary closeness. Thus, we have experimentally chosen the ball diameter by evaluating multiple segmentation outcomes and selecting the diameter that led to a visually determined "meaningful" number of structures.

### 2.2 Selection of three-dimensional segments

The three-dimensional segmentation method in Section 2.1 outputs a set of volumetric features from a sub-volume. Due to intensity variation and morphological changes of feature structures, such as blood vessels, structures might be partially open. For those structures, 3D virtual sphere may not always stay inside a cylindrical structure, and therefore we remove the corresponding segments by limiting the number of voxels in a volumetric structure. During this operation, large blood vessel features might be undesirably removed. To prevent the removal, we derived the maximum number of voxels based on statistical analysis of all detected volumetric segments. Unusually large features exceeding the voxel count limit will be removed since in general very large features often lead to less accurate centroid locations than small-to-normal sized blood vessels.

Although volumetric features with significant morphological change or bifurcation may be of interest to medical experts, they are not necessarily useful for registration purpose because of their associated high uncertainty of trajectory point locations. These bifurcating features can be filtered out for registration purposes by comparing the interior areas of blood vessel cross sections along z axis. Sudden changes of two-dimensional vascular area and/or centroid location along z -axis are indicators of bifurcation and are filtered out from the set of selected 3 D segments.

### 2.3 Finding corresponding segments

Although our final goal is to co-register a pair of adjacent sub-volumes based on structural trajectories of detected features, it is often simpler to establish correspondence of pairs of trajectories by comparing 2 D shapes of features than comparing 3 D shapes of features.

The parameter estimation can be performed using the RANSAC algorithm [16] that randomly evaluates multiple pairs of corresponding pixels. However, in the case of CLSM data, one could use rather a deterministic and computationally simpler method than RANSAC [17]. This method had been evaluated in the past on CLSM data for feature matching [5] and performs sufficiently well. The method establishes feature correspondence by solving the Procrustes problem [18] using two-step matching method, such as Euclidian distance based method followed by vector distance based method. Figure 4 shows an example of result for feature correspondence problem.

### 2.4 Trajectory fusion

The execution of fusion takes two steps. First, we compute trajectory points of a volumetric segment by estimating a set of 2D centroids in each 2D frame of a sub-volume. Next, we fuse pairs of corresponding trajectories from matching segments in adjacent sub-volumes where the matched segments are found according to Section 2.3. The fusion goal of bringing together 3D sub-volumes is achieved by using two different methods, such as extrapolation and residual minimization. These methods take pairs of control points that connect the matching adjacent volume segments and analyze the continuity of the corresponding pairs of trajectories. After completing the fusion of each trajectory, a global transformation minimizing discontinuity of all fused trajectories is computed (described in Section 2.5).

Computing trajectory points of volumetric segments-We define a set of 3D trajectory points derived for the $i$-th volumetric segment in the $k$-th sub-volume as follows:

$$
\begin{equation*}
t_{i}^{k}=\left\{\left(x_{i 1}^{k}, y_{i 1}^{k}, z_{i 1}^{k}\right),\left(x_{i 2}^{k}, y_{i 2}^{k}, z_{i 2}^{k}\right), \ldots,\left(x_{i m}^{k}, y_{i m}^{k}, z_{i m}^{k}\right)\right\} \tag{1}
\end{equation*}
$$

where $m$ is the number of frames (depth) in the sub-volume. The lateral coordinate ( $\mathrm{x}, \mathrm{y}$ ) is a centroid location in a frame, and the z coordinate represents the depth (frame index normalized with respect to lateral pixel coordinate system) in a volumetric segment.

Determining pairs of alignment control points at a junction of sub-volumes-
This task is achieved by performing trajectory fusion under a set of optimization objectives. The goal of trajectory fusion is to determine pairs of control points to estimate the most accurate global transformation $\alpha: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ applied to lateral planes (frames) of sub-volumes. In our work, we chose to estimate affine transformation parameters. First, given a set of matching pairs of depth-adjacent trajectories $t_{i}^{k}$ and $t_{i}^{k+1}$ ( $i \in$ detected features), we compute the modified trajectory $t_{1}^{* k+1}$ by translational offset $\left(u_{i}^{k+1}, v_{i}^{k+1}\right)$ based on two different fusion approaches (see following sections).

$$
\begin{align*}
t_{i}^{* k+1}= & \left\{\left(x_{i 1}^{k+1}+u_{i}^{k+1}, y_{i 1}^{k+1}+v_{i}^{k+1}, z_{i 1}^{k+1}\right),\left(x_{i 2}^{k+1}+u_{i}^{k+1}, y_{i 2}^{k+1}+v_{i}^{k+1}, z_{i 2}^{k+1}\right)\right. \\
& \left.\ldots,\left(x_{i m}^{k+1}+u_{i}^{k+1}, y_{i m}^{k+1}+v_{i}^{k+1}, z_{i m}^{k+1}\right)\right\} \tag{2}
\end{align*}
$$

Then, $t_{i}^{* k+1}$ is considered as a set of modified (translated in lateral plane) trajectories that best fuse (connect) the corresponding features in $t_{i}^{k}$. Next, we compute the global affine transformation $\alpha$ by using all features and the least-squares fit defined as follows:

$$
\begin{equation*}
\alpha(\cdot)=\underset{\alpha}{\arg \min }\left(\sum_{i=1}^{n}\left[t_{i}^{* k+1}-\alpha\left(t_{i}^{k+1}\right)\right]^{2}\right) \tag{3}
\end{equation*}
$$

where $n$ is the number of matching volume features. Finally, we transform a set of images (frame) in the sub-volume $k+1$ by the estimated $\alpha$ to create the final aligned sub-volume. We propose two approaches for trajectory fusion denoted as fusion by extrapolation and by polynomial model fitting in following sections.
2.4.1 Fusion by extrapolation-The trajectory fusion by extrapolation is inspired by maximizing connectivity of matching trajectories. Assuming that there are some gaps between adjacent sub-volumes, we extrapolate a pair of points $\left(x_{i(m+1)}^{k}, y_{i(m+1)}^{k}, z_{i(m+1)}^{k}\right) \in t_{i}^{k}$ and $\left(x_{i 0}^{k+1}, y_{i 0}^{k+1}, z_{i 0}^{k+1}\right) \in t_{i}^{k+1}$ where $z_{i m}^{k}<z_{i(m+1)}^{k}=z_{i 0}^{k+1}<z_{i 1}^{k+1}$. Then, we compute the translational offset $\left(u_{i}^{k+1}, v_{\mathrm{i}}^{k+1}\right)$ of feature $i$ as follows:

$$
\begin{equation*}
\left(u_{i}^{k+1}, v_{i}^{k+1}\right)=\left(x_{i 0}^{k+1}-x_{i(m+1)}^{k}, y_{i 0}^{k+1}-y_{i(m+1)}^{k}\right) \tag{4}
\end{equation*}
$$

To generate the pair of extrapolated points $\left(x_{i(m+1)}^{k}, y_{i(m+1)}^{k}, z_{i(m+1)}^{k}\right)$ and $\left(x_{i 0}^{k+1}, y_{i 0}^{k+1}, z_{i 0}^{k+1}\right)$, we used two different extrapolation methods such as an end-point duplication and three different degrees of polynomials. First, the end-point duplication is performed by replicating $(x, y)$ coordinate of the adjacent end trajectory points with physical gap $\Delta_{k}$ between $t_{i}^{k}$ and $t_{i}^{k+1}$ as follows:

$$
\begin{align*}
& \left(x_{i(m+1)}^{k}, y_{i(m+1)}^{k}, z_{i(m+1)}^{k}\right)=\left(x_{i m}^{k}, y_{i m}^{k}, z_{i m}^{k}+\Delta_{k}\right) \\
& \left(x_{i 0}^{k+1}, y_{i 0}^{k+1}, z_{i 0}^{k+1}\right)=\left(x_{i 1}^{k+1}, y_{i 1}^{k+1}, z_{i 1}^{k+1}-\Delta_{k}\right) \tag{5}
\end{align*}
$$

An example of trajectory fusion by end-point duplication is illustrated in Figure 5. Second, the polynomial-based extrapolation is performed by estimating the polynomial functions $f_{i}^{k(\gamma)}$ and
$f_{i}^{k+1(\gamma)}$ with degree $\gamma$ based on $t_{i}^{k}$ and $t_{i}^{k+1}$ respectively. To compute the 3D polynomial curve, we estimate a function $f_{i}^{k(\gamma)}$ :

$$
\begin{align*}
& f_{x}^{(\gamma)}(z)=a_{0}+a_{1} z+\ldots+a_{\gamma} z^{\gamma} \\
& f_{y}^{(\gamma)}(z)=b_{0}+b_{1} z+\ldots+b_{\gamma} z^{\gamma} \tag{6}
\end{align*}
$$

where

$$
\left[\begin{array}{cccc}
m & \sum_{j=1}^{m} z_{j} & \cdots & \sum_{j=1}^{m} z_{j}^{\gamma} \\
\sum_{j=1}^{m} z_{j} & \sum_{j=1}^{m} z_{j}^{2} & \cdots & \sum_{j=1}^{m} z_{j}^{\gamma+1} \\
\vdots & \vdots & \ddots & \vdots \\
\sum_{j=1}^{m} z_{j}^{\gamma} & \sum_{j=1}^{m} z_{j}^{\gamma+1} & \cdots & \sum_{j=1}^{m} z_{j}^{2 \gamma}
\end{array}\right]\left[\begin{array}{cc}
a_{0} & b_{0} \\
a_{1} & b_{1} \\
\vdots & \vdots \\
a_{\gamma} & b_{\gamma}
\end{array}\right]=\left[\begin{array}{cc}
\sum_{j=1}^{m} x_{j} & \sum_{j=1}^{m} y_{j} \\
\sum_{j=1}^{m} z_{j} x_{j} & \sum_{j=1}^{m} z_{j} y_{j} \\
\vdots & \vdots \\
\sum_{j=1}^{m} z_{j}^{\gamma} x_{j} & \sum_{j=1}^{m} z_{j}^{\gamma} y_{j}
\end{array}\right]
$$

Next, a pair of extrapolated points is generated as follows:
$\left(x_{i(m+1)}^{k}, y_{i(m+1)}^{k}, z_{i(m+1)}^{k}\right)=\left(f_{i x}^{k(\gamma)}\left(z_{i m}^{k}+\Delta_{k}\right), f_{i y}^{k(\gamma)}\left(z_{i m}^{k}+\Delta_{k}\right), z_{i m}^{k}+\Delta_{k}\right)$
$\left(x_{i 0}^{k+1}, y_{i 0}^{k+1}, z_{i 0}^{k+1}\right)=\left(f_{i x}^{k+1(\gamma)}\left(z_{i 1}^{k+1}-\Delta_{k}\right), f_{i y}^{k+1(\gamma)}\left(z_{i 1}^{k+1}-\Delta_{k}\right), z_{i 1}^{k+1}-\Delta_{k}\right)$
2.4.2 Fusion by model fitting-The assumption behind the fusion by model fitting is that relatively short trajectory of a blood vessel follows a polynomial curve with degree of less than three (cubic). Although the exact model of the trajectories cannot be defined, we show that maximum three degrees of polynomial fit to the real data quite well based on our experimental results.

First, we define $r^{(\gamma)}\left(t_{i}^{k}\right)$ as a residual after fitting $\gamma$-degree polynomial function $f_{i}^{k(\gamma)}$ to $t_{i}^{k}$ below:

$$
\begin{equation*}
r^{(\gamma)}\left(t_{i}^{k}\right)=\left(r_{x}^{(\gamma)}\left(t_{i}^{k}\right)+r_{y}^{(\gamma)}\left(t_{i}^{k}\right)\right) / 2 \tag{8}
\end{equation*}
$$

coordinate $\left(x_{i j}^{k}, y_{i j}^{k}, z_{i j}^{k}\right)$ denotes a trajectory point of the trajectory $i$ of the sub-volume $k$ in depth $j$.

To compute a residual of fused trajectory from a pair of trajectories, we introduce a binary operator $\oplus_{\Delta_{k}}$. The binary operator performs a simple merging of a pair of trajectories between the sub-volume $k$ and $k+1$ with a physical gap $\Delta_{k}$, e.g., missing frames. $\Delta_{k}$ is assumed to be a constant for all sub-volumes (typically no more than 3 frame length).

$$
\begin{align*}
t_{i}^{k} \oplus_{\Delta_{k}} t_{i}^{k+1} & =\left\{\left(x_{i 1}^{k}, y_{i 1}^{k}, z_{i 1}^{k}\right), \ldots\right. \\
& ,\left(x_{i m}^{k}, y_{i m}^{k}, z_{i m}^{k}\right),\left(x_{i 1}^{k+1}, y_{i 1}^{k+1}, z_{i 1}^{k+1}+z_{i 1}^{k}+\Delta_{k}\right) \\
& \left.\ldots,\left(x_{i m}^{k+1}, y_{i m}^{k+1}, z_{i m}^{k+1}+z_{i m}^{k}+\Delta_{k}\right)\right\} \tag{9}
\end{align*}
$$

Then the residual of a fused trajectory can be computed as $r^{(\gamma)}\left(t_{i}^{k} \oplus_{\Delta k} k_{i}^{k+1}\right)$ according to Equation (8) and Equation (9).

Next, for each pair of matching trajectories $i$, we search the translational offset $\left(u_{i}^{k+1}, v_{i}^{k+1}\right)$ for $t_{1}^{* k+1}$ by minimizing the residual $r^{(\gamma)}\left(t_{i}^{k} \oplus_{\Delta_{k}} t_{i}^{* k+1}\right)$ as follows:

$$
\begin{equation*}
\left(u_{i}^{k+1}, v_{i}^{k+1}\right)=\underset{\left(u_{i}^{k+1}, v_{i}^{k+1}\right) \in \text { neighborhood }}{\arg \min }\left(r^{(\gamma)}\left(t_{i}^{k} \oplus_{\Delta_{k}} t_{i}^{* k+1}\right)\right) \tag{10}
\end{equation*}
$$

An example of trajectory fusion by residual minimization is shown in Figure 6. We limited the search space $(U, V)$, where $u_{i}^{k+1} \in U$ and $v_{i}^{k+1} \in V$, to a relatively small pixel neighborhood, e.g., usually less than 10 by 10 . It is based on the maximum deviation of the trajectory points from the average location of the trajectory points in $x-y$ plane. Therefore, the computational requirement for residual minimization method is $O(n \times|U| \times|V|)$ where n is the number of trajectories to be fused. In our experiments, the typical number of matching trajectories was less than 30, and therefore the computational cost for the matching process was negligible in comparison with, for instance, volume segmentation.

### 2.5 Global parameter estimation of alignment transformations

Given an affine transformation model $\alpha: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$, the transformation parameters can be estimated by selecting at least three pairs of corresponding points and computing six affine transformation parameters shown in the equation below.

$$
\left[\begin{array}{l}
x^{\prime}  \tag{11}\\
y^{\prime}
\end{array}\right]=\left[\begin{array}{ll}
a_{00} & a_{01} \\
a_{10} & a_{11}
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]+\left[\begin{array}{l}
b_{0} \\
b_{1}
\end{array}\right]
$$

The values $\left(x^{\prime}, y^{\prime}\right)=\alpha(x, y)$ are the transformed coordinates of the original image coordinates $(x, y)$ by the affine transformation $\alpha(\cdot)$. The four parameters, $a_{00}, a_{10}, a_{01}$, and $a_{11}$, represent a 2 by 2 matrix compensating for scale, rotation and shear distortions. The two parameters, $b_{0}$ and $b_{1}$, represent a 2D translation vector. The parameter estimation can be performed either (1) by feature selection method (i.e., selection of three features) based on a compactness measure Error! Reference source not found. or (2) by performing a least-squares fit to all features and solving the over-determined set of linear equations for the six affine transformation parameters.

From the image alignment accuracy viewpoint, selected pairs of segment centroids should be well spatially distributed in the $x$-y image plane and should not be collinear. If points are close to be collinear then the affine transformation parameters cannot be uniquely derived from a set of linear equations (more unknowns than the number of equations), and hence the alignment is characterized by large errors. If points are locally clustered and do not cover an entire image spatially then the affine transformation is very accurate only in the proximity of the selected points. However, the affine transformation inaccuracy increases with the distance from the selected points, and thus spatially global registration error metrics lead to large alignment errors again. In order to avoid large alignment errors, we have designed a compactness measure that assesses the pairs of matched centroid points in terms of their distribution and collinear arrangement. The compactness measure is defined as the ratio of the entire image area divided by the largest triangular area formed from the control points.

### 2.6 Evaluation metrics for alignment accuracy

In this section we introduce three evaluation metrics to be used after applying the final global transformation, such as (1) discontinuity magnitude at sub-volume boundary points, (2) overall discontinuity residual, and (3) junction discontinuity residual. The residuals were computed by fitting polynomial curves to multiple sub-volumes after the final global transformation. Developed two methods, i.e., extrapolation and model fitting, were evaluated by these three evaluation metrics, and the results were presented in Section 3.

Metric 1: Discontinuity magnitude at sub-volume boundary points-The overall discontinuity $D_{k \oplus k+1}^{(\gamma)}$ between sub-volumes $k$ and $k+1$ is defined as follows:

$$
\begin{equation*}
D_{k \ominus k+1}^{(\gamma)}=\frac{1}{n} \sum_{i=1}^{n} d^{(\gamma)}\left(t_{i}^{k}, \alpha\left(t_{i}^{k+1}\right)\right) \tag{12}
\end{equation*}
$$

where the i-th trajectory discontinuity $d^{(\gamma)}\left(t_{i}^{k}, \alpha\left(t_{i}^{k+1}\right)\right)$ is a Euclidian distance (in lateral plane) of the connecting point pair $\left(x_{i(m+1)}^{k}, y_{i(m+1)}^{k}, z_{i(m+1)}^{k}\right)$ and $\left(x_{i 0}^{k+1}, y_{i 0}^{k+1}, z_{i 0}^{k+1}\right)$ generated based on Equation (7). For our experiment, we assumed that trajectories could be modeled by low degree polynomials, and therefore the discontinuity was measured by linear extrapolation at the end points $\left(d^{(\gamma=1)}(\cdot)\right)$.

## Metric 2: Overall discontinuity residual after polynomial curve fitting to multiple

 aligned subvolumes-The discontinuity residual $R_{k \oplus k+1}^{(\gamma)}$ of the $\gamma$-degree polynomial model for the $\Delta_{k}$ physical gap between adjacent sub-volumes can be evaluated according to the equation below:$$
\begin{equation*}
R_{k \oplus k+1}^{(\gamma)}=\frac{1}{n} \sum_{i=1}^{n} r^{(\gamma)}\left(t_{i}^{k} \oplus_{\Delta_{k}} \alpha\left(t_{i}^{k+1}\right)\right) \tag{13}
\end{equation*}
$$

where $r^{\gamma}\left(t_{i}^{k} \oplus_{\Delta_{k}} \alpha\left(t_{i}^{k+1}\right)\right)$ is a residual of the $i$-th feature in the sub-volumes $k$ and $k+1$ after merging a pair of trajectories with a binary operator $\oplus_{\Delta_{k}}$ (as shown in Eq. (9)) referring a physical gap $\Delta_{k}$ between the two sub-volumes. The value $n$ is the number of matching trajectories (features). We assume that sub-volume correspondence is known, for example, $t_{i}^{k}$ and $t_{i}^{k+1}$ are assumed to be a pair of matching volume features.

## Metric 3: Junction discontinuity residual after polynomial curve fitting to

 multiple aligned sub-volumes-The junction discontinuity residual $J R_{k \oplus k+1}^{(y)}$ of the the $\gamma$ degree polynomial model for the $\Delta_{k}$ physical gap between adjacent sub-volumes includes residuals only over the junctions. The definition of the junction discontinuity metric $J R_{k \oplus k+1}^{(\gamma)}$ is provided below:$$
\begin{equation*}
J R_{k \oplus k+1}^{(\gamma)}=R_{k \oplus k+1}^{(\gamma)}-\left(R_{k}^{(\gamma)}+R_{k+1}^{(\gamma)}\right) \tag{14}
\end{equation*}
$$

## 3 Experiments

In this section, we present the experimental materials and the performance evaluations of the proposed trajectory based registration under the evaluation metrics described in Section 2.6. We used four consecutive serial sections of human tonsil tissue samples as described in Section 3.1, applied two different approaches, such as extrapolation and residual minimization, and evaluated results with three alignment accuracy metrics, such as discontinuity magnitude, and overall and junction residuals.

### 3.1 Material preparation

Formalin-fixed, paraffin-embedded tonsil tissue samples were sectioned at $4 \mu \mathrm{~m}$ thickness. The use of archival human tissue in this study was approved by the Institutional Review Board of the University of Illinois at Chicago. All histological serial sections were examined with a Leica SP2 laser scanning confocal microscope (Leica, Heidelberg, Germany) using the $40 \times$ objective with $500 \sim 650 \mathrm{~nm}$ excitation wavelength range for the test specimens. Images were stored in tagged information file format (TIFF) with 512 by 512 pixel resolution. One 3D volume was formed from 24 image frames along axial coordinates (z-coordinate or depth) in the same lateral area. Therefore, a sub-volume consists of 512 by 512 by 24 voxels, which is equivalent to $237.92 \times 237.92 \times 3.74$ microns in physical dimension. The green structures represent extravascular matrix patterns (loops) or blood vessels.

### 3.2 Results

We evaluated the discontinuity magnitude, and overall and junction residuals by considering three variables for trajectory based 3D volume reconstruction from CLSM: (1) polynomial degree $\gamma$ of centroid trajectories along axial direction ( z -axis of the sub-volume), (2) a range of gaps between adjacent sub-volumes $\Delta_{k}$, and (3) trajectory fusion approach (extrapolation versus residual minimization). Four consecutive sub-volumes were used for our evaluation, and therefore three pairs of sub-volume registration results are shown. We labeled these four sub-volumes as $\mathrm{S} 1, \mathrm{~S} 2, \mathrm{~S} 3$, and S 4 .

Feature segmentation-Figure 7 shows an example of a pair of input sub-volumes. The green structures represent extravascular matrix patterns (loops) or blood vessels in human tonsil tissues. Since tonsillar tissues contain plenty of features with closed contours that represent blood vessels, those feature regions are segmented out using 3D ball-based segmentation as described in Section 2.1. Figure 8 shows segmented sub-volumes. As observed in the 3D segmented volumes, we could extract enough number of cylindrical structures where the set of trajectories are to be extracted. Although the centroid locations in a cylindrical structure could be distorted by structural shape changes and/or segmentation accuracy, we assume the major contribution of the centroid location is from the structural trajectory of the blood vessels (cylindrical structures). After acquiring the set of volume features as shown in Figure 8, feature correspondence was established based the automated feature matching method as described in [17]. Next, we computed trajectories $t_{i}^{S 1}$ and $t_{i}^{S 2}(i \in$ matching features) based on the series of centroids from 2D optical sections in each volume feature. Figure 9 shows an illustration of 3D trajectories for the pair of (S1, S2) sub-volumes. Red line segments represent the actual centroid points, and the green curves indicate polynomial curves with the degree of three. Also notice that the numerical labels on each trajectory show the trajectory correspondences between S1 and S2.

Trajectory fusion-Figure 10 shows the results of trajectory fusion evaluated based on discontinuity magnitude metric (metric 1) using the extrapolation and residual minimization methods. Multiple curves in Figure 10 correspond to linear, quadratic, and cubic models and the results are presented as a function of gaps between a pair of sub-volumes. Based on the results, we arrived to the following two conclusions about the discontinuity metric (metric 1). First, if pairs of sub-volumes are characterized by large physical discontinuities (e.g., S1-S2 has larger physical discontinuity than S3-S4), then the differences between the two methods are more noticeable and the extrapolation method outperforms the residual minimization method. For example, Figure 10 (a) shows not only relatively high absolute value of discontinuities but also large relative differences of discontinuities between the two methods (3.4~3.7 discontinuity range in pixels) in comparison with Figure 10 (b) (3.2~3.4 discontinuity range) and Figure 10 (c) (3.1~3.2 discontinuity range). Second, if trajectories could be described by low degree polynomials then the methods would be relatively insensitive to the polynomial model complexity (e.g., curves in the graph using the same method remain close to each other) and almost independent of a small range of physical gaps.

Figure 11 shows the results of trajectory fusion evaluated based on the overall discontinuity residual metric (metric 2) using the extrapolation and residual minimization methods. Our conclusions based on Figure 11 are as follows. First, the residual minimization method always outperforms the extrapolation method for the same degree polynomial models. Second, all trajectory residuals (for all methods and their degrees of polynomial models) decrease as a function of physical gaps between adjacent sub-volumes. Third, the absolute value of trajectory residuals depends more on the degree of polynomial models than on the method type.

Figure 12 shows the results of trajectory fusion evaluated based on junction residual metric (metric 3). The results are similar to the results in Figure 11 in terms of the trends. The differences are (a) in smaller absolute magnitudes of the residual values due to the exclusion of parts of the residuals from metric 3 that are present in metric 2 , and (b) in clustering of the results obtained from extrapolation and residual minimization methods.

Figure 13 shows 3D trajectories from the sub-volumes S1 and S2 before trajectory fusion (enhanced range). Figure 14 and Figure 15 show the results of the data in Figure 13 after trajectory fusion using extrapolation and residual minimization methods respectively with linear and cubic polynomial models.

Based on the trajectory fusion results, we computed the optimized global affine transformation, and they are shown in Figure 17 and Figure 18. For visual comparison purpose, we show the 3D image and a side view of the reconstructed volumes in a sub-region without any trajectory fusion (see Figure 16), with extrapolation-based trajectory fusion (see Figure 17), and with residual minimization-based trajectory fusion method (see Figure 18). Based on the visual verification, one could observe that the discontinuities between adjacent sub-volumes are much higher without trajectory fusion than with any of the trajectory fusion methods. How to select an appropriate method was not studied in this work, and the discussion of this issue is provided in Section 4.

## 4 Discussion

In this section, we discuss first how an end-user could select the most appropriate fusion method and polynomial degree (model complexity). Next, we discuss the performance evaluation methodology.

## Method and Model Selection

In terms of the fusion method selection, the choice could be driven by weighting application specific priorities, such as a continuity of matched trajectories at the sub-volume border or a smoothness of matched trajectories within the two adjacent sub-volumes. These decisions can be guided by designing a cost function for a hybrid fusion method. In terms of the polynomial degree selection, the polynomial degree (model complexity) should be chosen based on a priori knowledge about medical structures and their corresponding feature trajectories. It is recommended to avoid over-fitting by studying medical structures of interest.

For example, if there exists a solid understanding of 3D trajectory models of medical structures, then the residual minimization method would be preferred. Otherwise, the extrapolation method would be recommended with the goal to improve continuity of adjacent sub-structures (features). Yet another possibility of trajectory fusion may be a combination of the proposed two methods. After computing the global adjustments $U_{\text {extrapolation }}$ and $U_{\text {residual_minimization }}$ in a lateral plane (where $U_{\text {extrapolation }}=\left\{\left(u_{i}^{E X}, v_{i}^{E X}\right) \mid i \in\right.$ matching segments $\}$, and $U_{\text {residual_minimization }}=\left\{\left(u_{i}^{R M}, v_{i}^{R M}\right) \mid i \in\right.$ matching segments $\}$, the final hybrid adjustment $U_{\text {hybrid }}$ could be calculated by weighting $U_{\text {extrapolation }}$ and $U_{\text {residual_minimization }}$ such as $U_{\text {hybrid }}=\left\{\left(\lambda u_{i}^{E X}+(1-\lambda), u_{i}^{R M}, \lambda v_{i}^{E X}+(1-\lambda) v_{i}^{R M}\right) \mid i \in\right.$ matching segments $\}$, where $\lambda$ is a weighting coefficient in $[0,1]$.

## Performance Evaluation Methodology

In this work, we presented our quantitative evaluation metrics and visual comparisons to assess morphological smoothness. However, we did not show performance evaluations based on comparisons with ground truth transformations because it is extremely difficult to create
ground truth data. We have attempted to devise three simulation methodologies to simulate realistic CLSM sub-volumes with known (ground truth) alignment parameters. First, we split one sub-volume into two adjacent pieces that would simulate tissue sectioning. Since splitting a series of images does not introduce any geometrical distortion, the ground truth parameters are known to be a unit transformation and could be compared with the optimized transformation based on our developed methods. However, we were unsuccessful with this simulation approach because physical sectioning was excluded from the simulation, i.e., a simple endpoint connection gives the best alignment result. Second, to simulate distortions due to physical sectioning, we tried to apply in the neighborhood of two connecting sub-volumes to introduce data driven trajectory distortion following an exponential model (empirically observed in several serial sections). Nonetheless, we discovered that it is almost impossible to recover the model parameters of the physical distortion introduced by sectioning. Third, we simulated the physical sectioning by swapping the depth locations of the split volume as described in the first simulation approach. For example, the images labeled from 1 to 24 are split into two image sets, such as $1 \sim 12$ and $13 \sim 24$, and then the images are reordered as $13, \ldots, 24,1, \ldots, 12$. This simulation scenario is motivated by the fact that the both connecting z-frames of a sub-volume are naturally distorted by physical sectioning. We concluded that the main problem with this type of simulation was the change of the trajectory structure that would not correspond to realistic morphological changes in a specimen. As a result, we evaluated our trajectory-based registration performance based on visual smoothness as most medical experts would do currently, in addition to the evaluations by the two metrics, such as the discontinuity and trajectory residual metrics.

## 5 Conclusion

We addressed the problem of 3D volume reconstruction from depth adjacent CLSM subvolumes by estimating an optimal global image transformation which preserves morphological smoothness of medical structures inside of the reconstructed 3D volume. To preserve morphological smoothness of the reconstructed 3D medical structures, we defined three metrics for morphological discontinuity (discontinuity magnitude at sub-volume boundary points and overall and junction discontinuity residuals after polynomial curve fitting to multiple aligned sub-volumes), and then minimized the metrics across adjacent sub-volumes and all salient structures. Our experimental results demonstrate significantly improved morphological smoothness of medical structures evaluated visually or by the defined metrics when applied to human tonsil tissues.

The main contributions of this work are in (1) the presentation of two novel registration optimization methods using trajectory fusion, and (2) the three quantitative evaluation metrics for assessing morphological smoothness of the adjoined trajectories. In addition, our developed 3D volume registration using trajectory fusion has not yet been applied in any application domain in the past and our particular application to CLSM data was successfully demonstrated in this work.

Our future research will extend the registration framework by including other segmented features than just the centroid points forming trajectories. In addition, we will investigate global registration approaches with large data sets. For example, in order to explore the effects of global bundle adjustment with large data sets, one has to analyze theoretical limitations of the underlying structures and consider the practical challenges of data preparation. (preparation time, data quality and cost). The global bundle adjustment applied to all affine pairwise estimates would be feasible in theory if the trajectory would be persistent. In this case, persistent trajectory refers to a cylindrical structure found in all frames across all sub-volumes without significant morphological changes (e.g., bifurcation) and intensity changes (e.g., fluorescent fading). Based on our current understanding of the medical structures, there would be a need
to collect data and study the persistence of trajectories before applying the global bundle adjustment.
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Figure 1.
Overview of the trajectory-based alignment.


Figure 2.
3D segmentation of a volumetric region using a sphere


Figure 3.
An example of a pair of sub-volumes after 3D segmentation


Figure 4.
The correspondence outcome from two phases. The left and right images are to be aligned. Overlays illustrate established correspondences between segments that are labeled from 1 through 17. The centroid locations of segments are sorted based on the correspondence error from the smallest error to the largest error.


Figure 5.
Trajectory fusion by connecting end points. $T_{1}$ denotes the offset after the global affine transformation estimated by the end-point point connection approach.


Figure 6.
Trajectory fusion by residual minimization of a fitted model. $T_{2}$ denotes the offset after global affine transformation estimated by the residual minimization approach.


Figure 7.
A pair of CLSM sub-volumes (S1 and S2): (left) sub-volume 1 (upper physical section) and (right) sub-volume 2 (lower physical section).


Figure 8.
Segments obtained by segmenting sub-volumes in Figure 7. Cylindrical structures represent segments of blood vessels in the test specimen.


Figure 9.
A pair of sets of trajectories from adjacent sub-volumes (enhanced range). Numbers indicate the labels of matching trajectories. Red line segments indicate centroids, and green curves indicate a polynomial function with the degree of three.



Figure 11.
Overall trajectory residual (metric 2) as a function of physical gaps between adjacent subvolumes: S1 and S2 in (a), S2 and S3 in (b), and S3 and S4 in (c). EX() and RM() refer to the extrapolation and residual minimization methods respectively. The extrapolation method is plotted with dotted lines, while the residual minimization method is plotted with solid lines.

(a)

(b)


Figure 12.
Junction trajectory residual (metric 3) at junctions as a function of physical gaps between adjacent sub-volumes: $S 1$ and $S 2$ in (a), S2 and S3 in (b), and S3 and S4 in (c). EX() and RM () refer to the extrapolation and residual minimization methods respectively. The extrapolation method is plotted with dotted lines, while the residual minimization method is plotted with solid lines.


Figure 13.
Visualization of extracted trajectories from S1 and S2 assuming the gap equal to one frame depth. Curve fitting results with a linear model (left) and with a cubic model (right).


Figure 14.
Visualization of trajectory fusion using the extrapolation method with gap equal to one (enhanced range). Fused trajectories with a linear model (left) and a cubic model (right).


Figure 15.
Visualization of trajectory fusion using the residual minimization method with gap equal to one (enhanced range). Fused trajectories with a linear model (left) and a cubic model (right).


Figure 16.
Final 3D volume without trajectory fusion for gap equal one (left). A magnified view of the sub-area in the left image delineated by the yellow box.


Figure 17.
Final 3D volume after trajectory fusion with extrapolation for gap equal to one and a linear model A magnified view of the sub-area in the left image delineated by the yellow box.


Figure 18.
Final 3D volume after trajectory fusion with residual minimization for gap equal to one and a cubic model (left). A magnified view of the sub-area in the left image delineated by the yellow box.
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