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• We propose an effective single-stage framework for multi-hand 3D reconstruction from a still image. To the best of our
knowledge, we are the first to detect and recover the textured hand mesh simultaneously from images in the wild.

• Our method supports end-to-end training and has clear advantages over previous similar methods in terms of accuracy
and inference speed. Besides, our single-stage framework requires no additional third-party detectors, making it easier
to deploy.

• Both quantitative and qualitative results demonstrate the effectiveness of our proposed framework. Our method achieves
the state-of-the-art performance under the weakly-supervised setting, which even outperforms several fully-supervised
model-based methods.
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ABSTRACT

In this paper, we consider the challenging task of simultaneously locating and recovering multiple
hands from a single 2D image. Previous studies either focus on single hand reconstruction or solve
this problem in a multi-stage way. Moreover, the conventional two-stage pipeline firstly detects hand
areas, and then estimates 3D hand pose from each cropped patch. To reduce the computational re-
dundancy in preprocessing and feature extraction, for the first time, we propose a concise but efficient
single-stage pipeline for multi-hand reconstruction. Specifically, we design a multi-head auto-encoder
structure, where each head network shares the same feature map and outputs the hand center, pose
and texture, respectively. Besides, we adopt a weakly-supervised scheme to alleviate the burden of
expensive 3D real-world data annotations. To this end, we propose a series of losses optimized by a
stage-wise training scheme, where a multi-hand dataset with 2D annotations is generated based on the
publicly available single hand datasets. In order to further improve the accuracy of the weakly super-
vised model, we adopt several feature consistency constraints in both single and multiple hand settings.
Specifically, the keypoints of each hand estimated from local features should be consistent with the
re-projected points predicted from global features. Extensive experiments on public benchmarks in-
cluding FreiHAND, HO3D, InterHand2.6M and RHD demonstrate that our method outperforms the
state-of-the-art model-based methods in both weakly-supervised and fully-supervised manners. The
code and models are available at https://github.com/zijinxuxu/SMHR.

© 2023 Elsevier Ltd. All rights reserved.

1. Introduction

Recently, a surge of research efforts (Zimmermann et al.,
2019; Hampali et al., 2020; Chen et al., 2021b) have been de-
voted to 3D hand reconstruction. In contrast to the conven-
tional approaches relying on RGB-D sensor (Yuan et al., 2018)
or multiple view geometry (Simon et al., 2017), recovering 3D
hand pose and its shape from single color image is more chal-
lenging due to the ambiguities in depth and scale.

Most of existing methods mainly focus on the problem of re-
covering single hand only. However, human naturally uses both
of their hands in daily life. In the scene of multi person in-
teraction, such as shaking hands, playing chess, sign language
and piano teaching, it is necessary to detect and recover the

∗∗Corresponding author.
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pose of multiple hands at the same time. Hence, reconstruct-
ing multiple hands from a single image is a promising task that
has not been extensively studied yet. In general, recovering
multiple hands in an image is more difficult than reconstructing
one hand. A straightforward solution is to decompose it into
two separate parts. The hand region is firstly detected by the
off-the-shelf object detector, which is further fed into a single
hand regressor. However, this two-stage pipeline suffers from
the problem of redundant feature extraction. Since it processes
each hand instance individually, the overall computation cost
grows linearly with the total number of hands in the image. Be-
sides, the hand reconstruction heavily depends on the quality of
the detector, which brings the uncertainty and inconvenience in
the real-world application. In the case of multi-hand scenarios,
the relative position in camera space is necessary for scene un-
derstanding and interaction analysis. However, the multi-stage
model may only deal with the cropped and centered hand and

https://github.com/zijinxuxu/SMHR


2

Fig. 1: Comparison of conventional multi-stage scheme and our single-stage
pipeline. Our method avoids the redundant feature encoding process, which
does not rely on the off-the-shelf hand detectors.

recover the relative pose in the model space.
To address the above limitations, we propose an efficient

end-to-end weakly-supervised multiple 3D hand mesh recon-
struction approach. Inspired by the single-stage object detec-
tion methods, such as CenterNet (Zhou et al., 2019) we in-
tegrate both hand center localization and mesh reconstruction
within single network inference. There are some works adopt
similar pipeline for multiple human face(Zhang et al., 2021)
and body reconstruction (Sun et al., 2021; Zhang et al., 2022).
However, the hand suffers from severe self-occlusions and com-
plex articulations, which makes it more challenging for estima-
tion. Besides, we need to additionally consider the problem
of distinguishing between left and right hands instead of sim-
ply treating it as the center of the target. During the training
period, a differentiable hybrid loss upon each hand center is
employed to learn the decoupled hand model parameters and
position jointly in an end-to-end manner. The comparison of
our single-stage pipeline and conventional multi-stage scheme
is depicted in Fig. 1.

Besides, it is extremely difficult to obtain the 3D labels
for real-world image, especially in multiple hands scenarios.
Methods requiring tedious and time-consuming iterative opti-
mization and numerous fine-grained 3D labels are not friendly
enough for the real-world applications. Transformer-based ap-
proach (Lin et al., 2021a,b) and GCN-based methods (Ge et al.,
2019; Chen et al., 2021a) may not be suitable for this sce-
nario, since they often require dense 3D supervision for all ver-
tices and a coarse-to-fine refinement process. In contrast, the
requirements of model-based method for 3D supervision are
not so strict. Thus, we adopt a model-based method trained
through purely weakly-supervised fashion to mitigate the de-
pendence on the expensive 3D manual annotated data. We
demonstrate our superior performance on single hand dataset
FreiHAND (Zimmermann et al., 2019) and HO3D (Hampali
et al., 2020), in both weakly-supervised and fully-supervised
settings. For the two-handed case, we obtain comparable results
with previous fully supervised methods on RHD (Zimmermann

and Brox, 2017) using only 2D supervision. For the first time,
we introduce the multi-hand scenario which contains more than
two hands in the same image. Since there is no such dataset
publicly available, we generate a multi-hand dataset for train-
ing and evaluation.

Comparing to the previous multi-stage pipeline, our single-
stage method benefits from the anchor-free scheme, which can
effectively deal with occlusions, as (Sun et al., 2021) does.
More importantly, our method has the advantages of fast in-
ference and easy configuration in multi-hand scenarios, as it
does not require multiple encodings and gets rid of the lim-
itations of third-party detectors. Besides, the hand texture is
important in applications such as augmented reality and virtual
reality, which provides more expressive and useful mesh repre-
sentation. Benefiting from the high scalability of the proposed
framework, we can easily extend our model to estimate texture
and lighting parameters.

From above all, our main contributions of this work can be
summarized as follows:

(1) We propose an effective single-stage framework for multi-
hand 3D reconstruction from a still image. To the best of
our knowledge, we are the first to detect and recover the
textured 3D hand mesh simultaneously from images in the
wild.

(2) We design a tight training scheme to optimize the overall
framework in a purely weakly-supervised manner. Besides,
we propose a multi-hand data augmentation strategy to ver-
ify the effectiveness of our method.

(3) Our framework supports end-to-end training and has clear
advantages over previous similar methods in terms of accu-
racy and inference speed. Besides, our single-stage frame-
work requires no additional third-party detectors, making it
easier to deploy.

(4) Both quantitative and qualitative results demonstrate the
effectiveness of our proposed framework. Our method
achieves the state-of-the-art performance under the weakly-
supervised setting, which even outperforms several fully-
supervised model-based methods.

2. Related Work

2.1. 3D Single Hand Reconstruction.

Compared to 2D hand pose estimation that only needs to es-
timate 2D keypoints, 3D hand pose and mesh estimation are
more challenging. Specifically, 3D hand pose estimation (Si-
mon et al., 2017; Krejov et al., 2017; Spurr et al., 2020) only
recovers the sparse hand joints while 3D hand mesh reconstruc-
tion (Zhang et al., 2019; Choi et al., 2020; Chen et al., 2021a)
predicts the dense hand mesh with the richer information of
hand pose and shape. In this work, we mainly focus on recov-
ering hand mesh from single color image, which is more chal-
lenging than the depth image-based methods (Mueller et al.,
2019). Generally, previous studies in this field can be roughly
categorized into two groups, including model-based methods
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for parameter regression and vertex-based approaches for mesh
coordinates estimation.

As for model-based methods, (Boukhayma et al., 2019) di-
rectly regress shape, pose and view parameters of hand model
MANO (Romero et al., 2017) and supervise with 2D and 3D
joints. (Zhang et al., 2019) adopt a similar framework archi-
tecture and add the silhouette information as supervision by a
differentiable render (Kato et al., 2018). To tackle the prob-
lem of lacking 3D annotated real images, (Zimmermann et al.,
2019) capture a large single hand dataset with multi-view setup
and obtain annotations through an iterative model fitting pro-
cess. (Hampali et al., 2020) propose a similar 3D annotation
method that focus on hand and object interactions. (Qian et al.,
2020) present the parametric texture model of hands, and com-
bine it with MANO parameters. (Lv et al., 2021) propose a tai-
lor module to improve the coarsely reconstructed mesh model
provided by the hand module. Recently, (Zhang et al., 2021)
design a cascaded multitask learning backbone to estimate 2D
hand pose, mask and mesh simultaneously, which achieves the
promising single hand reconstruction performance. For vertex-
based methods, (Moon and Lee, 2020) propose an image-to-
lixel prediction network for 3D mesh estimation, which employ
the lixel-based 1D heatmap to localize dense mesh vertex po-
sition. (Ge et al., 2019) propose a GCN-based method trained
on synthetic dataset and fine-tune on real dataset with the ren-
dered depth map as supervision. Similarly, (Choi et al., 2020)
directly regress 3D coordinates using GCN but require 2D hu-
man pose as input. (Chen et al., 2021a) extend the GCN-based
pipeline with a feature aggregation and 2D-1D registration for
pose recovery. Recently, (Spurr et al., 2021) adopt contrastive
learning to take advantage of unlabeled data to improve perfor-
mance.

2.2. 3D Multi-hand Estimation

There are a few existing methods that try to address the 3D
multi-hand pose estimation task. (Mueller et al., 2019) track
two hands in real-time using the extra depth sensor. (Simon
et al., 2017) propose the first 3D markerless hand motion cap-
ture system with multi-view setups. (Zimmermann and Brox,
2017) first predict 2D keypoints from color image for both hand
and lift them to 3D pose. However, the training images are syn-
thesized from 3D models of humans with the corresponding an-
imations, which are far from realistic. (Panteleris et al., 2018)
address this problem in real-world dataset through a three-step
pipeline, namely hand area detection, key-points localization
and 3D pose estimation. However, several off-the-shelf detec-
tors (Redmon and Farhadi, 2017; Simon et al., 2017) are re-
quired in each step. (Rong et al., 2021) consider the whole-
body capture problem through a standard two-stage pipeline.
It firstly detects the body region, and then regresses the hu-
man and hand model parameters. Recently, there are some
progress (Moon et al., 2020; Li et al., 2022) in interacting hand
pose estimation. However, bounding boxes of hand area are
required for inference. Most of the these methods separately
detect and reconstruct multiple hands, which are computational
redundant. To this end, we propose a one-stage framework for
multi-hand pose estimation.

2.3. Weakly-supervised Methods

In order to get rid of the dependency on massive expensive
3D annotations, some work in recent years tries to estimate 3D
hand pose with weak supervision. (Neverova et al., 2017) take
the depth image as input and fuse it with a novel intermediate
representation. (Cai et al., 2018) and (Wan et al., 2019) adopt
a similar pipeline that initializes the network on fully-annotated
synthetic data and fine-tunes it on real-world images with depth
regularization. (Spurr et al., 2020) introduce a series of biome-
chanically inspired constraints to guide the hand prediction, in-
cluding joint skeleton structure, root bone structure and joint
angles. (Chen et al., 2021b) employ an off-the-shelf 2D pose
detector (Simon et al., 2017) as a weaker 2D supervision, com-
pared to human annotated 2D keypoints. Differently from the
above weakly-supervised methods, our model is designed for
multi-hand reconstruction from single image without bounding
box.

3. Methodology

In this section, we present our proposed single-stage multi-
hand reconstruction framework. Firstly, we suggest a single-
stage pipeline to locate and recover multiple hands simulta-
neously. Then, we present the localization and reconstruction
module, respectively. Finally, a global-local feature consistency
loss and multi-hand data augmentation strategy are designed to
boost the robustness and accuracy of our proposed approach.

3.1. Overview

The overall framework of our method is depicted in Fig. 2,
which shares a classical encoder-decoder structure. Given an
input image, our model recovers the position as well as 3D pose
and shape of each hand in the image. Existing methods (Zim-
mermann and Brox, 2017; Moon et al., 2020) address this task
by sequentially detecting and reconstructing 3D hand mesh in
a multi-stage manner, which incurs extra computational cost on
preprocessing hand area and feature extraction. The usage of
additional detectors makes such methods not end-to-end. As
for our proposed framework, each hand instance is localized
and recovered jointly within a single forward pass. To this end,
we adopt ResNet-50 (He et al., 2016) as the backbone of our
encoder to extract features, where the parametric hand model
MANO (Romero et al., 2017) is used as the decoder for hand
mesh reconstruction. An optional branch for 2D joint heat-
maps estimation is designed to boost the overall performance.
Our model predicts the center location, left-right hand type,
MANO parameters and rendering parameters, simultaneously.

Our overall training objective function consists of hand lo-
calization loss Lloc, reconstruction loss Lrec and global-local
consistency loss Lcon as follows,

L = Lloc +Lrec +Lcon. (1)

The localization loss acts as a hand detector in image space.
Hand center, keypoints and type are determined by local im-
age feature. The reconstruction loss plays an important role in
3D recovery. Hand pose, shape as well as texture are regressed
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Fig. 2: Overview of the proposed framework. Given an image, we adopt ResNet as backbone to estimate heatmaps of keypoints and concatenate it with the feature
map of the first layer. Encoder part encodes the input features into a center map. Each cell in the map denotes a parametric hand at that position. The localization
module is responsible for decoding the hand center, left/right hand type and keypoints and the reconstruction module is responsible for predicting the 3D mesh with
MANO, lighting and texture parameters. Each hand mesh is rendered into image space using PyTorch3D (Ravi et al., 2020). The whole pipeline can be supervised
with only 2D labels, which is trained in an end-to-end manner.

through global feature sampled from the center map. The con-
sistency loss ensures that the directly estimated and re-projected
keypoints are consistent. We describe each module in the fol-
lowing.

3.2. Multiple Hand Localization

In this section, we address the problem of hand localization
in a 2D image. The input image with resolution of W ×H is di-
vided into W

8 ×
H
8 cells, where each cell represents an individual

hand centered in this position. Instead of directly regressing 2D
keypoints to estimate hand pose like the conventional method,
we predict the center location and left-right hand types to facil-
itate the subsequent 3D reconstruction.
Deep Hand Encoder Our backbone follows the network struc-
ture design of ResNet-50 for feature extraction. As shown in
Fig. 2, we concatenate the feature maps of the last three lay-
ers and unify them into the same size of [b, 256,H/8,W/8] via
Conv2d and ConvTranspose2d operations. After going through
Conv2d, BatchNorm2d and ReLU functions, we get the final
feature map. Here b refers to batch size, followed by the num-
ber of feature channels and resolution.

As shown in Fig. 2, each cell in the feature map repre-
sents an individual hand locating at the corresponding posi-
tion. The output code vector δ has all the information to con-
struct a hand, which can be decomposed into center position
δcp ∈ R1, left-right hand type δlr ∈ R2, 2D keypoint heat-maps
δkp ∈ R21, MANO parameters δmano ∈ R61, texture coefficient
δtext ∈ R778×3 and lighting parameters δlight ∈ R27. The first
three items are used to locate the hand in the 2D image. More-
over, the last three items are used to construct a 3D hand mesh
that is rendered into camera space.
Hand Localization In contrast to the conventional pipeline, we
introduce an extra center map to estimate the location for each
hand instance. To this end, we employ a heatmap H ∈ RW

8 ×
H
8 ×1

to represent the center of each hand, in which each local peak

of the probability map indicates a potential hand instance. As
discussed in literature (Pfister et al., 2015), the heatmap repre-
sentation is more robust against noise compared to regressing
the pixel coordinate directly. Thus, the hand center coordinates
Pct = {pi ∈ R2|1 ≤ i ≤ k}, where k indicates the number of
visible hands, is encoded as a Gaussian distribution. The scale
of hand is integrated as Gaussian radius. The calculation of
radius is referred to (Duan et al., 2019). In the multi-hand set-
ting, hand type has to be considered during training, since the
MANO models of left and right hand have different initial po-
sition and articulation range. We integrate the left-right hand
type into our center map, which is different from face and body
reconstruction tasks.

Given the final feature map, the localization module acts as
a decoder, generating the corresponding center, hand type and
keypoints predictions. We employ Conv2d to map its output
channels into 1(cp), 2(lr), and 21(kp), respectively. The overall
loss function of hand localization Lloc consists of three compo-
nents as follows:

Lloc = λcpLcp + λlrLlr + λkpLkp, (2)

where Lcp refers to the center point localization loss. Llr de-
notes the left-right hand type regression loss and Lkp is key-
points detection loss. λ is a weighting coefficient to balance
the magnitude of different losses. Specifically, Lcp is a modi-
fied pixel-wise two-class logistic regression with focal loss (Lin
et al., 2020). The center of each hand should be categorized as
positive class ‘hand’ while the rest area should be treated as
negative class ‘background’. Since there exists imbalance be-
tween two kinds of labels, we formulate Lc like focal loss as
below:

Lcp = −
1
k

w×h∑
n=1

(1 − pn)γ log(pn), (3)

where k is the total number of hands. pn ∈ [0, 1] is the estimated
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confidence value for positive class, and 1− pn is the probability
for negative class. w × h is the overall pixel in the center map.
γ is set to 2 as a hyperparameter to reduce the relative loss for
well-classified examples. Llr also adopts focal loss to solve the
problem of imbalance between the positive and negative sam-
ples except that we define ’0’ as left hand and ’1’ as right hand.
Lkp shares the same formulation as Lcp with more channels for
all keypoints.

3.3. Multiple Hand Mesh Reconstruction

Hand Mesh Representation For hand mesh representation, we
adopt a model-based method that directly regresses the MANO
parameters to shape 3D hand. It has the merit of greatly reduc-
ing the search space for poses, which alleviates the difficulty
in recovering 3D shape from a single still image. This enables
our method to achieve good results with only weak supervi-
sion. MANO (Romero et al., 2017) provides a low-dimensional
parametric model to synthesize the hand mesh, which is learned
from around 1000 high-resolution 3D hand scans of 31 differ-
ent persons in a wide variety of hand poses. As in (Romero
et al., 2017), we represent with the hand shape β ∈ R10 and
pose θ ∈ R51 as follows:

M(β, θ) = W(VP(β, θ), θ, J(β), W̃), (4)

VP(β, θ) = V̄ +

|β|∑
n=1

βnS n +

|θ|∑
n=1

(θn − θ̄)Pn, (5)

where W is the Linear Blend Skinning (LBS) function. J is a
predefined joint regressor, and W̃ is blend weights. Vertices in
mesh VP ∈ R778×3 are calculated according to shape and pose
displacements of template hand mesh V̄ ∈ R778×3. S n are the
principal components in a low-dimensional shape basis and Pn

are pose blend shapes controlling vertices offset. θ̄ is the mean
pose. With the joint regressor J, we can further calculate the
accurate 3D joints J ∈ R21×3 from the position of the vertices,
corresponding to 21 keypoints in image space. It is worthy of
mentioning that both global hand rotation and translation are
encoded in MANO parameters, which are used in the camera
projection. In order to narrow the gap between reconstruction
results and real-world application, we estimate the texture pa-
rameters for each hand. As in (Chen et al., 2021b), we directly
regress per-vertex RGB value δtext ∈ R778×3 of each hand mesh.
Furthermore, we employ spherical harmonics (Ramamoorthi
and Hanrahan, 2001) to approximate illumination changes of
the scene. The estimated lighting vector L ∈ R27 works well in
several datasets with various illumination conditions.
Camera Model Based on the above hand mesh representation,
we are able to estimate 3D hand in hand-relative coordinates.
Projecting each hand into camera-relative coordinate and image
coordinate system is essential for the applications. Instead of
assigning different camera parameters to each individual hand
like conventional multi-stage pipeline, a unified and consistent
camera model is more convenient and reasonable. Therefore,
we use the same intrinsic matrix K for perspective projection
in each dataset during training. By predicting the individual
rotation and translation matrix T = {[Ri|ti] ∈ R3×4|1 ≤ i ≤ k}, all

hand meshes are transformed into a unified camera coordinate
system as follows:

Pc
i = KTiPw

i

K =

 fx 0 cx

0 fy cy

0 0 1

 ,Ti =

r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3

 , (6)

where fx, fy are the focal length fixed as 512 in multi-hand set-
ting, cx = W/2, cy = H/2 are the projection center of the image.
Global rotation and translation matrices are estimated in δmano

together with other joint rotations on Rodrigues vector repre-
sentation. Pc ∈ R3 is the hand mesh in camera coordinate sys-
tem, and Pw ∈ R3 in world coordinate system. Pw is further
expanded to a homogeneous coordinate system to calculate the
matrix projection. Comparing to the conventional multi-stage
methods, our approach enjoys the benefits of coherent environ-
ment light and projection model, while the cropped hand patch
may lose some precision of texture and scale information. Be-
sides, the important relative position of each hand can be easily
recovered in the proposed pipeline without requiring the intrin-
sic matrix of each hand.
Hand Mesh Reconstruction As shown in Fig. 2, the recon-
struction module also acts as a decoder, which generates the
corresponding MANO, texture and light parameters. We em-
ploy Conv2d to map its output channels to parameter scales.
This is the same as the localization module above. Based on the
estimated MANO parameters and camera model, we are able to
render hand mesh into camera space. Given an input image, our
model first estimates the center map which represents all visible
hands in 2D space. We use max pooling operation to find the
local maximums and gather hand parameters according to these
indexes. 3D hand meshes TP ∈ R778×3 and joints J ∈ R21×3

are determined by δmano ∈ R61, which are converted to the cam-
era coordinate system through the estimated global rotation and
translation terms. Further, we adopt 2D keypoints re-projection
loss and photometric loss to learn our parameters as below:

Lrec = λrepLrep + λphoLpho + λregLreg, (7)

where Lrep refers to the re-projection loss. Lpho is the photo-
metric loss, and Lreg represents the regularization loss. Specif-
ically, Lrep is the sparse 2D keypoints re-projection error that
minimizes the distance between 2D projection from its corre-
sponding 3D joints and the labelled 2D ground truth.

Lrep =
1

k × J

k∑
n=1

J∑
j=1

||φn, j − φ
∗
n, j||2

+
1

k × E

k∑
n=1

E∑
e=1

||en,e − e∗n,e||2

. (8)

InLrep, J is the total number of 2D keypoints, and E is the total
number of normalized edge vectors constructed based on each
two adjacent keypoints. They correspond to 21 joints and 20
movable bones in the physical sense. φn, j refers to the nth hand
and jth keypoint projected on image. en,e is the nth hand and eth

bone. Similarly, ∗ indicates the ground truth. We use the length
of the first section in the middle finger to unify the errors for
different hand scales.
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Lpho =

∑W×H
n=1 Mn||In − I∗n ||2∑W×H

n=1 Mn
. (9)

Lpho is the photometric error between the input and rendered
images. Hand mask is used to exclude the influence of irrele-
vant background pixels. I and I∗ are the rendered and input im-
ages, respectively. M is a binary mask with the same size of in-
put image, which is determined by Hadamard product between
the rendered silhouette and ground truth skin mask. Since we
ignore the pixels in background area, Mn in such positions is
just set to zero. 3D textured hand mesh is constructed with
δmano, δtext and δlight and the rendering is implemented through
PyTorch3D (Ravi et al., 2020).
Lreg is a pose and shape regularization term to penalize the

implausible 3D joint rotation and shape. We define an interval
[θmin, θmax] of valid rotation range for each joint angle, since
the angle within the range should not be regularized. Shape
parameters are encouraged to be close to the mean value. In
this paper, we define the regularization loss as below:

Lreg = wpose||δpose||1 + wshape||δshape||2, (10)

where δpose is the pose error that penalizes θ exceeding the pre-
defined threshold, and δshape is the shape error pulling β to be
close to mean shape.
Global-local Feature Consistency To further improve the per-
formance, we consider combining the global feature and local
feature together. Specifically, the 2D keypoints directly es-
timated from local features and re-projected points from 3D
joints estimated from global features should be equal. Interest-
ingly, our center map plays an important role in top-down esti-
mation while our 2D keypoints heatmap is essential to bottom-
up estimation.

Lcon =
1

k × J

k∑
n=1

J∑
j=1

||φ
kp
n, j − φ

rep
n, j ||2. (11)

Similar ideas have been addressed in single-hand methods as in-
termediate supervision. In multi-hand issue, however, we have
to consider the joint assignment task. Keypoints belong to the
same hand should be close to each other while different hands
should fall apart from each other. We use L2 normal to con-
strain the above assumptions.

3.4. Weakly-supervised Data Augmentation
To address the problem of lacking annotated training data

with multiple hands, we synthesize a large multiscale multi-
hand dataset, whose hand samples are selected from the exist-
ing single hand datasets, as shown in Fig. 7. This dataset is
mainly used to verify the correctness of our method, and can
also be used as pre-training data for other multi-hand meth-
ods. Specifically, we crop up to 10 hand samples and resize
them to paste on an empty image I ∈ R512×512. To generate
more photo-realistic image, we firstly paste one whole image
containing single hand and background, which is resized to I
and padded with background pixels. Then, we crop other hand

samples according to its bounding box and randomly re-scale
them into the size between 96 pixels to 320 pixels. For sim-
plicity, we crop each hand in the original image into a square.
The irrelevant background pixels are removed by hand masks.
To place the hand samples, we use the greedy strategy to set
them layer by layer from the lower right corner to the upper left
corner in the image. The size of the next sample is randomly
generated according to the remaining available space until the
rest available space is less than the predefined minimum sam-
ple size. As for ground truth construction, we retain the index
of each hand sample, 2D keypoints, center point, bounding box
and mask, which are generated from the original data labels by
affine transformation. Besides, we randomly flip the original
hand patch horizontally to construct a left-hand image for hand
type learning, since all images in FreiHAND and HO3D only
have right hands.

4. Experiment

In this section, we thoroughly evaluate our proposed frame-
work. Firstly, we present the implementation details for exper-
imental setup. Then, the comprehensive experiments are con-
ducted in order to compare with the state-of-the-art methods,
including single-hand setting, two-hand setting and multi-hand
setting. Finally, we give an ablation study to examine the effect
of each individual module and give the potential direction for
further improvement.

4.1. Implementation Details

The proposed framework is implemented with Py-
Torch (Paszke et al., 2019). Our method can simultaneously
train detection and reconstruction modules in end-to-end.
To facilitate exploring the impact of different modules on
model performance, we also design a staged training strategy.
In the first stage, we reduce the model task to single hand
reconstruction and only update the reconstruction parameters.
In the second stage, we perform joint training of detection and
reconstruction based on the model obtained in the previous
stage. In our training process, the batch size is set to 256, and
the initial learning rate is 10−3. We decrease our learning rate
by 10 at the epoch of 30, 90 and 120. We train our model with
four RTX2080Ti GPUs, which takes around a day to train 70K
iterations on FreiHAND dataset. The input images are resized
into 224×224 for single-hand estimation task and 512×512 for
multiple hand recovering task. The typical data augmentation
methods, including random scaling, translation, rotation and
color jittering, are performed in both single and multiple hand
settings.

4.2. Datasets and Evaluation Metrics

FreiHAND (Zimmermann et al., 2019) is a large-scale single
hand dataset with 3D labels on hand joints and MANO parame-
ters. The evaluation set contains 3960 samples without ground
truth annotations. Researchers need to submit their predictions
to the online server for evaluation. The training set contains
32,560 samples of real human hands captured with green screen
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Table 1: Comparison with state-of-the-art model-based

methods on the FreiHAND dataset. Bold represents the best result and underlined represents the second-best result.
Methods supervision camera intrinsic MPJPE↓ AUCJ↑ MPVPE↓ AUCV↑ F5↑ F15↑

Boukhayma et al. (Boukhayma et al., 2019) 3D Yes 3.50 0.351 1.32 0.738 0.427 0.895
ObMan (Hasson et al., 2019) 3D Yes 1.33 0.737 1.33 0.736 0.429 0.907

ManoCNN (Zimmermann et al., 2019) 3D Yes 1.10 0.783 1.09 0.783 0.516 0.934
ManoFit (Zimmermann et al., 2019) 3D Yes 1.37 0.730 1.37 0.729 0.439 0.892

HTML (Qian et al., 2020) 3D Yes 1.11 0.781 1.10 0.781 0.508 0.930
HIU(single) (Zhang et al., 2021) 3D Yes 0.89 0.824 0.92 0.819 0.571 0.961

HIU(cascaded) (Zhang et al., 2021) 3D Yes 0.71 0.860 0.73 0.856 0.699 0.974
HandTailor (Lv et al., 2021) 3D Yes 0.82 - 0.87 - - -

Ours 3D No 0.80 0.840 0.81 0.839 0.649 0.966

Biomechanical (Spurr et al., 2020) 2D Yes 1.13 0.780 - - - -
S2HAND (Chen et al., 2021b) 2D Yes 1.18 0.766 1.19 0.765 0.48 0.92

Ours 2D No 1.07 0.788 1.10 0.782 0.500 0.937

Table 2: Comparison with previous model-based methods on HO-3D evaluation dataset.

Methods supervision MPJPE↓ AUCJ↑ MPVPE↓ AUCV↑ F5↑ F15↑

HO3D (Hampali et al., 2020) 3D 1.07 0.788 1.06 0.790 0.51 0.94
ObMan (Hasson et al., 2019) 3D - - 1.10 0.780 0.46 0.93

Photometric (Hasson et al., 2020) 3D 1.11 0.773 1.14 0.773 0.43 0.93
Ours 3D 1.01 0.799 0.97 0.805 0.524 0.953

PeCLR (Spurr et al., 2021) 2.5D 1.09 0.78 - - - -
S2HAND (Chen et al., 2021b) 2D 1.14 0.773 1.12 0.777 0.45 0.93

Ours 2D 1.03 0.794 1.01 0.797 0.502 0.951

Table 3: EPE comparison on RHD dataset. GT S and GT H denote ground truth
scale and hand type (left/right), respectively. y means ground truth used during
inference while n means not used.

Methods GT S GT H EPE↓

RHD (Zimmermann and Brox, 2017) y y 3.04
yang2019disentangling (Yang and Yao, 2019) y y 1.99

spurr2018cross (Spurr et al., 2018) y y 1.97

spurr2018cross (Spurr et al., 2018) n n 2.25
InterNet (Moon et al., 2020) n n 2.08

Ours n n 2.07

background, and each sample is augmented with different syn-
thetic backgrounds. The whole dataset contains 130,240 im-
ages with various hand poses and augmented background using
different post-processing options.
HO-3Dv2 (Hampali et al., 2020) is a single hand dataset with
3D annotations similar to FreiHAND, which focuses on hand-
object pose estimation. It contains 68 sequences captured with
10 different persons manipulating 10 different objects. The
training set has 66,034 images (from 55 sequences) and the
evaluation set contains 11,524 images (from 13 sequences).
RHD (Zimmermann and Brox, 2017) is a large-scale synthetic
dataset with 3D annotations for single and interacting hand
poses. It is created from 3D models of humans animations us-
ing commercial software. The dataset is built upon 20 different
characters performing 39 actions, providing 41,258 images for
training and 2728 images for evaluation.
InterHand2.6M (Moon et al., 2020) is a large-scale real-world

dataset with 3D annotations for interacting hand poses. It con-
tains 1,179,648 interacting hand frames and 1,410,699 single
hand frames.
Evaluation Metrics As in (Zimmermann et al., 2019; Hampali
et al., 2020), we evaluate our approach by calculating the er-
rors of 3D joints and 3D vertices. We compute the mean per
joint position error (MPJPE) and mean per vertex position error
(MPVPE) between the prediction and ground truth in cm for 3D
joints and 3D mesh evaluation, respectively. All results on Frei-
HAND and HO-3D are submitted to online server that aligned
automatically based on Procrustes analysis (Gower, 1975) for
fair comparison. We also calculate the area under curve (AUCJ

for joints and AUCV for vertices) of the percentage of correct
keypoints (PCK) curve in an interval from 0 cm to 5 cm with
the 100 equally spaced thresholds. Besides, end point error
(EPE) is used in two-hand setting, which is defined as a mean
Euclidean distance (cm) between the predicted 3D hand pose
and ground-truth after root joint alignment. As for 2D keypoint
evaluation, we calculate MPJPE using 2D distance in pixel.

4.3. Comparisons with State-of-the-art Methods

Single-hand Reconstruction Experiments We firstly compare
our method against the recent state-of-the-art methods in fully-
supervised (Boukhayma et al., 2019; Zimmermann et al., 2019;
Hasson et al., 2019; Qian et al., 2020; Hasson et al., 2020;
Hampali et al., 2020; Zhang et al., 2021; Spurr et al., 2021)
and weakly-supervised manner (Spurr et al., 2020; Chen et al.,
2021b). For fair comparison, we mainly focus on the more rele-
vant model-based methods and some excellent We choose Frei-
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(a) (b)

Fig. 3: 3D PCK comparison with state-of-the-art methods on FreiHAND dataset. The left two figures show the result of AUCJ and locally enlarged details. The
right two figures show the result of AUCV as well as locally enlarged details.

Fig. 4: Qualitative mesh results on dataset FreiHAND. Our model is trained only with 2D supervision, which do not require the real camera intrinsic parameters.
Textures are learned through a self-supervised manner, which makes our outputs more vivid.

HAND and HO-3D as our validation datasets, since they are
the latest and mostly used single hand datasets. Evaluations
are conducted through submitting our estimated results to their
online judging system1, 2.

Table 1 shows the evaluation results on FreiHAND. It can
be clearly seen that our presented method outperforms other
weakly-supervised methods on all evaluation metrics, which
achieves the comparable accuracy against many recent fully-
supervised methods. It obtains 1.07 cm MPJPE with 0.787
AUCJ and 1.10 cm MPVPE with 0.782 AUCV . To fur-
ther explore the potential of our model, we trained it with
full supervision when 3D labels are available. Our model
also achieves state-of-the-art performance among model-based
methods. Note that the HIU (cascaded) in Table 1 employs up
to 8 cascaded networks following a coarse-to-fine design while
our model only uses a single encoder. For fair comparison, we
also report the results of HIU (single) from its ablation experi-
ments, using the same single encoder-decoder structure as ours.
Our method performs better while having the same model com-
plexity. This reflects the potential of our framework. Fig. 3
plots our 3D PCK of joints and vertices with other methods
under different error thresholds. Our fully-supervised model
outperforms other methods to a large margin, while our weakly-
supervised model achieves the comparable performance against

1https://competitions.codalab.org/competitions/21238
2https://competitions.codalab.org/competitions/22485

ManoCNN (Zimmermann et al., 2019). In the close-up figure, it
can be found that our weakly-supervised model is not as good as
ManoCNN under the small error thresholds while our method
performs better under the large thresholds. This is because it
is hard for our method to learn the detailed 3D pose with only
2D label. However, we can achieve generally consistent and
fine-grained accuracy. To evaluate 2D pixel error, we randomly
select 10% of the training set for validation, since no ground-
truth 2D keypoints available on evaluation set. We train our
model with the rest samples of the training set, which obtains
6.64 pixel error/1.29 cm joint absolute error under the input size
of 224 × 224 using 2D supervision. Moreover, we obtain 5.88
pixel error/0.65 cm joint absolute error with 3D supervision.
The close pixel error further demonstrates that our presented
method can fully make use of 2D supervision to learn the ac-
curate 3D poses, while 3D supervision can disambiguate the
perspective projection to further improve performance. Visual
results on validation set are depicted in Fig. 4, which include
the input image, ground-truth mesh overlaid on input image,
predicted mesh overlaid on input image and textured mesh in
two viewpoints. By taking advantage of the photometric loss,
our model is able to learn the lighting and texture parameters
from input image through a self-supervised manner, which pro-
duces more vivid hand mesh. As shown in Fig. 4, two sets
of images from different viewpoints were rendered using open-
source system MeshLab (Cignoni et al., 2008) without lighting.

HO3D is a more challenging dataset for the hand-object
interaction containing motion sequences. Hands are usually
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occluded by the object or partly outside the screen, which
makes it even more challenging for our presented method
to estimate the hand center. By making use of the center-
based pipeline and carefully designed constraints, our approach
achieves the very promising performance in both weakly-
supervised and fully-supervised settings. As shown in Ta-
ble 2, our weakly-supervised model outperforms all other
model-based methods while our fully-supervised method fur-
ther improves the performance. We show the visual results of
our method and the current state-of-the-art weakly-supervised
method S2HAND (Chen et al., 2021b) in Fig. 5. It can be seen
that our method has obvious advantages in both texture detail
and pose estimation.

Fig. 5: Visualization comparison with the state-of-the-art method on single
hand datasets. Our method achieves significant advantages in both hand pose
accuracy and texture realism.

Table 4: Performance comparison with multi-stage methods on multi-hand
datasets. We compare the results of our multi-hand model and S2HAND (Chen
et al., 2021b) equipped with a third-party detector (Shan et al., 2020), and the
results of S2HAND directly using ground-truth bounding boxes, evaluating 2D
keypoint distances (pixels) and 3D joint point errors (cm).

Methods S2HAND +Detector Ours Multi S2HAND+GT

2D Distance↓ 9.79 7.41 9.54

MPJPE↓ 1.55 0.95 1.52

Two-hand Reconstruction Experiments Secondly, we evalu-
ate our method on RHD and InterHand2.6M with two isolated
hands and interacting hand scenarios, respectively.

As for RHD, we compare our method with several fully-
supervised methods (Zimmermann and Brox, 2017; Yang and
Yao, 2019; Spurr et al., 2018; Moon et al., 2020), where the EPE
results in Table 3 are reported from (Moon et al., 2020). All of
the above methods only predict the sparse hand joints rather
than dense hand mesh, they require the ground truth bounding

Fig. 6: Qualitative 3D pose estimation results on InterHand2.6M dataset.

box to crop the hand areas. To facilitate the fair comparisons,
we train our model with the same cropped images and evaluate
the relative 3D joints error. It can be seen that our weakly-
supervised model achieves the promising result without requir-
ing 3D supervision, ground truth scale or hand type. We obtain
2.07 cm end point error for 3D joints and 8.09 pixel error un-
der input resolution of 224 × 224. Differently from single-hand
setting, it is challenging to distinguish between left and right
hand types while recovering 3D pose. We achieve 97.65% ac-
curacy for hand type classification. As a single stage pipeline,
we can detect and recover hands, simultaneously. Furthermore,
we train our model using the original image, which achieve the
2.10 cm end point error for 3D joints and 9.14 pixel error under
input resolution of 320 × 320. The tiny accuracy loss demon-
strates the effectiveness of our proposed single-stage pipeline.

To examine the performance of our presented method on im-
ages captured in the real world, we select 200K images from
the training set of InterHand2.6M to train the model and use
the whole testing set for evaluation. It spends lots of compu-
tational cost on training all the data together. Similar to RHD,
we firstly train our model with the cropped images and evaluate
the relative 3D joints error. We achieve 2.77 cm end point error
and 10.98pixel error under the input size of 224×224. Then, we
train our model using the original image without cropping. It
achieves 2.39 cm end point error for 3D joints and 15.82 pixel
error under input resolution of 512 × 512. Due to the differ-
ence between our fixed focal length in training and the ground
truth, the predicted 3D coordinates and the true value from the
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dataset cannot be completely matched. Therefore, the 2D loss
in this experiment can more accurately reflect the performance
of our presented method. Visualization results are shown in
Fig. 6. In further work, we consider processing a group of two
interacting hands together like InterHand (Moon et al., 2020)
or introduce other assumptions such as collision detection and
left-right hand association to improve the accuracy.

Table 5: Comparison on different combinations of loss terms tested on the eval-
uation set of FreiHAND. Each loss term can improve the performance of the
model to a certain extent, and the photometric loss mainly predicts texture and
lighting to restore realistic meshes.

Baseline Lreg Laug Lcon Lbone Lpho L3D MPJPE↓ MPVPE↓

X - - - - - - 2.98 3.16
X X - - - - - 1.66 1.72
X X X - - - - 1.53 1.61
X X - X - - - 1.64 1.71
X X - X X - - 1.43 1.45
X X X X - - - 1.48 1.56
X X X - X - - 1.13 1.17
X X X X X - - 1.07 1.10
X X X X X X - 1.07 1.10*

X X X X X - X 0.80 0.81
X X X X X X X 0.80 0.81*

* this is the dense mesh with vivid hand texture.

Table 6: PSNR comparison of reconstruction results tested on evaluation set of
FreiHAND and HO3D. Ours mean denotes our model using mean texture.

Dataset FreiHAND↑ HO3D↑

S2HAND (Chen et al., 2021b) 14.74 13.92
Ours mean 11.79 13.71

Ours 16.64 16.78

Multi-hand Reconstruction Experiments To verify the effec-
tiveness of our method in multi-handed scenarios, we use the
data augmentation strategy proposed above to generate a new
validation dataset for experiments. Since there are few off-the-
shelf methods that can handle the multi-hand reconstruction,
we solve it by equipping the existing single-hand reconstruc-
tion method with an extra detector. We choose S2HAND (Chen
et al., 2021b) for comparison, since it adopts a similar model-
based approach and provides training code as well as evaluating
models. We employ EgoHand (Shan et al., 2020) as the detec-
tor. It is specially trained from an egocentric perspective that is
close to the multi-hand data we want to test on. We compare
the 2D pixel error and MPJPE of our multi-hand model with
the detector-equipped S2HAND. To examine the influence of
the detector on the reconstruction accuracy, we test the results
of directly utilizing the ground-truth hand bounding box as in-
put. As shown in Table 4, our method achieves clear advantages
in both cases. Fig. 7 depicts the visual results of our multi-hand
model, including input image, the predicted mask, keypoints
and mesh overlaid with the input image, respectively. In or-
der to investigate the generalization ability of our proposed ap-
proach, we evaluate our model on the unlabeled images from
Bambach et al. (Bambach et al., 2015). As shown in Fig. 8,
our method can obtain the reasonable prediction results even
without fine-tuning. To achieve better accuracy in real scenes,
the model can be fine-tuned using manually annotated 2D key-

points in the target scene, since 2D labels are easier to obtain
than 3D labels.

Fig. 7: Qualitative 3D pose estimation results on the proposed multi-hand
dataset. From left to right: generated image, predicted mask, predicted key-
points and predicted mesh overlaid on input image.

Fig. 8: Qualitative 3D pose estimation results on images in the wild. The pre-
dicted keypoints are re-projected from estimated 3D mesh using our model,
which is trained only on our generated multi-hand data.

4.4. Ablation Study

Evaluation on Efficiency The conventional methods using
multi-stage pipeline need to detect and encode each hand patch
individually while our presented network shares the same fea-
ture map only requiring single forward pass for inference. For
the single-hand setting, we employ the input image with the size
of 224 × 224. To facilitate the fair comparison, we conduct the
experiments on the same device, and use the official implemen-
tation of the reference methods. Our model only takes 11.8ms
for inference, while S2HAND (Chen et al., 2021b) spends
58.7ms and InterHand (Moon et al., 2020) requires 16.4ms with
the same input. It can be seen that our model is the most
lightweight under the same conditions. As for the multi-hand
setting, the computation cost of multi-stage methods grows lin-
early with the number of hands in image, as depicted in Fig. 9.
In addition, detection and cropping time need to be considered,
which incurs the extra computation cost and requires off-the-
shelf detectors. Besides, we find that the running time of our
model mainly depends on the size of input image. The infer-
ence time with the size of 512 × 512 is 36.5ms, which is still
faster than S2HAND. Through this experiment, we believe that
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the single-stage framework we proposed has its merit in dealing
with multiple hands.

Fig. 9: Runtime comparison on the different number of hands. The computa-
tional cost grows linearly using a multi-stage pipeline, while our single-stage
pipeline only needs a single forward pass.

Hand Center We study several center definitions such as the
center of bounding box, mean position of visible landmarks
and fixed joint position like wrist or first part of middle fin-
ger. Firstly, the fixed joint position is unsuitable for all kinds
of datasets. In some datasets, the invisible joints are set to -1,
which makes this definition not applicable when the fixed center
location is invisible. Then, we test the accuracy of center defini-
tion on FreiHAND using the center of bounding box and mean
position of visible landmarks. The former achieves 1.09 cm
MPJPE and 1.12 cm MPVPE while the latter obtains 1.07 cm
MPJPE and 1.10 cm MPVPE. In some poses, the center of the
bounding box may fall on background pixels outside the hand,
while the center of the mean position of visible landmarks can
mostly fall on the area belonging to the hand. Therefore, we
choose the latter for its robustness.
Effect of Different Loss Terms Finally, we conduct a compre-
hensive comparison on different loss terms. The overall com-
parison results on FreiHAND dataset are depicted in Table 5.
The re-projected keypoints error is the most fundamental loss
function for our weakly-supervised pipeline, which is treated as
a baseline. Lbone is the second term inLrep that introduces con-
straint on 2D bone direction. It provides more detailed pose in-
formation, which plays an import role in our weakly-supervised
algorithm. Lcons introduces the top-down and bottom-up con-
sistency, which further improves the overall accuracy. Lpho

does little improvement for pose accuracy, since other losses
have been able to constrain the optimization direction of the
model. However, the results without Lpho are with purely gray
texture. Compared to S2HAND, our method achieves higher
PSNR (Peak Signal to Noise Ratio) scores, which means our
predictions are more realistic, as shown in Fig. 5. Detailed
PSNR results can be found in Table 6. Lreg is adopted to avoid
the implausible 3D poses, which makes the limited contribution
to the final accuracy. In some cases, it even reduces the accu-
racy. However, a lower loss with the unreasonable hand shape
is not the expected result, which often means overfitting. The
difference between with and withoutLreg is depicted in Fig. 10.
Besides,Laug is not a specific loss term, which refers to whether

to use the data augmentation strategy mentioned above during
training. The data augmentation can significantly improve the
model accuracy, which can avoid overfitting and make full use
of the underlying pose distribution. L3D refers to the extra joint
constraints when 3D supervision exists. The loss term is the
same as Lcons except that the constrained objects are 3D joints.

Fig. 10: Visual comparison of model trained with and without pose regulariza-
tion term Lreg. Models without pose regularization constraints may generate
implausible hand poses.

Fig. 11: Failure cases, including extreme hand pose and texture.

Limitations With only 2D supervision, it is difficult for our
model to handle the ambiguity of some specific gestures.
Specifically, two gestures that are symmetrical with respect to
the projection plane are identical in the 2D projection view. Ad-
ditionally, it is difficult for our model to get the accurate result
when the input gesture is too challenging. Fig. 11 shows some
failure cases, including object occlusion, motion blur, extreme
texture and lighting.

5. Conclusion

This paper proposed a novel approach to simultaneously lo-
cating and recovering multiple hands from single 2D images.
In contrast to the conventional methods, we presented a con-
cise but efficient single-stage pipeline that reduced the com-
putational redundancy in data preprocessing and feature ex-
traction. Specifically, we designed a multi-head auto-encoder
structure for multi-hand recovery, where each head network
shares the same feature map and outputs hand center, pose
and texture, respectively. Besides, a weakly-supervised scheme
was proposed to alleviate the burden of expensive 3D real-
world data annotations. Extensive experiments on the bench-
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mark datasets demonstrate the efficacy of our proposed frame-
work. Our method achieved the promising results comparing
to the previous state-of-the-art model-based methods in both
weakly-supervised and fully-supervised settings. In further
work, we intend to extend our work to real-time hand gesture
recognition (Michalis Lazarou, 2021) and human-scene inter-
action (Hassan et al., 2021) using multi-view contrastive learn-
ing and temporal consistency. It may reduce the burden of 3D
annotation and achieve the high reconstruction accuracy.
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