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Abstract

In this paper we study the Grundy domination number on the X-join product G ←↩ R of a graph G

and a family of graphs R = {Gv : v ∈ V (G)}. The results led us to extend the few known families of

graphs where this parameter can be efficiently computed. We prove that if, for all v ∈ V (G), the Grundy

domination number of Gv is given, and G is a power of a cycle, a power of a path, or a split graph,

computing the Grundy domination number of G←↩ R can be done in polynomial time. In particular, the

results for power of cycles and paths are derived from a polynomial reduction to the Maximum Weight

Independent Set problem on these graphs.

As a consequence, we derive closed formulas to compute the Grundy domination number of the

lexicographic product G◦H when G is a power of a cycle, a power of a path or a split graph, generalizing

the results on cycles and paths given by Brešar et al. in 2016. Moreover, the results on the X-join product

when G is a split graph also provide polynomial-time algorithms to compute the Grundy domination

number for (q, q − 4) graphs, partner limited graphs and extended P4-laden graphs, graph classes which

are high in the hierarchy of few P4’s graphs.

Keywords: Grundy dominating sequences, X-join product, split graphs, power of paths, power of cycles

1 Introduction

In a similar fashion as Grundy number of graphs relate to greedy colorings, Grundy domination number

refers to greedy dominating sets. A greedy domination procedure applied to a graph generates a sequence

of vertices such that each vertex in the sequence has a private neighbour which has not been dominated by

the previous ones and every vertex in the graph is dominated by at least one vertex in the sequence. We

say that such a sequence of vertices is legal dominating. While the length of a shortest legal dominating

sequence is the domination number of G, the length of a longest one provides an upper bound for the size of

dominating sets that can be constructed by a greedy domination procedure. Regarding algebraic properties,

a strong connection between the Grundy domination number and the zero forcing number of a graph [1] was

established in [6].

∗Partially supported by grants PICT-2016-0410 (MINCyT 2017-2019) and PID-UNR ING 538 (2017-2020).
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A Grundy dominating sequence (Gds for short) is a legal dominating sequence of maximum length and

its length, denoted γgr(G), is the Grundy domination number of G (technical definitions are given in the

next section). In [7] it is proved that obtaining the Grundy domination number is NP -hard, even for chordal

graphs. On the other hand, efficient algorithms for trees, cographs and split graphs have been presented.

As it is known, every branch of mathematics employs some notion of a product that enables the com-

bination or decomposition of its elemental structures. In graph theory, cartesian product, strong product,

direct product and lexicographic product are the four main products, each with its own set of applications

and theoretical interpretations (see, e.g. [12]). Moreover, knowing the relationship among graph parameters

of the product and those of its factors allows the study of these parameters in graph families and usually

derive in the design of efficient algorithms to compute them (see, e.g. [3]).

In particular, the known modular decomposition of graphs [15] can be seen as obtaining the prime

factors of a graph with respect to the X-join product, an important generalization of the lexicographic

product, introduced by Hiragushi in 1951 [13]. This product is also known as joint of family of graphs [14],

substitution decomposition [17] and lexicographic sum [19]. In this paper, we use the name X-join and we

adopt the following notation. Given a graph G and a graph family R = {Gv : v ∈ V (G)}, the X-join product

of G and R is the graph denoted by G←↩ R and obtained by replacing every vertex v of G by the graph Gv.

If every Gv is isomorphic to a graph H we obtain the lexicographic product of G and H, denoted by G ◦H.

Moreover, for graphs G of order two and R = {G1, G2}, if G is complete (resp. edgeless) then G←↩ R is the

complete join (resp. disjoin union) of G1 and G2, usually denoted by G1 ∨G2 (resp. G1 +G2).

In [5] the Grundy domination number of grid-like, cylindrical and toroidal graphs was studied. More

precisely, the four standard graph products of paths and/or cycles were considered, and exact formulas

for the Grundy domination numbers were obtained for most of the products with two path/cycle factors.

Concerning the lexicographic product they provided a formula for γgr(G ◦H) which depends on γgr(H) and

a particular parameter over dominating sequences of G. In particular, closed formulas in terms of γgr(H)

are obtained when G is a path or a cycle.

In this paper we study the parameter Grundy domination number for the X-join product of graphs,

generalizing the results in [5] for the lexicographic product. We prove that, if G is a power of a cycle or a

power of a path, given γgr(Gv) for all v ∈ V (G), computing γgr(G ←↩ R) can be reduced (in polynomial

time) to the Maximum Weight Independent Set problem on G, which can be solved in polynomial time (see,

e.g., [9]). We also prove that γgr(G ←↩ R) is polynomial-time computable when G is a split graph, with

similar consequence for the lexicographic product.These results also provide polynomial-time algorithms to

compute the Grundy domination number for several graph classes that are high in the hierarchy of the

classes of graphs recognizable by modular decomposition. More specifically, we work with (q, q − 4) graphs

[4], partner limited graphs (PL) [18] and extended P4-laden graphs (EP4L) [11] for which their prime factors

are a subclass of split graphs, paths and cycles and their complements, and a family of graphs with bounded

order. These graph classes generalize several other ones having few P4’s such as cographs, P4-tidy, P4-laden

and (7, 3) graphs.

1.1 Preliminaries and notations

Given n,m ∈ N0, [n,m] denotes the set {t ∈ N0 : n ≤ t ≤ m} and [n] = [1, n] with the addition modulo

n. Given a, b ∈ [n], let t be the minimum non-negative integer such that a+ t = b.Then, [a, b]n denotes the

circular interval defined by the set {a + s : 0 ≤ s ≤ t}. Similarly, (a, b]n, [a, b)n, and (a, b)n correspond to
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[a, b]n \ {a}, [a, b]n \ {b}, and [a, b]n \ {a, b}, respectively.

In addition, Kn, Sn, Cn (n ≥ 3), and Pn are, respectively, the complete graph, graph, the cycle, and the

path of order n. For all these graphs the set of vertices is [n] and the edge of Cn (resp. Pn) are of the form

{i, i+ 1} for i ∈ [n] (resp. for i ∈ [n− 1].)

For a connected graph G, the distance between two vertices u, v in G is the number of edges in a shortest

path connecting them. For m ∈ Z+, the m-th power Gm of G is the graph with the same vertex set that G

and two vertices are adjacent in Gm if the distance between them in G is at most m.

Given a graph G and U ⊂ V (G), G − U denotes the graph obtained from G by deleting the vertices in

U and G[U ] = G− (V (G) \ U) denotes the subgraph induced by vertices in U . A subset U is a clique of G

if G[U ] is a complete graph.

Given v ∈ V (G), N(v) denotes the set of neighbors of v and N [v] = N(v) ∪ {v}. A dominating set of G

is a subset of vertices D such that every vertex outside of D has a neighbor in D, i.e. D ∩N [v] 6= ∅ for all

v ∈ V (G).

A subset of vertices I ⊂ V (G) is an independent set of G if no pair of elements in I are adjacent in G.

The independence number of G is the maximum cardinality amount its independent sets and it is denoted by

α(G). Given a vector of weights w ∈ RV (G) and a subset of vertices U , its weight is w(U) =
∑

v∈U wv. The

maximum weight of an independent set in G is denoted by αw(G). In the Maximum Weight Independent Set

(MWIS) problem, the input is a graph G and a weight vector w and the output is an independent set I∗ of

G of weight αw(G). This problem is NP -hard for general graphs and polynomial-time solvable for powers

of paths and cycles (see e.g. [16]).

Given v ∈ V (G) and a graph H, the graph obtained by replacing v by H is the graph with vertex set

(V (G)\{v})∪V (H) and whose edges are E(G−{v})∪E(H) together with all the edges connecting a vertex

in V (H) with a vertex in N(v). We denote it Gv←↩H . Observe that, if H is the trivial graph with one vertex

and no edges, Gv←↩H is isomorphic to G.

Given G and a family of graphs R = {Gv : v ∈ V (G)}, we denote G←↩ R the graph obtained by replacing

each vertex v in G by Gv, i.e. G←↩ R is the X-join product obtained from G and the graphs in R. We say

that G is the main factor in G←↩ R.

A graph H is prime for the X-join product if H = G←↩ R implies either G isomorphic to H and all the

graphs in R are trivial graphs or G is trivial and the graph in R is isomorphic to H.

As it was mentioned before, several operations in graphs can be reformulated in terms of the X-join

product of graphs. In particular, the lexicographic product of two graphs G and H, denoted by G ◦ H,

is the graph with vertex set V (G) × V (H) and two vertices (g1, h1) and (g2, h2) are adjacent if either

{g1, g2} ∈ E(G), or g1 = g2 and {h1, h2} ∈ E(H). It is easy to see that, if Gv = H for all v ∈ V (G),

G←↩ R = G◦H. Moreover, the disjoint union (resp. the complete join) of disjoint graphs G and H, denoted

by G+H (resp. G∨H) is the X-join product obtained from S2 (resp. K2) and the list R = {G,H}. From

the proof of Theorem 2.7 in [7], it can be derived that Gds’s of G1 + G2 and G1 ∨ G2 can be obtained in

constant time from Gds’s of G1 and G2.

In the context of this paper we say that a graph is modular if it and its complement are connected.

Clearly, if G is not modular, there exist two disjoint subgraphs G1 and G2 such that G = G1 + G2 or

G = G1 ∨G2.

Moreover, a graph G is called indecomposable if for all U ⊂ V (G) with 2 ≤ |U | ≤ |V (G)| − 1, there exist

two vertices u, v ∈ U such that N(v) \ U 6= N(v) \ U . It is not hard to see that, if G is not indecomposable

and U ⊂ V (G) verifies that N(v) \ U = N(u) \ U for all u, v ∈ U , then for any u ∈ U , G can be obtained
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from G− (U \ {u}) by replacing u by G[U ]. Then, a graph is indecomposable if and only if it is prime with

respect to the X-join product. In the following, we will refer to indecomposable graphs as prime graphs.

The modular decomposition process applied to a graph G finds in linear time its modular subgraphs and

the sequence of disjoint union and complete join operations that have to be performed in order to recover G

from them.

Denoting by M(F) the set of modular graphs in a family of graphs F , we easily obtain the following:

Remark 1. Let F be a family of graphs such that a Gds can be obtained in polynomial (resp. linear) time

for graphs in M(F). Then, a Gds can be obtained in polynomial (resp. linear) time for every graph in F .

The modular decomposition process continue by finding, also in linear time, for each modular no prime

subgraph H, a prime subgraph H ′ of H and a list H = {Hv : v ∈ V (H ′)} of subgraphs of H, such that

H = H ′ ←↩ H. For details on modular decomposition see, e.g. [15, 18].

Given a sequence S = (v1, . . . , vk) of distinct vertices of G, the corresponding set {v1, . . . , vk} of vertices

from the sequence S will be denoted by Ŝ and, for simplicity, |S| represents |Ŝ|. The order of a vertex

vi in S = (v1, . . . , vk) is OS(vi) = i. We denote by S−1 the sequence S traveled in reverse order, i.e.

S−1 = (vk, vk−1, . . . , v1). Given U ⊂ V (G), (U) denotes any sequence S such that Ŝ = U . The empty

sequence is denoted by S = ( ).

Let S = (v1, . . . , vn) and S′ = (u1, . . . , um) be two sequences in G with Ŝ ∩ Ŝ′ = ∅. The concatenation of

S and S′ is defined as the sequence S ⊕ S′ = (v1, . . . , vn, u1, . . . , um). Moreover, ( ) ⊕ S = S ⊕ ( ) = S, for

any sequence S. Clearly ⊕ is an associative operation on the set of all sequences, but is not commutative.

By using concatenation of sequences, we can write S =
⊕n

i=1(vi). Following this notation, a subsequence

of S is a sequence of the form
⊕k

i=j(vi) with 1 ≤ j ≤ k ≤ n.

If T =
⊕k

i=j(vi) is a subsequence of S, ST←↩S′ is the sequence obtained from S replacing T by S′, i.e.

ST←↩S′ = (v1, . . . , vj−1)⊕ S′ ⊕ (vk+1, . . . , vn). In particular, when T = (w) or S′ = (w) we denote Sw←↩S′ or

ST←↩w, respectively.

In the context of dominating sequences, given S = (v1, . . . , vk), for all i ∈ [k], the private neighborhood

of vi with respect to S is PNS(vi) = N [vi] \
⋃i−1

j=1N [vj ]. A sequence S = (v1, . . . , vk) is a legal dominating

sequence of G if Ŝ is a dominating set of G and PNS(vi) 6= ∅ holds for every i ∈ [k]. We denote by L(G)

the set of all legal dominating sequences of G. A Grundy dominating sequence (Gds for short) is a legal

dominating sequence of maximum length. We denote by Gr(G) the set of all Gds’s of G. The Grundy

domination number of G is the length of a Gds in G and it is denoted by γgr(G).

The next result is a straightforward counting observation.

Remark 2. Let G be a graph, S = (v1, . . . , vk) ∈ L(G) and R ⊂ [k]. Then, |S| − |R| ≤ |V (G)| −∣∣⋃
i∈R PNS(vi)

∣∣. In particular, ∀r ∈ [k], if R = [r],
⋃

i∈R PNS(vi) =
⋃r

i=1N [vi] and then, |S| ≤ |V (G)| −
|
⋃r

i=1N [vi]|+ r.

Given S ∈ L(G), we say that v ∈ Ŝ is the footprinter of every vertex in PNS(v). Clearly, every vertex in

V (G) has a unique footprinter and the function fS : V (G) → Ŝ that maps each vertex to its footprinter is

well defined. Moreover, defining IS = {v ∈ V : fS(v) = v}, it is easy to see the following:

Remark 3. For every S ∈ L(G), IS is an independent set of G.

Moreover, given an independent set I of G, we define L(G, I) = {S ∈ L(G) : IS = I} and considering

that the maximum of the empty set is −∞, γgr(G, I) = max{|S| : S ∈ L(G, I)}. We have

Remark 4. γgr(G) = max{γgr(G, I) : I is an independent set of G}.
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2 Gds’s on X-join product of graphs

In this section we are interested in general properties of legal dominating sequences of X-join product of

graphs.

Given a graph G, R = {Gv : v ∈ V (G)}, S = (w1, . . . , wn) a sequence of vertices of G, and v ∈ V (G), we

define nS(v) = |Ŝ ∩ V (Gv)|. If nS(v) ≥ 1, we denote as `S(v) the vertex in Ŝ ∩ V (Gv) with the lowest order

in S.

Lemma 5. Let G be a graph and R = {Gv : v ∈ V }. Then,

γgr(G←↩ R) ≥ max

{
γgr(G, I) +

∑
v∈I

γgr(Gv)− |I| : I is an independent set of G

}
. (1)

Proof. Let I be an independent set of G. We need to prove that

γgr(G←↩ R) ≥ γgr(G, I) +
∑
v∈I

γgr(Gv)− |I|.

If L(G, I) = ∅, the inequality follows immediately.

Otherwise, for each v ∈ I, let Sv ∈ Gr(Gv) and, if v ∈ V (G) \ IS , let Sv = (wv) for some wv ∈ V (Gv).

Given S ∈ L(G, I) such that |S| = γgr(G, I), let S̃ the sequence obtained by replacing each v ∈ I by Sv.

Clearly, S̃ ∈ L(G←↩ R). Then, γgr(G←↩ R) ≥ |S̃| = γgr(G, I) +
∑

v∈I γgr(Gv)− |I|.

We will see that the equality holds in (1). We first need the following technical result.

Lemma 6. Let S ∈ Gr(G←↩ R). Then, there exists S′ ∈ Gr(G←↩ R) verifying that, for all v ∈ V (G) such

that `S′(v) ∈ IS′ , it holds:

1. fS′(w) ∈ V (Gv) for all w ∈ V (Gv) and

2. |Ŝ′ ∩ V (Gv)| = γgr(Gv).

Proof. In order to prove 1, it is enough to show that if there exist v ∈ V (G) and w ∈ V (Gv) such that

fS(`S(v)) = `S(v) and fS(w) /∈ V (Gv) then there exists S′ ∈ Gr(G ←↩ R) such that fS′(w) ∈ V (Gv) and

IS ⊂ IS′ .
Let S′ = SfS(w)←↩w. It is not hard to see that, for all z ∈ Ŝ′, PNS′(z) 6= ∅. Since S ∈ Gr(G ←↩ R) and

|S′| = |S|, S′ ∈ Gr(G←↩ R).

Now, let us prove that, if S′ verifies 1, |Ŝ′ ∩ V (Gv)| = γgr(Gv) for all v ∈ V (G) with `S′(v) ∈ IS′ .
Since S′ verifies 1, for each v ∈ V (G) such that `S′(v) ∈ IS′ , there exists a subsequence Sv ∈ L(Gv) with

Ŝ′v = Ŝ′ ∩ V (Gv).

Moreover, for every S̃v ∈ Gr(Gv), S′
Sv←↩S̃v

∈ L(G←↩ R). Since S′ ∈ Gr(G←↩ R), |Sv| = |S̃v| = γgr(Gv).

Finally, we can prove:

Theorem 7. Let G be a graph and R = {Gv : v ∈ V }. Then,

γgr(G←↩ R) = max

{
γgr(G, I) +

∑
v∈I

γgr(Gv)− |I| : I is an independent set of G

}
.
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Proof. Let S ∈ Gr(G←↩ R). We need to prove that there exists an independent set I of G such that

|S| = γgr(G←↩ R) ≤ γgr(G, I) +
∑
v∈I

γgr(Gv)− |I|.

Let I = {v ∈ V (G) : fS(`S(v)) = `S(v)}. Clearly, I is an independent set of G.

W.l.o.g. we can assume that S verifies the conditions of Lemma 5 and, for all v ∈ V (G), there is a

subsequence Sv of S such that Ŝv = Ŝ ∩ V (Gv). Moreover, for all v ∈ I, |Sv| = γgr(Gv) and, if nS(v) ≥ 1

and v /∈ I, nS(v) = 1.

Let SG be the sequence of G obtained from S by replacing each subsequence Sv with |Sv| ≥ 1 by (v)

We will prove that SG ∈ L(G, I).

Let v ∈ ŜG. Note that, PNS(`S(v)) ∩ V (Gv) = ∅ if and only if v /∈ I. Besides, for u 6= v, PNS(`S(v)) ∩
V (Gu) is V (Gu) or the empty-set. Hence, PNSG

(v) = {u ∈ V (G) : PNSG
(v) ∩ V (Gu) 6= ∅}. This remark

shows that S̃ ∈ L(G, I).

Then,

|S| = |SG|+
∑
v∈I

γgr(Gv)− |I| ≤ γgr(G, I) +
∑
v∈I

γgr(Gv)− |I|

and the proof is complete.

The following lemma can be easily obtained as a corollary of Theorem 7 and gives a direct formula for

the case of the replacement of one vertex by a graph.

For every u ∈ V (G), we define γugr(G) = max{γgr(G, I) : u ∈ I}.

Lemma 8. Let G and H be two disjoint graphs and u ∈ V (G). Then, γgr(Gv←↩H) = max{γgr(G), γugr(G) +

γgr(H)− 1}.

In the next two sections we will study the Gds’s of G←↩ R when G = Pm
n or G = Cm

n , applying Theorem

7. Consequentially, we will analyze γgr(G, I), for every independent set I of G. In this regard, the next

lemma gives us a tool to study this parameter for G = Pm
n or G = Cm

n .

Lemma 9. Let G = Pm
n or G = Cm

n , i ∈ [n] and m+ 1 ≤ t ≤ n. Let S ∈ L(G) such that IS ∩ [i, i+ t]n =

{i, i+ t} . Then, ∣∣∣Ŝ ∩ [i, i+ t)n

∣∣∣ ≤ t−m.
Proof. Let v ∈ (i, i+ t)n. By hypothesis, fS(v) 6= v and it is not hard to see that fS(v) ∈ [i, i+ t]n.

Let F+ = {v ∈ Ŝ ∩ (i, i + t)n : fS(v) ∈ [i, v)n} and F− = {v ∈ Ŝ ∩ (i, i + t)n : fS(v) ∈ (v, i + t]n}. We

have F+ ∩ F− = ∅ and Ŝ ∩ (i, i+ t)n = F+ ∪ F−. We need to prove that |F+|+ |F−| ≤ t−m− 1

The result is trivial if F+ = F− = ∅.
Assume that F+ 6= ∅. Let v be the vertex in F+ at minimum distance from i. Then, i = fS(v). Let us

show that [i, i + m]n ⊂ PNS(i). First, it is easy to see that OS(i) < OS(u) for all u ∈ F+. Hence assume

that there exists w ∈ F− such that PNS(w) ∩ [i, i + m]n 6= ∅. Then, OS(w) < OS(i) < OS(v), which is a

contradiction since N [v] ⊂ N [i] ∪ N [w]. So, [i, i + m]n ⊂ PNS(i). Therefore
∣∣∣Ŝ ∩ [i+ 1, i+ t− 1]n

∣∣∣ is at

most |(i+m, i+ t)n| = t−m− 1 and the result follows.

Analogous reasoning is valid if F− 6= ∅.
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3 Gds’s on X-join product with a power of a cycle as main factor

Observe that Cm
n with 2(m+1) > n is isomorphic to Kn and in this case G←↩ R is the complete join of graphs

in R. Hence, from the results in Theorem 2.7 in [7], the Gds’s of the graphs in R with maximum Grundy

domination number are Gds’s of G ←↩ R. Then, from now on we assume that, if G = Cm
n , 2(m + 1) ≤ n.

Recall that we assumme that V (Cm
n ) is [n] with the addition modulo n and E(Cn) = {{i, i+1} : i = 1 . . . , n}.

Given i, j such that 1 ≤ i ≤ j ≤ n, let S(i, j) =
⊕j−i

t=0(i+ t).

We denote I2 the family of independent sets of Cm
n with cardinality at least two. Note that I2 6= ∅ since

{1,m+ 2} ∈ I2.

Given I = {ij : j ∈ [p]} ∈ I2 with 1 ≤ ij < ij+1 ≤ n, for j ∈ [p − 1], let Sj = S(ij , ij+1 − (m + 1)),

j ∈ [p− 1]. Moreover, we define Sp = S−1(ip + (m+ 1), i1 − 1) if ip + (m+ 1) 6= i1 and Sp = ( ), otherwise.

Finally, let

SC(I) =

p−1⊕
j=1

Sj

⊕ Sp ⊕ (ip).

It is not hard to check that, for all I ∈ I2, SC(I) ∈ L(G, I) and |SC(I)| = n− |I|m.

For I = {k} ⊂ [n] we define SC(I) = SC({k, k + m + 1}). Observe that {k, k + m + 1} ∈ I2. We have

the following result:

Lemma 10. For any non empty independent set I of Cm
n , γgr(Cm

n , I) = |SC(I)|. Then, γgr(Cm
n , I) =

n− |I|m if I ∈ I2 and γgr(Cm
n , I) = n− 2m = |SC(I)| if |I| = 1.

Proof. Let I = {ij : j ∈ [p]} with 1 ≤ ij < ij+1 ≤ n, for all j ∈ [p − 1], an independent set of Cm
n and

S ∈ L(G, I). We only need to prove that |S| ≤ |SC(I)|.
First assume that |I| ≥ 2 and, for j ∈ [p] denote Ij = [ij , ij+1)n. From Lemma 9 we have that:

1. for any j ∈ [p− 1],
∣∣∣Ŝ ∩ Ij∣∣∣ ≤ (ij+1 − ij)−m and

2.
∣∣∣Ŝ ∩ Ip∣∣∣ ≤ (i1 − ip) + n−m.

Then,

|S| =

∑
j∈[p]

∣∣∣Ŝ ∩ Ij∣∣∣
 ≤

∑
j∈[p]

(ij+1 − ij)−m

+ n = n− pm = |SC(I)|.

Finally, let I = {k}. We need to prove that

|S| ≤ |SC({k, k +m+ 1})| = n− 2m.

Clearly, k is the first vertex in the sequence S and footprints 2m + 1 vertices. Then, from Remark 2

|S| ≤ 1 + (n− 2m+ 1) = n− 2m and the theorem holds.

As a direct consequence of previous theorem and Theorem 7 we obtain:
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Theorem 11. Let G = Cm
n , R = {Gi : i ∈ [n]}. Then

γgr(G←↩ R) = max
I∈I2

{∑
i∈I

γgr(Gi)− |I|(m+ 1)

}
+ n.

Moreover, given Si ∈ Gr(Gi) for all i ∈ [n] and I∗ ∈ I2 such that

∑
i∈I∗

γgr(Gi)− |I∗|(m+ 1) = max
I∈I2

{∑
i∈I

γgr(Gi)− |I|(m+ 1)

}
,

the sequence S obtained from SC(I∗) by replacing each i ∈ I∗ by Si verifies S ∈ Gr(G←↩ R).

Recalling that G ◦H = G←↩ R with R = {Gv = H : v ∈ V (G)}, from the last result we have:

Theorem 12. Let n,m ∈ Z+ and H be a graph. Then,

γgr(Cm
n ◦H) =


⌊

n
m+1

⌋
(γgr(H)− (m+ 1)) + n if γgr(H) ≥ m+ 1,

2γgr(H) + n− (2m+ 2) if γgr(H) ≤ m.

Proof. Applying Theorem 11 we have:

γgr(Cm
n ◦H) = max

I∈I2
{|I|[γgr(H)− (m+ 1)]}+ n.

If γgr(H) ≥ m+ 1,

max
I∈I2
{|I|[γgr(H)− (m+ 1)]} = max

I∈I2
{|I|} [γgr(H)− (m+ 1)] =

= α(Cm
n )[γgr(H)− (m+ 1)].

Then,

γgr(Cm
n ◦H) =

⌊
n

m+ 1

⌋
[γgr(H)− (m+ 1)] + n.

If γgr(H) ≤ m,

max
I∈I2
{|I|[γgr(H)− (m+ 1)]} = min

I∈I2
{|I|} [γgr(H)− (m+ 1)] = 2[γgr(H)− (m+ 1)].

Then,

γgr(Cm
n ◦H) = 2γgr(H) + n− (2m+ 2).

Observe that, by fixing m = 1 we derive the known formula for the lexicographic product Cn◦H obtained

in [5] for γgr(H) ≥ 2. Moreover, applying Theorem 12 with H the trivial graph with one vertex, the Grundy

domination number for Cm
n is obtained.

Corollary 13. γgr(Cm
n ) = n− 2m.
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In this case, fixing m = 1 we derive the known formula for the Grundy domination number of Cn.

Note that, given γgr(H), the Grundy domination number of Cm
n ◦H can be computed in constant time

and the same result holds for G ←↩ R, if G = Cm
n and γgr(Gv) is a constant for all Gv ∈ R. However, the

computational complexity of computing γgr(G←↩ R) for a general family R is not so clear. Next, we show

that this problem can be reduced to the Maximum Weight Independent Set problem on power of cycles.

Let G = Cm
n and R = {Gi : i ∈ [n]}, and

M = max
I∈I2

{∑
i∈I

γgr(Gi)− |I|(m+ 1)

}
= max

I∈I2

{∑
i∈I

[γgr(Gi)− (m+ 1)]

}
.

From Theorem 11, we know that if I∗ ∈ I2 is an independent set where this maximum is attained, SC(I∗)

can be constructed in linear time. Moreover, given Si ∈ Gr(Gi) for all i ∈ [n], a Gds of G ←↩ R can be

constructed in linear time.

Then, we need to analyze the computational complexity of computing M . Defining the vector of weights

w ∈ Zn such that wi = γgr(Gi) − (m + 1) the problem can be reduced to obtain a maximum weighted

independent set of Cm
n with cardinality at least two. Let us analyze the relationship between M and

αw(Cm
n ).

Let I∗ be an independent set of Cm
n such that w(I∗) = αw(Cm

n ). Clearly, if |I∗| ≥ 2, M = αw(Cm
n ).

We will see that, if |I∗| ≤ 1, M = α2
w(Cm

n ) = maxI∈I2 {w(I) : |I| = 2} or, equivalently, for all I ∈ I2
with |I| ≥ 3 there exists j ∈ I such that w(I \ {j}) ≥ w(I).

Clearly, if |I∗| = 0 then wi ≤ 0 for all i ∈ [n]. Then, given I ∈ I2 with |I| ≥ 3, w(I \ {j}) ≥ w(I) for all

j ∈ I.

If |I∗| = 1 and I∗ = {k}, we have wk > 0 and wj ≤ 0 for all j ∈ [k + m + 1, k −m − 1]n. Otherwise, if

wj > 0 for some j ∈ [k +m+ 1, k −m− 1]n, {k, j} is a independent set with wk + wj > w(I∗).

Let I ∈ I2 with |I| ≥ 3. Then, there exists j ∈ I ∩ [k + m + 1, k − m − 1]n and I \ {j} ∈ I2 with

w(I \ {j}) ≥ w(I).

Since the MWIS problem is polynomial time solvable in powers of cycles [16], we have proved:

Theorem 14. Let G = Cm
n and R = {Gi : i ∈ [n]}, w ∈ Zn with wi = γgr(Gi) − (m + 1) for i ∈ [n] and

I∗ such that w(I∗) = αw(Cm
n ). Then, if |I∗| ≥ 2, γgr(G ←↩ R) = αw(Cm

n ) + n. Otherwise, γgr(G ←↩ R) =

α2
w(Cm

n ) + n. Therefore, given Si ∈ Gr(Gi) for all i ∈ [n], a Gds of G ←↩ R can be obtained in polynomial

time.

4 Gds’s on X-join product with a power of a path as main factor

Let us now consider power of paths. Observe that Pm
n with m + 2 > n is isomorphic to Kn. Then,

from now on, if G = Pm
n we assume that m + 2 ≤ n. Recall that we assume that V (Pn) = [n] and

E(Pn) = {{i, i+ 1} : i ∈ [n− 1]}.
Let us denote by I, the family of non-empty independent sets of Pm

n and Ĩ = {I ∈ I : m(I) ≤
m + 1 and M(I) ≥ n −m}. Similarly as in the case of power of cycles, for each I ∈ Ĩ we associate a legal

dominating sequence SP (I) of G.

Let I = {ij : j ∈ [p]} ∈ Ĩ with 1 ≤ ij < ij+1 ≤ n for all j ∈ [p − 1] and Sj = S(ij , ij+1 − (m + 1)), for

j ∈ [p− 1]. We define:
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SP (I) =

p−1⊕
j=1

Sj

⊕ (ip).

It is not hard to verify that SP (I) ∈ L(Pm
n , I) for all I ∈ Ĩ. Therefore, γgr(Pm

n , I) ≥ max
I∈Ĩ
|SP (I)|.

Observe that, ifm(I) = min{i : i ∈ I} andM(I) = max{i : i ∈ I}, |SP (I)| = M(I)−m(I)+1−(|I|−1)m.

We have the following result:

Lemma 15. Let I ∈ Ĩ. Then,

γgr(Pm
n , I) = |SP (I)| = M(I)−m(I) + 1− (|I| − 1)m.

Besides, if I ∈ I, there exists I ′ ∈ Ĩ such that γgr(Pm
n , I) ≤ γgr(Pm

n , I
′).

Proof. Let I = {ij : j ∈ [p]} with 1 ≤ ij < ij+1 ≤ n, for all j ∈ [p− 1], be an independent set. For j ∈ [p− 1]

denote Ij = [ij , ij+1). Moreover, I0 = [0, i1) and Ip = [ip, n].

From Lemma 9 we have that for any S ∈ L(Pm
n , I) and j ∈ [p− 1],

∣∣∣Ŝ ∩ Ij∣∣∣ ≤ (ij+1 − ij)−m.

Let I ∈ Ĩ, i.e. i1 ≤ m+ 1 and ip ≥ n−m. Clearly, γgr(Pm
n , I) ≥ |SP (I)| = M(I)−m(I) + 1− (|I|−1)m.

Then, we need to prove that, if S ∈ L(Pm
n , I), |S| ≤M(I)−m(I) + 1− (|I| − 1)m.

Let S ∈ L(Pm
n , I). Since i1 ≤ m + 1, i1 ∈ N [v] ⊂ N [i1] for all v ∈ I0. Then I0 ∩ Ŝ = ∅. Analogous

reasoning implies that Ip ∩ Ŝ = {vp}.
Therefore, |S| =

∑p
j=0 |Ŝ ∩ Ij | ≤ 1 +

∑p−1
j=1((ij+1 − ij)−m) = M(I)−m(I) + 1− (|I| − 1)m.

For the second part, it is enough to prove that,

1. if i1 ≥ m+ 2, γgr(Pm
n , I) ≤ γgr(Pm

n , I ∪ {1}) and

2. if ip ≤ n−m− 1, γgr(Pm
n , I) ≤ γgr(Pm

n , I ∪ {n}).

Consider the case i1 ≥ m+ 2.

Let S ∈ L(Pm
n , I). Note that, if v ∈ I0∩ Ŝ, OS(v) > OS(i1). Otherwise, the lowest order vertex in I0∩ Ŝ

footprints itself, a contradiction considering that I ∩ I0 = ∅.
Hence, if v ∈ I0 ∩ Ŝ, then PNS(v) ⊂ I0 \ [i1 − m, i1) and |I0 ∩ Ŝ| ≤ i1 − 1 − m. As above, for any

j ∈ [p− 1],
∣∣∣Ŝ ∩ Ij∣∣∣ ≤ (ij+1 − ij)−m.

Therefore, |S| ≤ |SP (I ∪ {1})|. We have proved that γgr(Pm
n , I) ≤ |SP (I ∪ {1})| ≤ γgr(Pm

n , I ∪ {1}).
Let us now analyze the case ip ≤ n − (m + 1). With a similar reasoning followed in the previous

case, we have that |Ip ∩ Ŝ| ≤ n + 1 − ip − m and |S| ≤ |SP (I ∪ {n})| for every S ∈ L(G, I). Then,

γgr(Pm
n , I) ≤ |SP (I ∪ {n})| ≤ γgr(Pm

n , I ∪ {n}).
From the previous lemma and Theorem 7, we have:

Theorem 16. Let G = Pm
n and R = {Gi : i ∈ [n]}. Then,

γgr(G←↩ R) = max
I∈Ĩ

{∑
i∈I

(γgr(Gi)− 1) +M(I)−m(I)− |I|m

}
+m+ 1.

Moreover, given Si ∈ Gr(Gi) for all i ∈ [n] and I∗ ∈ Ĩ such that∑
i∈I∗

(γgr(Gi)− 1) +M(I∗)−m(I∗)− |I∗|m+m+ 1 = γgr(G←↩ R),

the sequence S obtained by replacing in SP (I∗) each i ∈ I∗ by Si verifies S ∈ Gr(G←↩ R).
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Proof. We only need to verify that if I ∈ I and m(I) ≥ m+2 (resp. M(I) ≤ n−m−1), defining Ĩ = I ∪{1}
(resp. Ĩ = I ∪ {n})∑

i∈I
(γgr(Gi)− 1) +M(I)−m(I)− |I|m ≤

∑
i∈Ĩ

(γgr(Gi)− 1) +M(Ĩ)−m(Ĩ)− |Ĩ|m

Recalling that G ◦H = G←↩ R with R = {Gv = H : v ∈ V (G)}, we have:

Theorem 17. Let n,m ∈ Z+ and H be a graph. Then,

γgr(Pm
n ◦H) =


⌈

n
m+1

⌉
(γgr(H)− (m+ 1)) + n+m if γgr(H) ≥ m+ 1,

2γgr(H) + n−m− 2 if γgr(H) ≤ m.

Proof. From Theorem 16 we have that

γgr(Pm
n ◦H) = max

I∈Ĩ
{|I|[γgr(H)− (1 +m)] +M(I)−m(I)}+ (m+ 1).

First, in order to obtain γgr(Pm
n ◦ H), we note that it is enough to consider independent sets I such that

M(I) = n and m(I) = 1. Indeed, if `(I) = |I|[γgr(H)− (1+m)]+M(I)−m(I) and Ĩ = (I \{M(I),m(I)})∪
{1, n}, it is easy to see that `(I) ≤ `(Ĩ). Then,

γgr(Pm
n ◦H) = max

I∈Ĩ
{|I|[γgr(H)− (m+ 1)]}+m+ n.

Therefore, if γgr(H) ≥ m+ 1,

max
I∈Ĩ
{|I|[γgr(H)− (1 +m)]} = max

{
|I| : I ∈ Ĩ

}
[γgr(H)− (1 +m)] =

= α(Pm
n )[γgr(H)− (1 +m)].

Since α(Pm
n ) =

⌈
n

m+1

⌉
,

γgr(Pm
n ◦H) =

⌈
n

m+ 1

⌉
(γgr(H)− (m+ 1)) + n+m.

Finally, if γgr(H) ≤ m,

max
I∈Ĩ
{|I|[γgr(H)− (1 +m)]} = min

{
|I| : I ∈ Ĩ

}
[γgr(H)− (1 +m)].

Then,

γgr(Pm
n ◦H) = 2(γgr(H)− (m+ 1)) + n+m = 2γgr(H) + n−m− 2.

Observe that, by fixing m = 1 we derive the known formula for the lexicographic product Pn◦H obtained

in [5] for γgr(H) ≥ 2. Moreover, applying Theorem 17 with H the trivial graph with one vertex, the Grundy

domination number for Pm
n is obtained.

Corollary 18. γgr(Pm
n ) = n−m.
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In this case, fixing m = 1 we derive the known formula for the Grundy domination number of Pn.

Note that, the Grundy domination number of Pm
n ←↩ R can be computed in constant time if γgr(Gv) is

a given constant, for all Gv ∈ R. Let us analyze the computational complexity for general families R. From

Theorem 16, it depends on the computational complexity of computing

M = max
I∈Ĩ

{∑
v∈I

γgr(Gv)− (|I| − 1)(1 +m) +M(I)−m(I)

}
.

Given I ∈ Ĩ, we define I1 = I ∩ [1,m+ 1], I2 = I ∩ [m+ 2, n−m− 1] and I3 = I ∩ [n−m,n]. Observe that,

since I ∈ Ĩ,

m(I) =
∑
i∈I1

i and M(I) =
∑
i∈I3

i.

Then,if |I| ≥ 2 we have

∑
i∈I

γgr(Gi)− (|I| − 1)(1 +m) +M(I)−m(I) =

=
∑
i∈I1

[γgr(Gi)− i] +
∑
i∈I2

[γgr(Gi)− (1 +m)] +
∑
i∈I3

[γgr(Gi)− (1 +m) + i].

Observe that, if n ≥ 2m+ 3, |I| ≥ 2 for all I ∈ Ĩ. However, if n ≤ 2m+ 2, n−m ≤ m+ 2. Then, for any

j ∈ [n−m,m+ 1], {j} ∈ Ĩ. Moreover, if I ∈ Ĩ and |I| = 1, I ⊂ (n−m− 1,m+ 2).

Let us first analyze the case n ≥ 2m+ 3.

Since |I| ≥ 2 for all I ∈ Ĩ, we have

M = max
I∈Ĩ

{∑
i∈I1

[γgr(Gi)− i] +
∑
i∈I2

[γgr(Gi)− (1 +m)] +
∑
i∈I3

[γgr(Gi)− (1 +m) + i]

}
.

Let w ∈ Zn a weight vector defined as follows:

wi =


γgr(Gi)− i if i ∈ [1, 1 +m]

γgr(Gi)− (1 +m) if i ∈ [m+ 2, n−m− 1]

γgr(Gi)− (1 +m) + i if i ∈ [n−m,n]

(2)

We will see that M = αw(Pm
n ). We only need to prove that there always exists I∗ ∈ Ĩ such that

w(I∗) = αw(Pm
n ).

Observe that w1 ≥ 0 and wn > 0. Then, if I∗ is an independent set of Pm
n such that w(I∗) = αw(Pm

n ),

M(I∗) ≥ n−m. Moreover, if m(I∗) ≥ m+ 2 then wj ≤ 0 for all j ∈ [m(I∗)− (m+ 1)]. Hence, w1 = 0 and

w(I∗ ∪ {1}) = w(I∗). Clearly, I∗ ∪ {1} ∈ Ĩ and then, M = αw(Pm
n ).

Since the MWIS problem is linear time solvable in powers of paths [10], we have proved:

Lemma 19. Let G = Pm
n with n > 2m + 2, R = {Gi : i ∈ [n]}. Let w ∈ Zn defined as in (2). Then,

γgr(G ←↩ R) = αw(Pm
n ). Moreover, given Si ∈ Gr(Gi) for all i ∈ [n], a Gds of G ←↩ R can be obtained in

linear time.

Let us analyze the case n ≤ 2m+ 2. Since α(Pm
n ) = 2, γgr(G←↩ R) can be computed in O(n2) exploring

all the elements in Ĩ. However, we will see that, also in this case, computing M can be reduced to the

MWIS in Pm
n and then, it can be solved in linear time.
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Recall that j ∈ [n−m,m+ 1] if and only if {j} ∈ Ĩ. Moreover, if I ∈ Ĩ and |I| = 2, |I ∩ [1, n−m− 1]| =
|I ∩ [m+ 2, n]| = 1.

Then, given I ∈ Ĩ if I1 = I ∩ [1, n−m− 1], I2 = I ∩ [n−m,m+ 1], and I3 = I ∩ [m+ 2, n] we have:

∑
i∈I

γgr(Gi)− (|I| − 1)(1 +m) +M(I)−m(I) =

=
∑
i∈I1

γgr(Gi) +
∑
i∈I2

γgr(Gi) +
∑
i∈I3

γgr(Gi)− (|I| − 1)(1 +m) +

n∑
i=n−m

i−
m+1∑
i=1

i =

=
∑
i∈I1

[γgr(Gi)− i] +
∑
i∈I2

γgr(Gi) +
∑
i∈I3

[γgr(Gi) + i]− (|I| − 1)(1 +m).

Then, using a similar reasoning as before, M = αw(Pm
n ) with w ∈ Zn a weight vector defined as follows:

wi =


γgr(Gi)− i if i ∈ [1, n−m− 1]

γgr(Gi) if i ∈ (n−m− 1,m+ 2)

γgr(Gi) + i− (1 +m) if i ∈ [m+ 2, n]

(3)

Theorem 20. Let G = Pm
n with n ≤ 2m + 2, R = {Gi : i ∈ [n]}. Let w ∈ Zn defined as in (3). Then,

γgr(G ←↩ R) = αw(Pm
n ). Moreover, given Si ∈ Gr(Gi) for all i ∈ [n], a Gds of G ←↩ R can be obtained in

linear time.

5 Gds’s on X-join product with a split graph as main factor

In this section we work with split graphs G = (I∗ ∪K,E) where K is a clique of G and I, an independent

set with |I∗| = α(G).

Given a split graph G we define the parameter n(G) = 1 if there exist v, w ∈ K such that (N(v)∩N(w))∩
I∗ = ∅ and n(G) = 0, otherwise. Theorem 2.6 in [7] proves that γgr(G) = α(G) +n(G) and characterizes all

Gds’s of G, which can be obtained in polynomial time.

We analyze the value of γgr(G, I), for all independent set I of G.

First, for each independent set I of G we define a sequence S(I) ∈ L(G, I). Observe that, for all I we

have |K ∩ I| ≤ 1|. Then:

1. If I ∩K = ∅, S(I) = (I∗) if n(G) = 0 and, otherwise, S(I) = (N(u) ∩ I∗)⊕ (u)⊕ (I∗ \N(u)) for any

u ∈ K such that there exists v ∈ K with N(u) ∩N(v) ∩ I∗ = ∅.

2. If I ∩K = {u}, S(I) = (u)⊕ (I \N(u)).

Clearly, S(I) ∈ L(G, I) for all non empty independent set I of G.

Now, we can prove:

Lemma 21. Let G = (I∗ ∪K,E) be a split graph and I, an independent set of G. Then, γgr(G, I) = |S(I)|.
That is:

1. If K ∩ I = ∅, γgr(G, I) = |I∗|+ n(G).

2. If K ∩ I = {u}, γgr(G, I) = |I∗ \N(u)|+ 1.
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Proof. We only need to prove that, for any S ∈ L(G, I), |S| ≤ |S(I)|.
Let S ∈ L(G, I). Clearly, if Ŝ ∩ K = ∅, K ∩ I = ∅ holds and |S| ≤ |I∗| ≤ |I∗| + n(G). Then, assume

that Ŝ ∩K 6= ∅. Let u be the vertex in K of minimum order in Ŝ. Observe that, for all v ∈ Ŝ ∩K, v 6= u,

there exists iv ∈ PNS(v) ∩ I∗. Clearly, iv /∈ Ŝ. Then, Sv←↩iv ∈ L(G, I ∩ {iv}). Then, we can assume that

S ∈ L(G, I) such that Ŝ ∩K = {u}.

1. Let I such that K ∩ I = ∅. If there exists w ∈ PNS(u) ∩ I∗, w /∈ Ŝ. Then, |S| = |Ŝ ∩ I∗| + 1 ≤
(|I∗| − 1) + 1 = |I∗| ≤ |I∗|+ n(G).

Now, assume that PNS(u)∩I∗ = ∅. Then, for all w ∈ N(u)∩I∗ , w ∈ Ŝ and OS(w) < OS(u). Observe

that if n(G) = 0,
⋃

w∈N(u)∩I∗
N(w) = K and PNS(u) = ∅, a contradiction. Then, n(G) = 1 and we

have |S| = |Ŝ ∩ I∗|+ 1 ≤ |I∗|+ 1 = |I∗|+ n(G).

2. Let I such that K∩I = {u}. Since u ∈ IS = I, for all w ∈ I∗∩N(u), w /∈ Ŝ. Then, |S| ≤ |I∗\N(u)|+1.

Then, by Theorem 4, we have:

Theorem 22. Let G = (I∗ ∪K,E) be a split graph and R = {Gv : v ∈ I∗ ∪K}. Then

γgr(G←↩ R) = max

∑
v∈I∗

γgr(Gv) + n(G), max
v∈K

γgr(Gv) +
∑

w∈I∗\N(v)

γgr(Gw)


 .

Moreover, given Sv ∈ Gr(Gv) for all v ∈ I∗ ∪K, a Gds of G←↩ R can be obtained in polynomial time.

As a direct consequence of previous theorem, a formula for the lexicographic product of a split graph and

a graph H can be obtained.

Corollary 23. Let G = (I∗∪K,E) be a split graph and H be a graph. Then, γgr(G◦H) = |I∗|γgr(H)+n(G).

6 Gds’s on graphs with few P4’s

In this section we study Gds’s in the following three few P4’s graph classes. Let U be a subset of vertices

inducing a P4 in G. A partner of U is a vertex v ∈ G \ U such that U ∪ {v} induces at least two P4 in G.

A graph is called partner limited graph (PL, for short) if any P4 in G has at most two partners [18]. In

addition, a graph is extended P4-laden (EP4L, for short) if every induced subgraph with at most six vertices

contains at most two induced P4’s or it is {2K2, C4}-free [11]. Finally, a graph G is a (q, t)-graph if every set

of at most q vertices induces at most t distinct P4’s [4]. In particular, for a fixed q and t = q − 4 we obtain

the class of (q, q − 4)-graphs. Observe that, when q = 4 we have the class of cographs.

These classes are on the top of a widely studied hierarchy of many known graph classes containing few

P4’s, including cographs, P4-sparse, P4-lite, P4-laden and P4-tidy graphs (see Figure 1). Besides, their prime

factors with respect to the X-join product are completely characterized. These facts drive to the study of

combinatorial problems on these graph classes.

As we have mentioned in the introduction, the modular decomposition of a graph G obtains, in linear

time, the family of its modular subgraphs and the sequence of disjoint union and complete joint operations

needed in order to reconstruct G from its modular subgraphs. Then, for each modular subgraph H of G,
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Figure 1: Graphs with few P4’s

if H is not a prime graph, the procedure gives, also in linear time, the main factor H ′ and the family

R = {Hv : v ∈ V (H)} such that H = H ′ ←↩ R.

In particular, the prime graphs in PL are paths and their complements, cycles and their complements,

a family of graphs with at most 9 vertices, and a subclass of split graphs [18]. For EP4L, the prime graphs

are P5, P5 and C5 and split graphs [11]. Besides, for F ∈ {PL,EP4L}, if H ∈ M(F) and it is not prime,

then H is isomorphic to a graph G ←↩ R where the main factor G is a split graph and every graph in R
belongs to F . Note that the Grundy domination number of the complement of paths and the complement

of cycles with at least five vertices is 3 and a Gds can be easily obtained. Then, from Theorem 22, we can

obtain the Grundy domination number and a Gds of any graph in M(F) in polynomial time.

Finally, Remark 1 implies the following:

Theorem 24. A Gds can be obtained in polynomial time for PL and EP4L graphs.

In addition, for any fixed q ≥ 4, the prime graphs in (q, q − 4)-graphs are prime spider graphs or some

graphs of size at most q (see [8]). It is not hard to see that prime spider graphs are split graphs G for

which η(G) is linear time computable and then, we can obtain a Gds for prime spider graphs in linear time.

Besides, if H ∈ M(q, q − 4) and it is not prime, then H is isomorphic to a graph G ←↩ R where the main

factor G is a prime spider or a graph with at most q vertices and the graphs in R are trivial graphs except

exactly one graph which is in (q, q − 4) [4]. Finally, note that if q is fixed, by Lemma 8, γgr(Gu←↩H) can be

obtained in linear time for any graph G with order at most q, u ∈ V (G), and a graph H such that γgr(H)

is linear time computable.

These facts together with Theorem 22 and Remark 1 imply the following result.

Theorem 25. A Gds can be computed in linear time for any (q, q − 4)-graph.
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7 Concluding remarks

The here presented results generalize the results on Gds’s and the lexicographic product of graphs presented

in [5] in two directions. First, we extend the results on this product to a more general one, the X-join product

of graphs. In second place, we enlarge the family of graphs where closed formulas for Grundy domination

number are known. Moreover, we also give similar results for split graphs.

We consider the X-join product of a power of cycles or power of paths with a family of graphs with

given Grundy domination numbers, and show that the Grundy domination number of this product can be

obtained in polynomial time based on a polynomial reduction to the MWIS problem.

In a similar way, the results in this paper include generalizations of results on Gds’s for split graphs

and cographs, given in [7]. Indeed, since EP4L graphs is a superclass of split graphs, Theorem 24 provides

a superclass of these graphs where obatining a Gds is polynomial-time solvable and Theorem 25 gives a

superclass of cographs where the problem in linear time solvable.

Additionally, the superclass of EP4L called fat-extended P4 laden was introduced in [2] from the modular

decomposition of EP4L considering that the graphs P5, P5 and C5 are not only prime graphs but also main

factors of modular graphs in the graph class. Then, note that the reasoning applied in Section 6 infers that

a Gds can be computed in polynomial time for any fat-extended P4 laden graph.
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