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#### Abstract

The thinness of a graph is a width parameter that generalizes some properties of interval graphs, which are exactly the graphs of thinness one. Many NPcomplete problems can be solved in polynomial time for graphs with bounded thinness, given a suitable representation of the graph. In this paper we study the thinness and its variations of graph products. We show that the thinness behaves "well" in general for products, in the sense that for most of the graph products defined in the literature, the thinness of the product of two graphs is bounded by a function (typically product or sum) of their thinness, or of the thinness of one of them and the size of the other. We also show for some cases the non-existence of such a function.
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## 1. Introduction

A graph $G=(V, E)$ is $k$-thin if there exist an ordering $v_{1}, \ldots, v_{n}$ of $V$ and a partition of $V$ into $k$ classes $\left(V^{1}, \ldots, V^{k}\right)$ such that, for each triple

[^0]$(r, s, t)$ with $r<s<t$, if $v_{r}, v_{s}$ belong to the same class and $v_{t} v_{r} \in E$, then $v_{t} v_{s} \in E$. The minimum $k$ such that $G$ is $k$-thin is called the thinness of $G$ and denoted by $\operatorname{thin}(G)$.

The thinness is unbounded on the class of all graphs, and graphs with bounded thinness were introduced in [30] as a generalization of interval graphs.

In [5], the concept of proper thinness is defined in order to obtain an analogous generalization of proper interval graphs, and it is proved that the proper thinness is unbounded on the class of interval graphs. A graph $G=(V, E)$ is proper $k$-thin if there exist an ordering $v_{1}, \ldots, v_{n}$ of $V$ and a partition of $V$ into $k$ classes $\left(V^{1}, \ldots, V^{k}\right)$ such that, for each triple $(r, s, t)$ with $r<s<t$, if $v_{r}, v_{s}$ belong to the same class and $v_{t} v_{r} \in E$, then $v_{t} v_{s} \in E$, and if $v_{s}, v_{t}$ belong to the same class and $v_{t} v_{r} \in E$, then $v_{s} v_{r} \in E$. The minimum $k$ such that $G$ is proper $k$-thin is called the proper thinness of $G$ and denoted by pthin $(G)$.

The parameters of thinness and proper thinness represent how far a graph is from being an interval and proper interval graph, respectively. The class of (proper) 1-thin graphs is that of (proper) interval graphs. This is so because, considering a 1-partitioning, a (strongly) consistent ordering is sufficient to characterize (proper) interval graphs [33, 34].

When a representation of the graph as a $k$-thin graph is given, for a constant value $k$, a wide family of NP-complete problems can be solved in polynomial time, and the family of problems can be enlarged when a representation of the graph as a proper $k$-thin graph is given, for a constant value $k$ [5, 7, 30]. Hardness results for relaxed versions of this family of problems are shown in [4], even for classes of graphs with thinness one or two.

Many operations are defined over graphs, and some of them arise in structural characterizations of particular graph families or graph classes, for example union and join in the case of cographs [13]. The operations known as graph products are those for which the graph obtained by the operation of graphs $G_{1}$ and $G_{2}$ has as vertex set the Cartesian product $V\left(G_{1}\right) \times V\left(G_{2}\right)$. Different graph products are determined by the rules that define the edge set of the obtained graph. The main properties of these products are surveyed in [21].

There is a wide literature about the behavior of graph parameters under graph operations, and in particular graph products. For the chromatic number, it includes the famous conjecture of Hedetniemi (1966) [19], that remained open more than fifty years, it was shown to hold for many par-
ticular classes, and was recently disproved by Shitov [36]. Other results on the chromatic number and its variations in product graphs can be found in [1, 3, 66, 8, 11, 14, 16, 20, 21, 22, 23, 24, 25, 26, 27, 28, 35, 37, 39], and on domination in product graphs in [17, 18, 21, 22]. For width parameters, there is a recent paper studying the boxicity and cubicity of product graphs [9].

In [5], the behavior of the thinness and proper thinness under the graph operations union, join, and Cartesian product is studied. These results allow, respectively, to fully characterize $k$-thin graphs by forbidden induced subgraphs within the class of cographs, and to show the polynomiality of the $t$-rainbow domination problem for fixed $t$ on graphs with bounded thinness.

In this paper, we give bounds for the thinness and proper thinness of union and join of graphs, as well as the thinness and proper thinness of the lexicographical, Cartesian, direct, strong, disjunctive, modular, homomorphic and hom-products of graphs in terms of invariants of the component graphs. We also show that in some cases such bounds do not exist. Furthermore, we describe new general lower and upper bounds for the thinness of graphs. Also, we consider the concepts of independent and complete (proper) thinness, corresponding to the situations in which the classes are all independent or complete sets. Several of the results on the bounds of products of graphs are given additionally for these cases.

The organization of the paper is as follows. In Section 2 we state the main definitions and present some basic results on thinness and proper thinness. In Section 3, we determine the (proper) thinness of some graph families, and prove some lower and upper bounds for the parameters. Section 4 contains the main results of the paper, namely bounds of (proper) thinness for different binary operations, in terms of the (proper) thinness of their factors. Some concluding remarks form the last section.

## 2. Definitions and basic results

All graphs in this work are finite, undirected, and have no loops or multiple edges. For all graph-theoretic notions and notation not defined here, we refer to West [38]. Let $G$ be a graph. Denote by $V(G)$ its vertex set, by $E(G)$ its edge set, by $\bar{G}$ its complement, by $\Delta(G)$ (resp. $\delta(G)$ ) the maximum (resp. minimum) degree of a vertex in $G$. A graph is $k$-regular if every vertex has degree $k$.

Denote by $N(v)$ the neighborhood of a vertex $v$ in $G$, and by $N[v]$ the closed neighborhood $N(v) \cup\{v\}$. If $X \subseteq V(G)$, denote by $N(X)$ the set of
vertices of $G$ having at least one neighbor in $X$. A vertex $v$ of $G$ is universal (resp. isolated) if $N[v]=V(G)$ (resp. $N(v)=\emptyset)$.

An homogeneous set is a proper subset $X \subset V(G)$ of at least two vertices such that every vertex not in $X$ is adjacent either to all the vertices in $X$ or to none of them.

Denote by $G[W]$ the subgraph of $G$ induced by $W \subseteq V(G)$, and by $G-W$ or $G \backslash W$ the graph $G[V(G) \backslash W]$. A subgraph $H$ (not necessarily induced) of $G$ is a spanning subgraph if $V(H)=V(G)$.

Denote the size of a set $S$ by $|S|$. A clique or complete set (resp. stable set or independent set) is a set of pairwise adjacent (resp. nonadjacent) vertices. We use maximum to mean maximum-sized, whereas maximal means inclusion-wise maximal. The use of minimum and minimal is analogous. The size of a maximum clique (resp. stable set) in a graph $G$ is denoted by $\omega(G)($ resp. $\alpha(G))$.

A vertex cover is a set $S$ of vertices of a graph $G$ such that each edge of $G$ has at least one endpoint in $S$. Denote by $\tau(G)$ the size of a minimum vertex cover in a graph $G$.

A graph is called trivial if it has only one vertex. A graph is complete if its vertices are pairwise adjacent. Denote by $K_{n}$ the complete graph of size $n$.

Let $H$ be a graph and $t$ a natural number. The disjoint union of $t$ disjoint copies of the graph $H$ is denoted by $t H$. In particular, $\overline{t K_{2}}$ is the complement of a matching of size $t$. Denote by $\operatorname{mim}(G)$ the size of a maximum induced matching of a graph $G$.

Denote by $P_{n}$ the path on $n$ vertices. Given a connected graph $G$, let $\operatorname{lip}(G)$ be the length of the longest induced path of $G$, and $\operatorname{diam}(G)$ its diameter. A graph is a cograph if it contains no induced $P_{4}$.

For a positive integer $r$, the $(r \times r)$-grid $G R_{r}$ is the graph whose vertex set is $\{(i, j): 1 \leq i, j \leq r\}$ and whose edge set is $\{(i, j)(k, l):|i-k|+|j-l|=$ 1 , where $1 \leq i, j, k, l \leq r\}$.

The crown graph $C R_{n}$ (also known as Hiraguchi graph) is the graph on $2 n$ vertices obtained from a complete bipartite graph $K_{n, n}$ by removing a perfect matching.

A dominating set in a graph is a set of vertices such that each vertex outside the set has at least one neighbor in the set.

A coloring of a graph is an assignment of colors to its vertices such that any two adjacent vertices are assigned different colors. The smallest number $t$ such that $G$ admits a coloring with $t$ colors (a $t$-coloring) is called the
chromatic number of $G$ and is denoted by $\chi(G)$. A coloring defines a partition of the vertices of the graph into stable sets, called color classes.

A graph $G(V, E)$ is a comparability graph if there exists an ordering $v_{1}, \ldots, v_{n}$ of $V$ such that, for each triple $(r, s, t)$ with $r<s<t$, if $v_{r} v_{s}$ and $v_{s} v_{t}$ are edges of $G$, then so is $v_{r} v_{t}$. Such an ordering is a comparability ordering. A graph is a co-comparability graph if its complement is a comparability graph.

In the context of thinness, an ordering $v_{1}, \ldots, v_{n}$ of $V(G)$ and a partition of $V(G)$ satisfying that for each triple $(r, s, t)$ with $r<s<t$, if $v_{r}, v_{s}$ belong to the same class and $v_{t} v_{r} \in E(G)$, then $v_{t} v_{s} \in E(G)$, are said to be consistent. If both $v_{1}, \ldots, v_{n}$ and $v_{n}, \ldots, v_{1}$ are consistent with the partition, the partition and the ordering $v_{1}, \ldots, v_{n}$ are said to be strongly consistent. Notice that a graph is (proper) $k$-thin if and only if it admits a vertex ordering and a vertex partition into $k$ classes that are (strongly) consistent.

We will often use the following definitions and results.
Let $G$ be a graph and $<$ an ordering of its vertices. The graph $G_{<}$has $V(G)$ as vertex set, and $E\left(G_{<}\right)$is such that for $v<w$ in the ordering, $v w \in E\left(G_{<}\right)$if and only if there is a vertex $z$ in $G$ such that $w<z$ in the ordering, $z v \in E(G)$ and $z w \notin E(G)$. Similarly, the graph $\tilde{G}_{<}$has $V(G)$ as vertex set, and $E\left(\tilde{G}_{<}\right)$is such that for $v<w$ in the ordering, $v w \in E\left(\tilde{G}_{<}\right)$if and only if either $v w \in E\left(G_{<}\right)$or there is a vertex $x$ in $G$ such that $x<v$ in the ordering, $x w \in E(G)$ and $x v \notin E(G)$. An edge of $G_{<}$ (respectively $\tilde{G}_{<}$) represents that its endpoints cannot belong to the same class in a vertex partition that is consistent (respectively strongly consistent) with the ordering $<$.

Theorem 1. [5, 7] Given a graph $G$ and an ordering $<$ of its vertices, the graphs $G_{<}$and $\tilde{G}_{<}$have the following properties:
(1) the chromatic number of $G_{<}$(resp. $\left.\tilde{G}_{<}\right)$is equal to the minimum integer $k$ such that there is a partition of $V(G)$ into $k$ sets that is consistent (resp. strongly consistent) with the order $<$, and the color classes of a valid coloring of $G_{<}\left(\right.$resp. $\left.\quad \tilde{G}_{<}\right)$form a partition consistent (resp. strongly consistent) with $<$;
(2) $G_{<}$and $\tilde{G}_{<}$are co-comparability graphs;
(3) if $G$ is a co-comparability graph and $<$ a comparability ordering of $\bar{G}$, then $G_{<}$and $\tilde{G}_{<}$are spanning subgraphs of $G$.

Since co-comparability graphs are perfect [31], $\chi\left(G_{<}\right)=\omega\left(G_{<}\right)$and $\chi\left(\tilde{G}_{<}\right)=\omega\left(\tilde{G}_{<}\right)$. We thus have the following.

Corollary 2. Let $G$ be a graph, and $k$ a positive integer. Then $\operatorname{thin}(G) \geq k$ (resp. pthin $(G) \geq k$ ) if and only if, for every ordering $<$ of $V(G)$, the graph $G_{<}\left(\right.$resp. $\left.\tilde{G}_{<}\right)$has a clique of size $k$.

We will define also two new concepts related to (proper) thinness: independent (proper) thinness and complete (proper) thinness. These concepts are involved in some of the bounds of Section 4 .

A graph $G=(V, E)$ is $k$-independent-thin if there exist an ordering of $V$ and a partition of $V$ into $k$ classes, consistent with the ordering, and such that each class is an independent set of the graph. The minimum $k$ such that $G$ is $k$-independent-thin is called the independent thinness of $G$ and is denoted by $\operatorname{thin}_{\text {ind }}(G)$. Similarly, we can define the concept of proper $k$ -independent-thin and independent proper thinness (denoted by pthin ${ }_{\mathrm{ind}}(G)$ ), where the partition has to be consistent with the ordering and its reverse. Exchanging independent set by complete set, we define the concepts of $k$ -complete-thin, complete thinness (denoted by $\operatorname{thin}_{\mathrm{cmp}}(G)$ ), proper $k$-completethin and complete proper thinness (denoted by pthin $\mathrm{cmp}(G))$.

Remark 1. Notice that $\operatorname{pthin}_{\text {ind }}(G) \geq \operatorname{thin}_{\text {ind }}(G) \geq \chi(G)$ and, by Theorem 1, pthin $_{\text {ind }}(G)=\operatorname{thin}_{\text {ind }}(G)=\chi(G)$ when $G$ is a co-comparability graph. Indeed, we can also see the independent (proper) thinness as a coloring problem in a graph whose vertex set is $V(G)$ and whose edge set is $E(G) \cup$ $E\left(G_{<}\right)\left(\right.$resp. $\left.E(G) \cup E\left(\tilde{G}_{<}\right)\right)$. Similarly, $\operatorname{pthin}_{\mathrm{cmp}}(G) \geq \operatorname{thin}_{\mathrm{cmp}}(G) \geq \chi(\bar{G})$ and we can see the complete (proper) thinness as a coloring problem in a graph whose vertex set is $V(G)$ and whose edge set is $E(\bar{G}) \cup E\left(G_{<}\right)$ (resp. $E(\bar{G}) \cup E\left(\tilde{G}_{<}\right)$). Theorem $[3$ and Corollary 6 show that the bounds $\operatorname{thin}_{\mathrm{cmp}}(G) \geq \chi(\bar{G})$ and $\operatorname{thin}_{\mathrm{ind}}(G) \geq \chi(G)$ can be arbitrarily bad. Notice also that, given a (proper) $k$-thin representation of a graph, we can split each class into independent sets and obtain a (proper) $k$-independentthin representation. Thus $(\mathrm{p}) \operatorname{thin}_{\text {ind }}(G) \leq \chi(G)(\mathrm{p}) \operatorname{thin}(G)$. Analogously, (p) thin $_{\text {cmp }} \leq \chi(\bar{G})(\mathrm{p}) \operatorname{thin}(G)$.

## 3. Thinness of some graph families and general bounds

In this section, we determine or give lower bounds for the thinness and proper thinness of families of graphs, as induced matchings, crowns, and


Figure 1: Hasse diagram of the parameters involved (if $\alpha$ precedes $\beta$ in the diagram, then $\alpha \leq \beta$ ). We will state the strongest results, and the consequences for other parameters can be deduced from the diagram.
hypercubes. In addition, we determine both general lower and upper bounds for the thinness and proper thinness of graphs. Also, we relate the thinness to the independence and clique numbers of graphs.

For the complement of an induced matching, the exact value of the thinness is known.

Theorem 3. [10] For every $t \geq 1$, $\operatorname{thin}\left(\overline{t K_{2}}\right)=t$.
The vertex partition used when proving the part "thin $\left(\overline{t K_{2}}\right)=t$ " of the equation of Theorem 3, which is consistent with any vertex ordering, is the one where each class consists of a pair of nonadjacent vertices. It is easy to see that this partition is also strongly consistent with any vertex ordering. So we have the following corollary.

Corollary 4. For every $t \geq 1$, pthin $\left(\overline{t K_{2}}\right)=\operatorname{thin}_{\text {ind }}\left(\overline{t K_{2}}\right)=\operatorname{pthin}_{\text {ind }}\left(\overline{t K_{2}}\right)=$ $t$.

### 3.1. Lower bounds

Let $G_{1}$ and $G_{2}$ be graphs on $n$ vertices, and $f: V\left(G_{1}\right) \rightarrow V\left(G_{2}\right)$ a bijection. Let $G_{1} \boxminus_{f} G_{2}$ with vertex set $V\left(G_{1}\right) \cup V\left(G_{2}\right)$, such that $V\left(G_{i}\right)$
induces $G_{i}$ for $i=1,2$, and the edges from $V\left(G_{1}\right)$ to $V\left(G_{2}\right)$ are exactly $\{v f(v)\}_{v \in V\left(G_{1}\right)}$. When $G_{1}$ or $G_{2}$ is either the complete graph $K_{n}$ or the empty graph $n K_{1}$, we can omit $f$ by symmetry. Notice that $\overline{t K_{2}}=\overline{t K_{1} \boxminus t K_{1}}$, and the crown $C R_{n}=\overline{K_{n} \boxminus K_{n}}$.

Theorem 5. For $G_{1}$ and $G_{2}$ graphs on $n$ vertices and $f: V\left(G_{1}\right) \rightarrow V\left(G_{2}\right)$ a bijection, thin $\left(\overline{G_{1} \boxminus_{f} G_{2}}\right) \geq n / 2$.

Proof. Let $G=\overline{G_{1} \boxminus_{f} G_{2}}$, and $<$ an arbitrary ordering of its vertices. We will show that $\omega\left(G_{<}\right) \geq n / 2$. Let $A=V\left(G_{1}\right)$ and $A^{\prime}=V\left(G_{2}\right)$, and for each vertex $v \in A$, let $v^{\prime}=f(v)$ (the only vertex in $A^{\prime}$ that is not adjacent to $v$ in $G$ ).

By definition of $G_{<}$, if $v<v^{\prime}$ then $v$ is adjacent in $G_{<}$to every vertex $w$ in $A$ such that $w<v$, and to every vertex $w$ in $A$ such that $v<w<w^{\prime}$. Analogously, if $v^{\prime}<v$, then $v^{\prime}$ is adjacent in $G_{<}$to every vertex $w^{\prime}$ in $A^{\prime}$ such that $w^{\prime}<v^{\prime}$, and to every vertex $w^{\prime}$ in $A^{\prime}$ such that $v^{\prime}<w^{\prime}<w$. Therefore, the vertices $v \in A$ such that $v<v^{\prime}$ form a clique in $G_{<}$, and the vertices $v^{\prime} \in A^{\prime}$ such that $v^{\prime}<v$ form a clique in $G_{<}$. Since for each of the $n$ pairs of vertices $v, v^{\prime}$ one of the inequalities holds, by the pigeonhole principle, $G_{<}$ has a clique of size at least $n / 2$.

Corollary 6. For every $n \geq 1$, $\operatorname{thin}\left(C R_{n}\right) \geq n / 2$.
Since a fat spider is the graph $\overline{K_{n} \boxminus n K_{1}}$, the theorem above implies that split graphs have unbounded thinness.

The vertex isoperimetric peak of a graph $G$, denoted as $b_{v}(G)$, is defined as $b_{v}(G)=\max _{s} \min _{X \subset V,|X|=s}|N(X) \cap(V(G) \backslash X)|$, i.e., the maximum over $s$ of the lower bounds for the number of boundary vertices (vertices outside the set with a neighbor in the set) in sets of size $s$.

Theorem 7. [10] For every graph $G$ with at least one edge, $\operatorname{thin}(G) \geq$ $b_{v}(G) / \Delta(G)$.

The thinness of the grid $G R_{r}$ was lower bounded by using Theorem 7 .
Corollary 8. [10] For every $r \geq 2$, $\operatorname{thin}\left(G R_{r}\right) \geq r / 4$.

We will prove next some other lower bounds, which are very useful for bounding the thinness of highly symmetric graphs, as is the case of graph products of highly symmetric graphs.
Theorem 9. Let $G$ be a graph. If $|N(u) \backslash N[v]| \geq k$ for all $u, v \in V(G)$ then $\operatorname{thin}(G) \geq k+1$. Moreover, for every order $<$ of $V(G)$, the first $k+1$ vertices induce a complete graph in $G_{<}$.

Proof. Let $v_{1}, \ldots, v_{n}$ be an ordering of the vertices of $G$. Let $i, j$ be such that $1 \leq i<j \leq k+1$. We know that $\left|N\left(v_{i}\right) \backslash N\left[v_{j}\right]\right| \geq k$. Hence, $\left|\left(N\left(v_{i}\right) \backslash N\left[v_{j}\right]\right) \backslash\left(\left\{v_{1}, \ldots, v_{j-1}\right\} \backslash\left\{v_{i}\right\}\right)\right| \geq 1$. Therefore, there exists a vertex $v_{h}$ with $h>j$ such that $v_{h} \in N\left(v_{i}\right)$ and $v_{h} \notin N\left(v_{j}\right)$, implying that $v_{i}$ and $v_{j}$ are adjacent in $G_{<}$.

So, for every order $<$ of vertices of $G$, we have that the first $k+1$ vertices induce a complete graph in $G_{<}$. By Corollary 2, $\operatorname{thin}(G) \geq k+1$.

Corollary 10. Let $G$ be a graph with $\delta(G) \geq d$ and such that for all $u, v \in$ $V(G),|N(u) \cap N(v)| \leq c<d$. Then $\operatorname{thin}(G) \geq d-c$.

The class of hypercubes $Q_{n}$ consists of the graphs whose vertex sets correspond to all binary strings with fixed size $n$ and two vertices $u$ and $v$ are adjacent if $u$ and $v$ differ exactly in one position. We say that $n$ is the dimension of the hypercube $Q_{n}$. Clearly, $Q_{n}$ is a $n$-regular graph.
Lemma 11. [32] For all $u, v \in V\left(Q_{n}\right),|N(u) \cap N(v)| \leq 2$.
Corollary 12. For every $n \geq 1$, $\operatorname{thin}\left(Q_{n}\right) \geq n-2$.
Theorem 13. Let $G$ be a graph. Let $S \subseteq V(G)$ and $p=|S|$. If $\mid N(u) \backslash$ $N[v] \mid \geq k$ for all $u, v \in S$ and $|V(G)|-p \leq k$ then $\operatorname{thin}(G) \geq 1+k+p-$ $|V(G)|$.

Proof. Let $v_{1}, \ldots, v_{n}$ be an ordering of the vertices of $G$. Let $v_{i}, v_{j} \in S$ be such that $1 \leq i<j \leq k+1$.

We know that $\left|N\left(v_{i}\right) \backslash N\left[v_{j}\right]\right| \geq k$. Hence, $\mid\left(N\left(v_{i}\right) \backslash N\left[v_{j}\right]\right) \backslash\left(\left\{v_{1}, \ldots, v_{j-1}\right\} \backslash\right.$ $\left.\left\{v_{i}\right\}\right) \mid \geq 1$. Therefore, there exists a vertex $v_{h}$ with $h>j$ such that $v_{h} \in$ $N\left(v_{i}\right)$ and $v_{h} \notin N\left(v_{j}\right)$, implying that $v_{i}$ and $v_{j}$ are adjacent in $G_{<}$.

So, for every order $<$ of vertices of $G$, we have that the vertices in $S$ within the first $k+1$ vertices induce a complete graph in $G_{<}$. Since they are at least $k+1-|V(G) \backslash S|=k+1-|V(G)|+p$, by Corollary 2, $\operatorname{thin}(G) \geq k+1-|V(G)|+p$.

### 3.2. Upper Bounds

Two general upper bounds were known for the thinness of a graph.
Theorem 14. [10] Let $G$ be a graph. Then $\operatorname{thin}(G) \leq|V(G)|-\log (|V(G)|) / 4$.
Theorem 15. [10] Let $G$ be a graph. Then $\operatorname{thin}(G) \leq|V(G)|(\Delta(G)+$ $3) /(\Delta(G)+4)$.

We will prove here other general upper bounds.
Lemma 16. Let $S \subseteq V(G)$. Then $\operatorname{thin}(G) \leq|V(G)|-|S|+\operatorname{thin}(G[S])$.
Proof. Consider an order $<$ of vertices of $G$ such that $v<s$ for all $v \in V(G)-S$ and $s \in S$, and such that $\omega\left(G[S]_{<_{S}}\right)=\operatorname{thin}(G[S])$, where $<_{S}$ stands for the order restricted to $S$. Such an order exists by Corollary 2. Notice that, since $v<s$ for all $v \in V(G)-S$ and $s \in S, G_{<}[S]=G[S]_{<_{S}}$. Then $\operatorname{thin}(G) \leq \omega\left(G_{<}\right) \leq \omega\left(G_{<}[S]\right)+\omega\left(G_{<}[V(G) \backslash S]\right) \leq \omega\left(G[S]_{<S}\right)+|V(G)|-$ $|S|=|V(G)|-|S|+\operatorname{thin}(G[S])$.

Corollary 17. Let $S \subseteq V(G)$ be such that $G[S]$ is an interval graph. Then $\operatorname{thin}(G) \leq|V(G)|-|S|+1$.

An interval completion of a graph $G$ is a spanning supergraph of $G$ which is an interval graph.

Lemma 18. Let $G$ be a graph. Let $H$ be an interval completion of $G$. Let $F$ be the subgraph of $H$ whose edges are $E(H)-E(G)$. Then the number of vertices of a maximum induced interval subgraph of $G$ is at least $|V(G)|-$ $\tau(F)$.

Proof. Let $H$ be an interval completion of $G$. Then $H$ has $|V(G)|$ vertices. Let $F$ be the subgraph of $H$ whose edges are $E(H)-E(G)$. If we remove from $H$ the vertices of a vertex cover in $F$, we get an interval graph that is an induced subgraph of $G$.

Corollary 19. Let $G$ be a graph. Let $H$ be an interval completion of $G$. Let $F$ be the subgraph of $H$ whose edges are $E(H)-E(G)$. Then $\operatorname{thin}(G) \leq$ $\tau(F)+1$.

In particular, stable and complete sets induce interval graphs. Moreover, if $\alpha(G)<|V(G)|($ resp. $\omega(G)<|V(G)|)$, we can add one more vertex $v$ and reorder the vertices of the stable or complete set $S$ such that $u<w$ for all $u \in S-N(v)$ and $w \in N(s) \cap S$ and $s<v$ for all $s \in S$, so $G$ has an induced interval graph of size at least $\alpha(G)+1$ (resp. $\omega(G)+1$ ). As corollaries of Corollary 17, we have the following two results.

Corollary 20. If $V(G)$ is not a stable set then $\operatorname{thin}(G) \leq|V(G)|-\alpha(G)$.
Corollary 21. If $G$ is not a complete graph then $\operatorname{thin}(G) \leq|V(G)|-\omega(G)$.
Remark 2. In the same way, one can see that $\operatorname{thin}_{\text {ind }}(G) \leq|V(G)|-\alpha(G)+1$ and $\operatorname{thin}_{\mathrm{cmp}}(G) \leq|V(G)|-\omega(G)+1$ (in this case we cannot add another vertex to the class containing the maximum stable set or maximum clique, respectively).

We have also the following bound for co-comparability graphs. As already noticed in [7], Theorem 1 implies that if $G$ is a co-comparability graph, then thin $(G) \leq \chi(G)$. Recalling that co-comparability graphs are perfect [31], this implies $\operatorname{thin}(G) \leq \omega(G)$.

We prove next a new upper bound for the thinness of co-comparability graphs.

Theorem 22. If $G$ is a non trivial co-comparability graph, then $\operatorname{thin}(G) \leq$ $|V(G)| / 2$.

Proof. If $G$ is complete and non trivial, then $\operatorname{thin}(G)=1 \leq|V(G)| / 2$. If $G$ is not complete, by Corollary [21, $\operatorname{thin}(G) \leq|V(G)|-\omega(G)$. Adding this inequality to the inequality $\operatorname{thin}(G) \leq \omega(G)$ that holds for co-comparability graphs, we have $2 \operatorname{thin}(G) \leq|V(G)|$, thus $\operatorname{thin}(G) \leq|V(G)| / 2$.

The bound is attained, for example, by the family $\overline{t K_{2}}$ (Theorem (3)).

## 4. Thinness and binary graph operations

In this section, we analyze the behavior of the thinness and proper thinness under different binary graph operations. Each one of these operations will be defined over a pair of graphs $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$ such that $\left|V_{1}\right|=n_{1},\left|V_{2}\right|=n_{2}$ and $V_{1} \cap V_{2}=\emptyset$. Besides, for some of the following
proofs, we consider an implicit ordering and partition for both $V_{1}$ and $V_{2}$, as defined next.

The ordering of $V_{1}$ will be denoted by $v_{1}, \ldots, v_{n_{1}}$ and that of $V_{2}$ by $w_{1}, \ldots, w_{n_{2}}$. Moreover, if the value $t_{i}$ of some variation of thinness of $G_{i}$ (for $i \in\{1,2\}$ ) is involved in the bound to be proved, the implicit ordering is one consistent, according to the specified variation of thinness, with a partition $\left(V_{i}^{1}, \ldots, V_{1}^{t_{i}}\right)$. If, otherwise, only the cardinality $n_{i}$ of $V_{i}$ is involved in the bound, the implicit ordering is an arbitrary one. For instance, if $G_{1}$ is a proper $t_{1}$-independent-thin graph, and $t_{1}$ is involved in the bound to be proved, it means that the implicit ordering and partition of $V_{1}$ are strongly consistent and all the $t_{1}$ parts of the partition are independent sets.

Although the proofs in this section are not exactly the same, some of them indeed share a common structure in the reasoning. For the sake of conciseness, some of them were omitted and can be found in Appendix A.

### 4.1. Union and join

The union of $G_{1}$ and $G_{2}$ is the graph $G_{1} \cup G_{2}=\left(V_{1} \cup V_{2}, E_{1} \cup E_{2}\right)$, and the join of $G_{1}$ and $G_{2}$ is the graph $G_{1} \vee G_{2}=\left(V_{1} \cup V_{2}, E_{1} \cup E_{2} \cup\left\{v v^{\prime}: v \in\right.\right.$ $\left.V_{1}, v^{\prime} \in V_{2}\right\}$ ) (i.e., $\overline{G_{1} \vee G_{2}}=\overline{G_{1}} \cup \overline{G_{2}}$ ). (The join is sometimes also noted by $G_{1} \otimes G_{2}$, but we follow the notation in [5]).

The class of cographs can be defined as the graphs that can be obtained from trivial graphs by the union and join operations [13]. Aiming to characterize $k$-thin graphs by forbidden induced subgraphs within the class of cographs, the following results were proved.

Theorem 23. [5] Let $G_{1}$ and $G_{2}$ be graphs. Then $f\left(G_{1} \cup G_{2}\right)=\max \left\{f\left(G_{1}\right)\right.$, $\left.f\left(G_{2}\right)\right\}$, for $f \in\{$ thin, pthin $\}$.
Theorem 24. [5] Let $G_{1}$ and $G_{2}$ be graphs. Then $f\left(G_{1} \vee G_{2}\right) \leq f\left(G_{1}\right)+$ $f\left(G_{2}\right)$, for $f \in\{$ thin, pthin $\}$. Moreover, if $G_{2}$ is complete, then $\operatorname{thin}\left(G_{1} \vee\right.$ $\left.G_{2}\right)=\operatorname{thin}\left(G_{1}\right)$.

Lemma 25. [5] If $G$ is not complete, then $\operatorname{thin}\left(G \vee 2 K_{1}\right)=\operatorname{thin}(G)+1$.
Lemma 25 implies that if there is some constant value $k$ such that recognizing $k$-thin graphs is NP-complete, then for every $k^{\prime}>k$, recognizing $k^{\prime}$-thin graphs is NP-complete. The existence of such $k$ is still not known, and in general the complexity of recognition of $k$-thin and proper $k$-thin graphs, both with $k$ as a parameter and with constant $k$, is open.

Remark 3. By definition of $G_{<}$, every non-smallest vertex of any nontrivial clique has a vertex in $V(G)$ greater than it and non-adjacent to it in $G$.

The following lemma is necessary to prove Theorem 27.
Lemma 26. Let $G=(V, E)$ be a graph with $\operatorname{thin}(G)=k$ and $v_{1}<\cdots<v_{n}$ be an ordering of $V$. If $G$ is not complete, then there exist a clique of size $k$ of $G_{<}, v_{i_{1}}<\cdots<v_{i_{k}}$, and $v_{j}>v_{i_{1}}$, such that $v_{j} v_{i_{1}} \notin E$.

Proof. By Corollary 2, for every order $<$ of the vertices of $G, \omega\left(G_{<}\right) \geq k$. If $\operatorname{thin}(G)=1$, the statement follows because $G$ is not complete. Suppose $\operatorname{thin}(G)>1$, and let $v_{1}<\cdots<v_{n}$ be an ordering of $V$. By definition of $G_{<}$, for every clique of $G_{<}$, all the vertices that are not the smallest one have a vertex in $V(G)$ which is greater than it and non-adjacent to it in $G$. So, if $G_{<}$contains a clique of size greater than $k$, the statement follows. Consider now that $\omega\left(G_{<}\right)=k$. In order to reach a contradiction, suppose that no clique of size $k$ of $G_{<}$satisfies the property, then each vertex in the set $S=\left\{v \in V\left(G_{<}\right): v\right.$ is the first vertex in $<$ of a clique of size $k$ of $\left.G_{<}\right\}$ is adjacent to every vertex greater than it in $G$. So, modifying the order by placing $S$ as the largest vertices produces a graph $G_{<^{\prime}}$ which is a subgraph of $G_{<}$and in which the vertices of $S$ are isolated vertices. In particular, $\omega\left(G_{<^{\prime}}\right)<\omega\left(G_{<}\right)=k$, a contradiction since, by Corollary 2, $\omega\left(G_{<^{\prime}}\right) \geq k$.

We strength the result of Theorem 24 for thinness.
Theorem 27. Let $G_{1}$ and $G_{2}$ be graphs. If $G_{1}$ is complete, then $\operatorname{thin}\left(G_{1} \vee\right.$ $\left.G_{2}\right)=\operatorname{thin}\left(G_{2}\right)$. If neither $G_{1}$ nor $G_{2}$ are complete, then $\operatorname{thin}\left(G_{1} \vee G_{2}\right)=$ $\operatorname{thin}\left(G_{1}\right)+\operatorname{thin}\left(G_{2}\right)$.

Proof. Let $G=G_{1} \vee G_{2}$. If one of them is complete (suppose without loss of generality $G_{1}$ ), then, by Theorem 24, $\operatorname{thin}(G)=\operatorname{thin}\left(G_{2}\right)$. Otherwise, by Theorem [24, thin $\left(G_{1} \vee G_{2}\right) \leq \operatorname{thin}\left(G_{1}\right)+\operatorname{thin}\left(G_{2}\right)$. Let us prove the equality. Let $k_{1}=\operatorname{thin}\left(G_{1}\right), k_{2}=\operatorname{thin}\left(G_{2}\right)$, and $k=\operatorname{thin}\left(G_{1} \vee G_{2}\right)$. Let $<$ be an ordering consistent with a $k$-partition of $V(G)$. Let $G_{1<}$ and $G_{2<}$ be the incompatibility graphs obtained from the order $<$ restricted to $V_{1}$ and $V_{2}$, respectively.

By Lemma [26, there exist a $k_{1}$-clique of $G_{1<}, v_{i_{1}}^{1}<\cdots<v_{i_{k_{1}}}^{1}$, and $v_{j}^{1}>v_{i_{1}}^{1}$, such that $v_{j}^{1} v_{i_{1}}^{1} \notin E_{1}$. As well, there exist a $k_{2}$-clique of $G_{2<}$, $v_{i_{1}}^{2}<\cdots<v_{i_{k_{2}}}^{2}$, and $v_{j}^{2}>v_{i_{1}}^{2}$, such that $v_{j}^{2} v_{i_{1}}^{2} \notin E_{2}$.

Notice also that, by definition of $G_{i<}, i=1,2$, every non-smallest vertex of the clique of $G_{i<}$ has a vertex in $V_{i}$, greater than it and non-adjacent to it in $G_{i}$. Considering this property and the fact that every vertex of $G_{1}$ is adjacent to every vertex of $G_{2}$ in $G$, it follows that every vertex of $\left\{v_{i_{1}}^{1}, \ldots, v_{i_{k_{1}}}^{1}\right\}$ is adjacent to every vertex of $\left\{v_{i_{1}}^{2}, \ldots, v_{i_{2}}^{2}\right\}$ in $G_{<}$, hence $k \geq k_{1}+k_{2}$. This completes the proof of the theorem.

Remark 4. The proper thinness of the join $G_{1} \vee G_{2}$ cannot be expressed as a function whose only parameters are the proper thinness of $G_{1}$ and $G_{2}$ (even excluding simple particular cases, like trivial or complete graphs). The graph $t K_{1}$ has proper thinness 1 for every $t$. By Theorem 24, the proper thinness of the join of two graphs of proper thinness 1 is either 1 or 2, and there are examples for both of the values. The graph $P_{3}=2 K_{1} \vee K_{1}$ has proper thinness 1 but $3 K_{1} \vee K_{1}$, known as claw, or $C_{4}=2 K_{1} \vee 2 K_{1}$ have proper thinness 2 (the claw and $C_{4}$ are not proper interval graphs). Similarly, by Theorem 24, the proper thinness of the join of a graph of proper thinness 2 and a graph of proper thinness 1 is either 2 or 3, and there are examples for both of the values. The graph $\left(\right.$ claw $\left.\cup t K_{1}\right) \vee K_{1}$ has proper thinness 2, but the graph 3 claw $\vee K_{1}$ has proper thinness 3 [5].

Nevertheless, we have a lemma similar to Lemma 25 for proper thinness.
Lemma 28. [5] For every graph $G$, $\operatorname{pthin}\left(3 G \vee K_{1}\right)=\operatorname{pthin}(G)+1$.
Proof. Theorems 23 and 24 imply pthin $\left(3 G \vee K_{1}\right) \leq \operatorname{pthin}(G)+1$. To show pthin $\left(3 G \vee K_{1}\right) \geq \operatorname{pthin}(G)+1$, we will use Corollary 2. Let $u$ be the corresponding vertex of the $K_{1}$ in $H=3 G \vee K_{1}$, and let $<$ be an ordering of the vertices of $H$. Let $w, w^{\prime}$ be the minimum and maximum vertices, respectively, according to $<$ restricted to $H \backslash\{u\}$. Let $S$ be the set of vertices of the copy of $G$ in $H$ which contains neither $w$ nor $w^{\prime}$. We will show that in $\tilde{H}_{<}$, all the vertices of $S$ are adjacent to $u$. Let $v$ be a vertex of $S$. If $u<v$, then $u<v<w^{\prime}, w^{\prime} v \notin V(H)$ and $w^{\prime} u \in V(H)$. If $v<u$, then $w<v<u, w v \notin V(H)$ and $w u \in V(H)$. In either case, by definition of $\tilde{H}_{<}$, $u v \in V\left(\tilde{H}_{<}\right)$. By Corollary 2, $\tilde{H}_{<}[S]$ contains a clique of size pthin $(G)$, and
thus $\tilde{H}_{<}[S \cup\{u\}]$ contains a clique of size pthin $(G)+1$. As the order $<$ was arbitrary, again by Corollary 2, pthin $(H) \geq \operatorname{pthin}(G)+1$.

We will now study the behavior of independent and complete (proper) thinness under the union and join operations.

Theorem 29. Let $G_{1}$ and $G_{2}$ be graphs. Then $f\left(G_{1} \cup G_{2}\right)=\max \left\{f\left(G_{1}\right)\right.$, $\left.f\left(G_{2}\right)\right\}$, for $f \in\left\{\right.$ thin $_{\text {ind }}$, pthin $\left._{\text {ind }}\right\}$.

Proof. Since both $G_{1}$ and $G_{2}$ are induced subgraphs of $G_{1} \cup G_{2}$, then $\operatorname{thin}_{\text {ind }}\left(G_{1} \cup G_{2}\right) \geq \max \left\{\operatorname{thin}_{\text {ind }}\left(G_{1}\right), \operatorname{thin}_{\text {ind }}\left(G_{2}\right)\right\}$ and the same holds for the independent proper thinness.

Let $G_{1}$ and $G_{2}$ be two graphs with independent thinness (resp. independent proper thinness) $t_{1}$ and $t_{2}$, respectively. Suppose without loss of generality that $t_{1} \leq t_{2}$. For $G=G_{1} \cup G_{2}$, define a partition $\left(V^{1}, \ldots, V^{t_{2}}\right)$ such that $V^{i}=V_{1}^{i} \cup V_{2}^{i}$ for $i=1, \ldots, t_{1}$ and $V^{i}=V_{2}^{i}$ for $i=t_{1}+1, \ldots, t_{2}$, and define $v_{1}, \ldots, v_{n_{1}}, w_{1}, \ldots, w_{n_{2}}$ as an ordering of the vertices. By definition of union of graphs, the sets of the partition are independent and, if three ordered vertices according to the order defined in $V\left(G_{1} \cup G_{2}\right)$ are such that the first and the third are adjacent, either the three vertices belong to $V_{1}$ or the three vertices belong to $V_{2}$. Since the order and the partition restricted to each of $G_{1}$ and $G_{2}$ are the original ones, the properties required for consistency (resp. strong consistency) are satisfied.

Theorem 30. Let $G_{1}$ and $G_{2}$ be graphs. Then $f\left(G_{1} \cup G_{2}\right)=f\left(G_{1}\right)+f\left(G_{2}\right)$, for $f \in\left\{\right.$ thin $_{\text {cmp }}$, pthin $\left._{\text {cmp }}\right\}$.

Proof. Let $G_{1}$ and $G_{2}$ be two graphs with complete thinness (resp. complete proper thinness) $t_{1}$ and $t_{2}$, respectively. By definition of $G_{1} \cup G_{2}$, any vertex ordering and partition into complete sets of $G_{1} \cup G_{2}$ which are (strongly) consistent are (strongly) consistent when restricted to $V_{1}$ and $V_{2}$. Notice that no complete set of $G_{1} \cup G_{2}$ contains both a vertex of $V_{1}$ and a vertex of $V_{2}$. So, $\operatorname{thin}_{\text {cmp }}\left(G_{1} \cup G_{2}\right)$ (resp. $\left.\operatorname{pthin}_{\text {cmp }}\left(G_{1} \cup G_{2}\right)\right)$ is at least $t_{1}+t_{2}$. On the other hand, consider orderings and partitions of $V_{1}$ and $V_{2}$ into $t_{1}$ and $t_{2}$ complete sets, respectively, which are consistent (resp. strongly consistent). For $G_{1} \cup G_{2}$, define a partition with $t_{1}+t_{2}$ complete sets as the union of the two partitions and define as ordering of the vertices the concatenation of the orderings of $V_{1}$ and $V_{2}$ (i.e., $v<v^{\prime}$ if either $v$ and $v^{\prime}$ belong
to $V_{i}$ and $v<v^{\prime}$, for $i \in\{1,2\}$, or $v \in V_{1}$ and $v^{\prime}$ in $V_{2}$ ). By definition of union of graphs, if three ordered vertices according to the order defined in $V\left(G_{1} \cup G_{2}\right)$ are such that the first and the third are adjacent, either the three vertices belong to $V_{1}$ or the three vertices belong to $V_{2}$. Since the order and the partition restricted to each of $G_{1}$ and $G_{2}$ are the original ones, the properties required for consistency (resp. strong consistency) are satisfied. Thus $\operatorname{thin}_{\text {cmp }}\left(G_{1} \cup G_{2}\right)$ (resp. pthin $\left.\operatorname{cmp}\left(G_{1} \cup G_{2}\right)\right)$ is at most $t_{1}+t_{2}$, which completes the proof.

Theorem 31. Let $G_{1}$ and $G_{2}$ be graphs. Then $f\left(G_{1} \vee G_{2}\right)=f\left(G_{1}\right)+f\left(G_{2}\right)$, for $f \in\left\{\operatorname{thin}_{\text {ind }}\right.$, pthin $\left._{\text {ind }}\right\}$.

Proof. Let $G_{1}$ and $G_{2}$ be two graphs with independent thinness (resp. independent proper thinness) $t_{1}$ and $t_{2}$, respectively. By definition of $G_{1} \vee G_{2}$, any vertex ordering and partition into independent sets of $G_{1} \vee G_{2}$ which are (strongly) consistent are (strongly) consistent when restricted to $V_{1}$ and $V_{2}$. Notice that no independent set of $G_{1} \vee G_{2}$ contains both a vertex of $V_{1}$ and a vertex of $V_{2}$. So, $\operatorname{thin}_{\text {ind }}\left(G_{1} \vee G_{2}\right)$ (resp. pthin ind $\left.\left(G_{1} \vee G_{2}\right)\right)$ is at least $t_{1}+t_{2}$.

On the other hand, consider orderings and partitions of $V_{1}$ and $V_{2}$ into $t_{1}$ and $t_{2}$ independent sets, respectively, which are consistent (resp. strongly consistent). For $G=G_{1} \vee G_{2}$, define a partition with $t_{1}+t_{2}$ independent sets as the union of the two partitions and define as ordering of the vertices the concatenation of the orderings of $V_{1}$ and $V_{2}$. Let $x, y, z$ be three vertices of $V(G)$ such that $x<y<z, x z \in E(G)$, and $x$ and $y$ are in the same class of the partition of $V(G)$. Then, in particular, $x$ and $y$ both belong either to $V_{1}$ or to $V_{2}$. If $z$ belongs to the same graph, then $y z \in E(G)$ because the ordering and partition restricted to each of $G_{1}$ and $G_{2}$ are consistent. Otherwise, $z$ is also adjacent to $y$ by the definition of join. We have proved that the defined partition and ordering are consistent. The respective proof of the strong consistency, given the strong consistency of the partition and ordering of each of $G_{1}$ and $G_{2}$, is symmetric. Then $\operatorname{thin}_{\mathrm{ind}}\left(G_{1} \vee G_{2}\right)$ (resp. $\left.\operatorname{pthin}_{\text {ind }}\left(G_{1} \vee G_{2}\right)\right)$ is at most $t_{1}+t_{2}$, which completes the proof.

Lemma 28 and Theorems 30 and 31 imply the following corollary.
Corollary 32. If there is some constant value $k$ such that recognizing proper $k$-thin graphs (resp. (proper) $k$-independent-thin and (proper) $k$-complete-
thin graphs) is NP-complete, then for every $k^{\prime}>k$, recognizing proper $k^{\prime}$ thin graphs (resp. (proper) $k^{\prime}$-independent-thin and (proper) $k^{\prime}$-complete-thin graphs) is NP-complete.

Recall that the existence of such $k$ is still not known for all these classes.
Theorem 33. Let $G_{1}$ and $G_{2}$ be graphs. Then $f\left(G_{1} \vee G_{2}\right) \leq f\left(G_{1}\right)+f\left(G_{2}\right)$, for $f \in\left\{\operatorname{thin}_{\mathrm{cmp}}\right.$, $\left.\mathrm{pthin}_{\mathrm{cmp}}\right\}$. Moreover, if $G_{2}$ is complete, then $\operatorname{thin}_{\mathrm{cmp}}\left(G_{1} \vee\right.$ $\left.G_{2}\right)=\operatorname{thin}_{\mathrm{cmp}}\left(G_{1}\right)$.

### 4.2. Graph composition or lexicographical product

Let $v \in V_{1}$. The lexicographical product of $G_{1}$ and $G_{2}$ over the vertex $v$ is the graph $G_{1} \bullet{ }_{v}$ obtained from $G_{1}$ by replacing vertex $v$ by graph $G_{2}$, i.e., $V\left(G_{1} \bullet G_{2}\right)=V_{2} \cup V_{1} \backslash\{v\}$, and $x, y$ are adjacent if either $x, y \in V_{1} \backslash\{v\}$ and $x y \in E_{1}$, or $x, y \in V_{2}$ and $x y \in E_{2}$, or $x \in V_{1} \backslash\{v\}, y \in V_{2}$, and $x v \in E_{1}$.

Theorem 34. Let $G_{1}$ and $G_{2}$ be two graphs. Then $f\left(G_{1} \bullet{ }_{v} G_{2}\right) \leq f\left(G_{1}\right)+$ $f\left(G_{2}\right)$, for $f \in\{$ thin, pthin, thin cmp , pthin cmp $\}$, and $f\left(G_{1} \bullet{ }_{v} G_{2}\right) \leq f^{\prime}\left(G_{1}\right)+$ $f\left(G_{2}\right)-1$, for $\left(f, f^{\prime}\right) \in\left\{\left(\right.\right.$ thin, $\left.\operatorname{thin}_{\text {ind }}\right),\left(\operatorname{thin}_{\text {ind }}, \operatorname{thin}_{\text {ind }}\right),\left(\mathrm{pthin}, \mathrm{pthin}{ }_{\text {ind }}\right)$, (pthin ${ }_{\text {ind }}$, pthin $\left.\left._{\text {ind }}\right)\right\}$. Moreover, if $G_{2}$ is complete, $f\left(G_{1} \bullet_{v} G_{2}\right)=f\left(G_{1}\right)$, for $f \in\left\{\right.$ thin, pthin, thin $_{\text {cmp }}$, pthin $\left._{\text {cmp }}\right\}$.

Proof. Let $G_{1}$ and $G_{2}$ be two graphs with thinness (resp. proper thinness) $t_{1}$ and $t_{2}$, respectively.

For $G=G_{1} \bullet{ }_{v} G_{2}$, if $v$ is the $i$-th vertex in the ordering of $V_{1}$ and belongs to the class $V_{1}^{j}$, define $v_{1}, \ldots, v_{i-1}, w_{1}, \ldots, w_{n_{2}}, v_{i+1}, \ldots, v_{n_{1}}$ as an ordering of the vertices of $G$, and a partition with at most $t_{1}+t_{2}$ sets as the union of the two partitions, where $V_{1}^{j}$ is replaced by $V_{1}^{j} \backslash\{v\}$ (or eliminated if $v$ is the only vertex in the class, justifying the partition to have at most $t_{1}+t_{2}$ classes).

Let $x, y, z$ be three vertices of $V(G)$ such that $x<y<z, x z \in E(G)$, and $x$ and $y$ are in the same class of the partition of $V(G)$. Then, in particular, $x$ and $y$ both belong either to $V_{1} \backslash\{v\}$ or to $V_{2}$. If $z$ belongs to the same graph, then $y z \in E(G)$ because the ordering and partition restricted to each of $G_{1}$ and $G_{2}$ are consistent.

Otherwise, if $x$ and $y$ belong to $V_{2}$ and $z$ belongs to $V_{1} \backslash\{v\}$, then $z$ is adjacent to $y$ because $V_{2}$ is an homogeneous set in $G$. If $x$ and $y$ belong to $V_{1} \backslash\{v\}$ and $z$ belongs to $V_{2}$, by the definition of the order in $G, y<v$ in the
order of $V_{1}$, so $v$ is adjacent to $y$ in $G_{1}$. By the definition of $G, y$ is adjacent to $z$.

We have proved that the defined partition and ordering are consistent, and thus that thin $\left(G_{1} \bullet{ }_{v} G_{2}\right) \leq \operatorname{thin}\left(G_{1}\right)+\operatorname{thin}\left(G_{2}\right)$. The proof of the strong consistency, given the strong consistency of the partition and ordering of each of $G_{1}$ and $G_{2}$, is symmetric and implies pthin $\left(G_{1} \bullet_{v} G_{2}\right) \leq \operatorname{pthin}\left(G_{1}\right)+$ $\operatorname{pthin}\left(G_{2}\right)$.

Notice that if the partitions of $G_{1}$ and $G_{2}$ are into complete sets (resp. independent sets), so is the defined partition of $G_{1} \bullet{ }_{v} G_{2}$. Moreover, we will define a new partition with $t_{1}+t_{2}-1$ sets as the union of the partitions of $V_{1}$ and $V_{2}$, where $V_{1}^{j}$ and $V_{2}^{1}$ are replaced by $V_{1}^{j} \backslash\{v\} \cup V_{2}^{1}$. Notice that if the partitions of $G_{1}$ and $G_{2}$ are into complete sets (resp. independent sets), so is the new class.

We will prove first that if the partition of $V_{1}$ consists of independent sets (not necessarily the partition of $V_{2}$ ), then the order and the new partition are consistent. For strongly consistence the proof is symmetric.

The only cases that need to be re-considered are the ones in which $x$ and $y$ belong to the new class and, moreover, one of them belongs to $V_{1}$ and the other one belongs to $V_{2}$. If $x$ belongs to $V_{2}$ and $y$ belongs to $V_{1}$, since the vertices of $G_{2}$ are consecutive in the order, this implies that $z$ belongs to $V_{1}$. Since $x z \in E(G), v z \in E_{1}$. By the order definition, $v<y<z$ in $G_{1}$. Since the ordering and partition of $G_{1}$ are consistent, $y z \in E_{1}$ and thus $y z \in E(G)$. If $x$ belongs to $V_{1}$ and $y$ belongs to $V_{2}$, since the partition of $G_{1}$ consists of independent sets, $x v \notin V_{1}$. So, if $x z \in E(G), z$ belongs to $V_{1}$. By the order definition, $x<v<z$ in $G_{1}$. Since the ordering and partition of $G_{1}$ are consistent, $v z \in E_{1}$ and thus $y z \in E(G)$.

Now we will prove that if $G_{2}$ is complete, i.e., $V_{2}=V_{2}^{1}$, then the order and the new partition are consistent. For strongly consistence, the proof is symmetric.

Again, the only cases that need to be re-considered are the ones in which $x$ and $y$ belong to the new class and, moreover, one of them belongs to $V_{1}$ and the other one belongs to $V_{2}$. We will prove them for consistence, and for strongly consistence the proof is symmetric.

If $x$ belongs to $V_{2}$ and $y$ belongs to $V_{1}$, since the vertices of $G_{2}$ are consecutive in the order, this implies that $z$ belongs to $V_{1}$. Since $x z \in E(G)$, $v z \in E_{1}$. By the order definition, $v<y<z$ in $G_{1}$. Since the ordering and partition of $G_{1}$ are consistent, $y z \in E_{1}$ and thus $y z \in E(G)$. If $x$ belongs to $V_{1}$ and $y$ belongs to $V_{2}$, since $G_{2}$ is complete, if $z \in V_{2}, z y \in V(G)$. So,
assume $z$ belongs to $V_{1}$. By the order definition, $x<v<z$ in $G_{1}$. Since the ordering and partition of $G_{1}$ are consistent, $x z \in E_{1}$ implies $v z \in E_{1}$ and thus $y z \in E(G)$.

Remark 5. Notice that if $v$ is isolated in $G_{1}$, then $G_{1} \bullet_{v} G_{2}=G_{1}\left[V\left(G_{1}\right) \backslash\right.$ $\{v\}] \cup G_{2}$, and if $v$ is universal in $G_{1}$, then $G_{1} \bullet v G_{2}=G_{1}\left[V\left(G_{1}\right) \backslash\{v\}\right] \vee G_{2}$, so we can obtain better bounds by using the results of Section 4.1.

An equivalent formulation of Theorem 34 is the following.
Theorem 35. Let $H$ be an homogeneous set of $G$, and $\left.G\right|_{H}$ be the graph obtained by contracting $H$ into a vertex. Then $f(G) \leq f\left(\left.G\right|_{H}\right)+f(H)$, for $f \in$ $\left\{\right.$ thin, pthin, thin $_{\text {cmp }}$, pthin cmp$\}$, and $f(G) \leq f^{\prime}\left(\left.G\right|_{H}\right)+f(H)-1$, for $\left(f, f^{\prime}\right) \in$ $\left\{\left(\right.\right.$ thin, thin $\left._{\text {ind }}\right),\left(\operatorname{thin}_{\mathrm{ind}}\right.$, thin $\left._{\mathrm{ind}}\right),\left(\mathrm{pthin}, \mathrm{pthin}_{\mathrm{ind}}\right),\left(\mathrm{pthin}_{\mathrm{ind}}\right.$, pthin $\left.\left._{\mathrm{ind}}\right)\right\}$. Moreover, if $H$ is complete, $f(G)=f\left(\left.G\right|_{H}\right)$, for $f \in\left\{\right.$ thin, pthin, thin ${ }_{\mathrm{cmp}}$, $\left.\operatorname{pthin}_{\mathrm{cmp}}\right\}$.

The lexicographical product of $G_{1}$ and $G_{2}$ (also known as composition of $G_{1}$ and $G_{2}$ ) is the graph $G_{1} \bullet G_{2}$ (also noted as $\left.G_{1}\left[G_{2}\right]\right)$ whose vertex set is the Cartesian product $V_{1} \times V_{2}$, and such that two vertices $\left(u_{1}, u_{2}\right)$ and $\left(v_{1}, v_{2}\right)$ are adjacent in $G_{1} \bullet G_{2}$ if and only if either $u_{1}=v_{1}$ and $u_{2}$ is adjacent to $v_{2}$ in $G_{2}$, or $u_{1}$ is adjacent to $v_{1}$ in $G_{1}$. It is not necessarily commutative.

Theorem 36. Let $G_{1}$ and $G_{2}$ be two graphs. Then, if $G_{2}$ is complete, $f\left(G_{1} \bullet\right.$ $\left.G_{2}\right)=f\left(G_{1}\right)$, for $f \in\left\{\right.$ thin, pthin, thin cmp , pthin $\left.{ }_{\text {cmp }}\right\}$. Also, $f\left(G_{1} \bullet G_{2}\right) \leq$ $f^{\prime}\left(G_{1}\right) f\left(G_{2}\right)$, for $\left(f, f^{\prime}\right) \in\left\{\left(\right.\right.$ thin, thin $\left._{\text {ind }}\right),\left(\right.$ thin $_{\text {ind }}$, thin $\left._{\text {ind }}\right)$, (pthin, pthin $\left._{\text {ind }}\right)$, (pthin ${ }_{\text {ind }}$, pthin $\left.\left._{\text {ind }}\right)\right\}$, and $f\left(G_{1} \bullet G_{2}\right) \leq\left|V_{1}\right| f\left(G_{2}\right)$, for $f \in\left\{\right.$ thin $_{\text {cmp }}$, pthin $\left._{\text {cmp }}\right\}$. If $G_{2}$ is not complete, $\omega\left(G_{1}\right) f\left(G_{2}\right) \leq f\left(G_{1} \bullet G_{2}\right)$, for $f \in\left\{\right.$ thin, thin ${ }_{\text {ind }}$, pthin $\left._{\text {ind }}\right\}$.

Proof. If $G_{2}$ is complete, we can iteratively apply Theorem 34, since $G_{1} \bullet G_{2}=\left(\left(\ldots\left(\left(G_{1} \bullet_{v_{1}} G_{2}\right) \bullet \bullet_{v_{2}} G_{2}\right) \ldots\right) \bullet_{v_{n_{1}}} G_{2}\right)$, with $\left\{v_{1}, \ldots, v_{n_{1}}\right\}=V_{1}$. By induction in $n_{1}, f\left(G_{1} \bullet G_{2}\right)=f\left(G_{1}\right)$, for $f \in\{$ thin, pthin, thin cmp , pthin cmp $\}$.

So, let $G_{1}$ and $G_{2}$ be two graphs, such that $f^{\prime}\left(G_{1}\right)=t_{1}$ and $f\left(G_{2}\right)=t_{2}$, and assume $G_{2}$ is not complete. In $G_{1} \bullet G_{2}$, consider $V_{1} \times V_{2}$ lexicographically ordered with respect to the defined orderings of $V_{1}$ and $V_{2}$.

Consider first $\left(f, f^{\prime}\right) \in\left\{\left(\right.\right.$ thin, thin $\left._{\text {ind }}\right)$, $\left(\operatorname{thin}_{\text {ind }}\right.$, thin $\left._{\text {ind }}\right)$, (pthin, pthin $\left._{\text {ind }}\right)$, $\left(\right.$ pthin $_{\text {ind }}$, pthin $\left.\left._{\text {ind }}\right)\right\}$, and the partition $\left\{V^{i, j}\right\}_{1 \leq i \leq t_{1}, 1 \leq j \leq t_{2}}$ such that $V^{i, j}=$
$\left\{(v, w): v \in V_{1}^{i}, w \in V_{2}^{j}\right\}$ for each $1 \leq i \leq t_{1}, 1 \leq j \leq t_{2}$. Since the partition of $V_{1}$ consists of independent sets, vertices $(v, w)$ and $\left(v^{\prime}, w\right)$ in the same partition are not adjacent for $v \neq v^{\prime}$, and if furthermore the partition of $V_{2}$ consists of independent sets, the same property holds for the defined partition of $V_{1} \times V_{2}$ for $G_{1} \bullet G_{2}$.

We will show now that this ordering and partition of $V_{1} \times V_{2}$ are consistent (resp. strongly consistent, when $f, f^{\prime}$ are proper). Let $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ be three vertices appearing in that ordering in $V_{1} \times V_{2}$.

Case 1: $p=q=r$. In this case, $i<j<\ell$. Suppose first that $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right)$ belong to the same class, i.e., $w_{i}, w_{j}$ belong to the same class in $G_{2}$. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \bullet G_{2}$ if and only if $w_{i} w_{\ell} \in E_{2}$. Since the order and partition of $G_{2}$ are consistent, $w_{j} w_{\ell} \in E_{2}$, so $\left(v_{q}, w_{j}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \bullet G_{2}$, as required. If $f$ and $f^{\prime}$ are proper, the proof for strongly consistence is symmetric.

Case 2: $p=q<r$. Suppose first that $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right)$ belong to the same class, i.e., $w_{i}, w_{j}$ belong to the same class in $G_{2}$. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \bullet G_{2}$ if and only if $v_{p} v_{r} \in E_{1}$. Since $p=q, v_{q} v_{r} \in E_{1}$, so $\left(v_{q}, w_{j}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \bullet G_{2}$, as required. Suppose now $f$ and $f^{\prime}$ are proper, and $\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ belong to the same class, and, in particular, $v_{q}, v_{r}$ belong to the same class in $G_{1}$ thus they are not adjacent. Since $p=q,\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are not adjacent in $G_{1} \bullet G_{2}$.

Case 3: $p<q=r$. Suppose first that $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right)$ belong to the same class, and, in particular, $v_{p}, v_{q}$ belong to the same class in $G_{1}$. Thus, they are not adjacent. Since $q=r,\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are not adjacent in $G_{1} \bullet G_{2}$. Suppose now $f$ and $f^{\prime}$ are proper, and $\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ belong to the same class, i.e., $w_{i}, w_{j}$ belong to the same class in $G_{2}$. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \bullet G_{2}$ if and only if $v_{p} v_{r} \in E_{1}$. Since $q=r, v_{p} v_{q} \in E_{1}$, so $\left(v_{p}, w_{i}\right)$ and $\left(v_{q}, w_{j}\right)$ are adjacent in $G_{1} \bullet G_{2}$, as required.

Case 4: $p<q<r$. Suppose first that $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right)$ belong to the same class, and, in particular, $v_{p}, v_{q}$ belong to the same class in $G_{1}$. Since the ordering an the partition of $G_{1}$ are consistent, if $\left(v_{p}, w_{i}\right),\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \bullet G_{2}$, in particular $v_{p}, v_{r}$ are adjacent in $G_{1}$, thus $v_{q}, v_{r}$ are adjacent in $G_{1}$ and $\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$, as required. If $f$ and $f^{\prime}$ are proper, the proof for strongly consistence is symmetric.

Consider $f \in\left\{\right.$ thin $_{\text {cmp }}$, pthin cmp $\}$, and the partition $\left\{V^{i, j}\right\}_{1 \leq i \leq n_{1}, 1 \leq j \leq t_{2}}$ such that $V^{i, j}=\left\{\left(v_{i}, w\right): w \in V_{2}^{j}\right\}$ for each $1 \leq i \leq n_{1}, 1 \leq j \leq t_{2}$. Since the partition of $V_{2}$ consists of complete sets, the same property holds for the defined partition of $V_{1} \times V_{2}$ for $G_{1} \bullet G_{2}$.

We will show now that this ordering and partition of $V_{1} \times V_{2}$ are consistent (resp. strongly consistent). Let $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ be three vertices appearing in that ordering in $V_{1} \times V_{2}$.

Case 1: $p=q=r$. In this case, $i<j<\ell$. Suppose first that $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right)$ belong to the same class, i.e., $w_{i}, w_{j}$ belong to the same class in $G_{2}$. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \bullet G_{2}$ if and only if $w_{i} w_{\ell} \in E_{2}$. Since the order and partition of $G_{2}$ are consistent, $w_{j} w_{\ell} \in E_{2}$, so $\left(v_{q}, w_{j}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \bullet G_{2}$, as required. If $f=\operatorname{pthin}_{\mathrm{cmp}}$, the proof for strongly consistence is symmetric.

Case 2: $p=q<r$. Suppose first that $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right)$ belong to the same class, i.e., $w_{i}, w_{j}$ belong to the same class in $G_{2}$. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \bullet G_{2}$ if and only if $v_{p} v_{r} \in E_{1}$. Since $p=q$, $v_{q} v_{r} \in E_{1}$, so $\left(v_{q}, w_{j}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \bullet G_{2}$, as required. No further restriction has to be satisfied if $f=\operatorname{pthin}_{\mathrm{cmp}}$, since by definition of the classes $\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ belong to different classes.

Case 3: $p<q=r$. No restriction has to be satisfied for consistence, as $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right)$ belong to different classes. If $f=\operatorname{pthin}_{\mathrm{cmp}}$, suppose that $\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ belong to the same class, i.e., $w_{j}, w_{\ell}$ belong to the same class in $G_{2}$. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \bullet G_{2}$ if and only if $v_{p} v_{r} \in E_{1}$. Since $q=r, v_{p} v_{q} \in E_{1}$, so $\left(v_{p}, w_{i}\right)$ and $\left(v_{q}, w_{j}\right)$ are adjacent in $G_{1} \bullet G_{2}$, as required.

Case 4: $p<q<r$. In this case, the three vertices are in different classes, so no restriction has to be satisfied.

To prove the lower bound when $G_{2}$ is not complete, notice that $K_{r} \bullet G_{2}$ is isomorphic to $\left(\left(\left(G_{2} \vee G_{2}\right) \vee G_{2}\right) \cdots \vee G_{2}\right)(r$ times $)$. By Theorems 27 and 31, $\omega\left(G_{1}\right) f\left(G_{2}\right) \leq f\left(G_{1} \bullet G_{2}\right)$, for $f \in\left\{\right.$ thin, thin $_{\text {ind }}$, pthin $\left._{\text {ind }}\right\}$.

Corollary 37. Let $G_{1}$ and $G_{2}$ be graphs. If $G_{2}$ is not complete, then $\operatorname{thin}\left(G_{1} \bullet\right.$ $\left.G_{2}\right) \geq \omega\left(G_{1}\right)$.

Notice that $K_{n} \bullet 2 K_{1}=\overline{t K_{2}}$. So, we have the following corollary of Theorem 3.

Corollary 38. There is no function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that $\operatorname{thin}\left(G_{1} \bullet G_{2}\right) \leq$ $f\left(\operatorname{pthin}_{\mathrm{cmp}}\left(G_{1}\right),\left|V\left(G_{2}\right)\right|\right)$ for any pair of graphs $G_{1}, G_{2}$.

The non existence of bounds in terms of other parameters can be deduced from diagram in Figure 1 .

Corollary 39. Let $G_{1}$ be a co-comparability graph. If $G_{2}$ is complete, then $\operatorname{thin}\left(G_{1} \bullet G_{2}\right)=\operatorname{thin}\left(G_{1}\right)$, and if not, then $\operatorname{thin}\left(G_{1} \bullet G_{2}\right)=\omega\left(G_{1}\right) \operatorname{thin}\left(G_{2}\right)$.

Theorem 40. Let $G$ be a graph and $t \geq 3, q \geq 1$. Then, pthin $(G \bullet$ $\left.t K_{1}\right)=\operatorname{pthin}_{\text {ind }}(G)$, and $\operatorname{pthin}\left(\left(G \bullet t K_{1}\right) \vee q K_{1}\right)=\operatorname{pthin}\left(\left(G \bullet t K_{1}\right) \vee K_{q}\right)=$ pthin $_{\text {ind }}(G)+1$.

Proof. The upper bounds are a consequence of Theorems 36 and 24.
For the lower bounds, we will prove the statement for $t=3$ and $q=1$, since $\left(G \bullet 3 K_{1}\right)$ (resp. $\left.\left(G \bullet 3 K_{1}\right) \vee K_{1}\right)$ is an induced subgraph of $\left(G \bullet t K_{1}\right)$ (resp. $\left(G \bullet t K_{1}\right) \vee q K_{1}$ and $\left.\left(G \bullet t K_{1}\right) \vee K_{q}\right)$. Let $G^{\prime}=\left(G \bullet 3 K_{1}\right)$ and $G^{\prime \prime}=G^{\prime} \vee K_{1}$. Let $V\left(G^{\prime}\right)=\left\{v_{i}^{1}<v_{i}^{2}<v_{i}^{3}: v_{i} \in V(G)\right\}$, and $V\left(G^{\prime \prime}\right)=V\left(G^{\prime}\right) \cup\{u\}$. Consider an ordering of the vertices of $G^{\prime \prime}$, and let $<$ be the vertex order of $V(G)$ induced by the order of $\left\{v_{i}^{2}\right\}_{v_{i} \in V(G)}$. We will show the following three statements, that are enough to prove the theorem: if $v w \in E\left(\tilde{G}_{<}\right)$then $v^{2} w^{2} \in E\left(\tilde{G}^{\prime}{ }^{\prime}\right)$; if $v w \in E(G)$ then $v^{2} w^{2} \in E\left(\tilde{G}^{\prime}<\right)$; for any $v \in V(G), v^{2} u \in E\left(\tilde{G}^{\prime \prime}<\right)$.

First, let $v<w$ be adjacent in $\tilde{G}_{<}$. Then either there is a vertex $z$ such that $v<w<z, v z \in E(G)$ and $w z \notin E(G)$, or there is a vertex $z$ such that $z<v<w, z w \in E(G)$ and $z v \notin E(G)$. In either case, the same holds for $v^{2}, w^{2}, z^{2}$, so $v^{2} w^{2} \in E\left(\tilde{G}^{\prime}<\right)$.

Next, let $v<w$ be adjacent in $G$. Then $v^{2}<w^{2}<w^{3}, v^{2} w^{3} \in E\left(G^{\prime}\right)$ and $w^{2} w^{3} \notin E\left(G^{\prime}\right)$, so $v^{2} w^{2} \in E\left(\tilde{G}^{\prime}<\right)$.

Finally, for $v \in V(G)$, if $u<v^{2}$, then $u<v^{2}<v^{3}, u v^{3} \in E\left(G^{\prime}\right)$ and $v^{2} v^{3} \notin E\left(G^{\prime}\right)$, so $u v^{2} \in E\left(\tilde{G}^{\prime}<\right)$. If $v^{2}<u$, then $v^{1}<v^{2}<u, v^{1} u \in E\left(G^{\prime}\right)$ and $v^{1} v^{2} \notin E\left(G^{\prime}\right)$, so $u v^{2} \in E\left(\tilde{G}^{\prime}<\right)$.

By Remark , it holds that $\operatorname{pthin}\left(G^{\prime}\right) \geq \operatorname{pthin}_{\text {ind }}(G)$, and that $\operatorname{pthin}\left(G^{\prime \prime}\right) \geq$ $\operatorname{pthin}_{\text {ind }}(G)+1$.

Theorem 40 implies that if recognizing proper $k$-independent-thin graphs is NP-complete, then recognizing proper $k$-thin graphs is NP-complete (both with $k$ as a parameter and with constant $k$ ).

### 4.3. Cartesian product

The Cartesian product $G_{1} \square G_{2}$ is a graph whose vertex set is the Cartesian product $V_{1} \times V_{2}$, and such that two vertices $\left(u_{1}, u_{2}\right)$ and $\left(v_{1}, v_{2}\right)$ are adjacent in $G_{1} \square G_{2}$ if and only if either $u_{1}=v_{1}$ and $u_{2}$ is adjacent to $v_{2}$ in $G_{2}$, or $u_{2}=v_{2}$ and $u_{1}$ is adjacent to $v_{1}$ in $G_{1}$.

The following result was proved in [5]. We include the proof in order to make some remarks about it. Most of the proofs for other graph products are structurally similar to this one.

Theorem 41. [5] Let $G_{1}$ and $G_{2}$ be graphs. Then, for $f \in\{$ thin, pthin\}, $f\left(G_{1} \square G_{2}\right) \leq f\left(G_{1}\right)\left|V\left(G_{2}\right)\right|$.

Proof. Let $G_{1}$ be a $k$-thin (resp. proper $k$-thin) graph. Consider $V_{1} \times V_{2}$ lexicographically ordered with respect to the defined orderings of $V_{1}$ and $V_{2}$. Consider now the partition $\left\{V^{i, j}\right\}_{1 \leq i \leq k, 1 \leq j \leq n_{2}}$ such that $V^{i, j}=\left\{\left(v, w_{j}\right)\right.$ : $\left.v \in V_{1}^{i}\right\}$ for each $1 \leq i \leq k, 1 \leq j \leq n_{2}$. We will show that this ordering and partition of $V_{1} \times V_{2}$ are consistent (resp. strongly consistent). Let $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ be three vertices appearing in that ordering in $V_{1} \times V_{2}$.

Case 1: $p=q=r$. In this case, the three vertices are in different classes, so no restriction has to be satisfied.

Case 2: $p=q<r$. In this case, $\left(v_{p}, w_{i}\right)$ and $\left(v_{q}, w_{j}\right)$ are in different classes. So suppose $G_{1}$ is proper $k$-thin and $\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ belong to the same class, i.e., $j=\ell$. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \square G_{2}$ if and only if $i=\ell$ and $v_{p} v_{r} \in E_{1}$. But then $\left(v_{p}, w_{i}\right)=\left(v_{q}, w_{j}\right)$, a contradiction.

Case 3: $p<q=r$. In this case, $\left(v_{q}, w_{j}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are in different classes. So suppose $G_{1}$ is $k$-thin (resp. proper $k$-thin) and $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right)$ belong to the same class, i.e., $i=j$. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \square G_{2}$ if and only if $i=\ell$ and $v_{p} v_{r} \in E_{1}$. But then $\left(v_{r}, w_{\ell}\right)=\left(v_{q}, w_{j}\right)$, a contradiction.

Case 4: $p<q<r$. Suppose first $G_{1}$ is $k$-thin (resp. proper $k$-thin) and $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right)$ belong to the same class, i.e., $i=j$ and $v_{p}, v_{q}$ belong to the same class in $G_{1}$. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \square G_{2}$ if and only if $i=\ell$ and $v_{p} v_{r} \in E_{1}$. But then $j=\ell$ and since the ordering and the partition are consistent (resp. strongly consistent) in $G_{1}, v_{r} v_{q} \in E_{1}$ and so $\left(v_{r}, w_{\ell}\right)$ and $\left(v_{q}, w_{j}\right)$ are adjacent in $G_{1} \square G_{2}$. Now suppose that $G_{1}$ is proper $k$-thin and $\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ belong to the same class, i.e., $j=\ell$. Vertices $\left(v_{p}, w_{i}\right)$ and ( $v_{r}, w_{\ell}$ ) are adjacent in $G_{1} \square G_{2}$ if and only if $i=\ell$ and $v_{p} v_{r} \in E_{1}$. But then $i=j$ and since the ordering and the partition are strongly consistent in $G_{1}, v_{p} v_{q} \in E_{1}$ and so $\left(v_{p}, w_{i}\right)$ and $\left(v_{q}, w_{j}\right)$ are adjacent in $G_{1} \square G_{2}$.

Remark 6. Notice that if the partition of $G_{1}$ consists of independent sets (respectively, complete sets), the partition defined for $G_{1} \square G_{2}$ consists also of independent sets (respectively, complete sets). So, $f\left(G_{1} \square G_{2}\right) \leq f\left(G_{1}\right)\left|V\left(G_{2}\right)\right|$, for $f \in\left\{\right.$ thin, pthin, thin $_{\text {ind }}$, thin $_{\text {cmp }}$, pthin ${ }_{\text {ind }}$, pthin $\left._{\text {cmp }}\right\}$.

These results can be strengthened by replacing $\left|V\left(G_{2}\right)\right|$ by the size of the largest connected component of $G_{2}$, by Theorem 23 and since $G \square\left(H \cup H^{\prime}\right)=$ $(G \square H) \cup\left(G \square H^{\prime}\right)$.

On the negative side, since $P_{r}$ has independent proper thinness 2 (with the order given by the definition of path), but $P_{r} \square P_{r}=G R_{r}$, we have the following corollary of Corollary 8 .

Corollary 42. There is no function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that $\operatorname{thin}\left(G_{1} \square G_{2}\right) \leq$ $f\left(\operatorname{pthin}_{\mathrm{ind}}\left(G_{1}\right), \operatorname{pthin}_{\mathrm{ind}}\left(G_{2}\right)\right)$ for any pair of graphs $G_{1}, G_{2}$.

Lemma 43. For $n \geq 1$, $\operatorname{thin}\left(K_{n} \square K_{n}\right)=n$.
Proof. For $n \geq 1, K_{n} \square K_{n}$ is ( $2 n-2$ )-regular, and for any pair of vertices $u, v,|N(u) \cap N(v)| \leq n-2$. By Corollary 10, $\operatorname{thin}\left(K_{n} \square K_{n}\right) \geq n$. By Theorem 41, thin $\left(K_{n} \square K_{n}\right) \leq n$.

Corollary 44. There is no function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that $\operatorname{thin}\left(G_{1} \square G_{2}\right) \leq$ $f\left(\operatorname{pthin}_{\mathrm{cmp}}\left(G_{1}\right)\right.$, pthin $\left.\operatorname{cmp}\left(G_{2}\right)\right)$ for any pair of graphs $G_{1}, G_{2}$.

Lemma 45. For $n \geq 1$, $\operatorname{thin}\left(K_{n} \square K_{n, n}\right) \geq n-1$.
Proof. For $n \geq 1, K_{n} \square K_{n, n}$ is (2n-1)-regular, and for any pair of vertices $u, v,|N(u) \cap N(v)| \leq n$. By Corollary 10, $\operatorname{thin}\left(K_{n} \square K_{n, n}\right) \geq n-1$.

Corollary 46. There is no function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that $\operatorname{thin}\left(G_{1} \square G_{2}\right) \leq$ $f\left(\operatorname{pthin}_{\mathrm{cmp}}\left(G_{1}\right)\right.$, pthin $\left._{\mathrm{ind}}\left(G_{2}\right)\right)$ for any pair of graphs $G_{1}, G_{2}$.

The non existence of bounds in terms of other parameters can be deduced from diagram in Figure 1 .

Further consequences of the examples above are the following.
Corollary 47. Given two connected graphs $G_{1}$ and $G_{2}$, (min\{diam $\left(G_{1}\right)$, $\left.\left.\operatorname{diam}\left(G_{2}\right)\right\}+1\right) / 4 \leq\left(\min \left\{\operatorname{lip}\left(G_{1}\right), \operatorname{lip}\left(G_{2}\right)\right\}+1\right) / 4 \leq \operatorname{thin}\left(G_{1} \square G_{2}\right)$.

Corollary 48. Given two graphs $G_{1}$ and $G_{2}, \min \left\{\omega\left(G_{1}\right), \omega\left(G_{2}\right)\right\} \leq \operatorname{thin}\left(G_{1} \square G_{2}\right)$.

### 4.4. Tensor or direct or categorical product

The tensor product or direct product or categorical product or Kronecker product $G_{1} \times G_{2}$ is a graph whose vertex set is the Cartesian product $V_{1} \times V_{2}$, and such that two vertices $\left(u_{1}, u_{2}\right)$ and $\left(v_{1}, v_{2}\right)$ are adjacent in $G_{1} \times G_{2}$ if and only if $u_{1}$ is adjacent to $v_{1}$ in $G_{1}$ and $u_{2}$ is adjacent to $v_{2}$ in $G_{2}$.

Theorem 49. Let $G_{1}$ and $G_{2}$ be graphs. Then $f\left(G_{1} \times G_{2}\right) \leq f_{\text {ind }}\left(G_{1} \times G_{2}\right) \leq$ $f_{\text {ind }}\left(G_{1}\right)\left|V\left(G_{2}\right)\right| \leq f\left(G_{1}\right) \chi\left(G_{1}\right)\left|V\left(G_{2}\right)\right|$, for $f \in\{$ thin, pthin $\}$.

This result can be strengthened by replacing $\left|V\left(G_{2}\right)\right|$ by the size of the largest connected component of $G_{2}$, by Theorem 29 and since $G \times\left(H \cup H^{\prime}\right)=$ $(G \times H) \cup\left(G \times H^{\prime}\right)$.

Since pthin $\mathrm{cmp}\left(K_{n}\right)=1,\left|K_{2}\right|=2$, and $K_{n} \times K_{2}=C R_{n}$, we have the following consequence of Corollary 6.

Corollary 50. There is no function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that $\operatorname{thin}\left(G_{1} \times G_{2}\right) \leq$ $f\left(\operatorname{pthin}_{\mathrm{cmp}}\left(G_{1}\right),\left|V\left(G_{2}\right)\right|\right)$ for any pair of graphs $G_{1}, G_{2}$.

The graph $P_{2 r-1} \times P_{2 r-1}$ contains $G R_{r}$ as an induced subgraph. Since $\operatorname{pthin}_{\text {ind }}\left(P_{2 r-1}\right)=2$, we have also the following.

Corollary 51. There is no function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that $\operatorname{thin}\left(G_{1} \times G_{2}\right) \leq$ $f\left(\operatorname{pthin}_{\mathrm{ind}}\left(G_{1}\right)\right.$, pthin $\left._{\mathrm{ind}}\left(G_{2}\right)\right)$ for any pair of graphs $G_{1}, G_{2}$.

The non existence of bounds in terms of other parameters can be deduced from diagram in Figure 1 .

Further consequences of the examples above are the following.
Corollary 52. Given two graphs $G_{1}$ and $G_{2}$, if $G_{2}$ has at least one edge, then $\omega\left(G_{1}\right) / 2 \leq \operatorname{thin}\left(G_{1} \times G_{2}\right)$.

Corollary 53. Given two connected graphs $G_{1}$ and $G_{2}$, $\left(\min \left\{\operatorname{diam}\left(G_{1}\right)\right.\right.$, $\left.\left.\operatorname{diam}\left(G_{2}\right)\right\}+1\right) / 8 \leq\left(\min \left\{\operatorname{lip}\left(G_{1}\right), \operatorname{lip}\left(G_{2}\right)\right\}+1\right) / 8 \leq \operatorname{thin}\left(G_{1} \times G_{2}\right)$.


Figure 2: The $(r \times r)$-grid $G R_{r}$ as an induced subgraph of $P_{2 r-1} \times P_{2 r-1}$ and of $P_{2 r-1} \boxtimes$ $P_{2 r-1}$.

### 4.5. Strong or normal product

The strong product (also known as normal product) $G_{1} \boxtimes G_{2}$ is a graph whose vertex set is the Cartesian product $V_{1} \times V_{2}$, and such that two vertices $\left(u_{1}, u_{2}\right)$ and $\left(v_{1}, v_{2}\right)$ are adjacent in $G_{1} \boxtimes G_{2}$ if and only if they are adjacent either in $G_{1} \square G_{2}$ or in $G_{1} \times G_{2}$.

Theorem 54. Let $G_{1}$ and $G_{2}$ be graphs. Then $f\left(G_{1} \boxtimes G_{2}\right) \leq f\left(G_{1}\right)\left|V\left(G_{2}\right)\right|$ for $f \in\left\{\right.$ thin, pthin, thin $_{\mathrm{cmp}}$, pthin $_{\mathrm{cmp}}$, thin $_{\mathrm{ind}}$, pthin $\left._{\mathrm{ind}}\right\}$. Moreover, if $G_{2}$ is complete, then $f\left(G_{1} \boxtimes G_{2}\right)=f\left(G_{1}\right)$ for $f \in\left\{\right.$ thin, pthin, thin ${ }_{c m p}$, pthin $\left._{\mathrm{cmp}}\right\}$.

This result can be strengthened for $f \in\left\{\right.$ thin, pthin, $\operatorname{thin}_{\text {ind }}$, pthin $\left._{\text {ind }}\right\}$, replacing $\left|V\left(G_{2}\right)\right|$ by the size of the largest connected component of $G_{2}$, by Theorems 23 and 29, and since $G \boxtimes\left(H \cup H^{\prime}\right)=(G \boxtimes H) \cup\left(G \boxtimes H^{\prime}\right)$.

The graph $P_{2 r-1} \boxtimes P_{2 r-1}$ contains $G R_{r}$ as an induced subgraph. Since $\operatorname{pthin}_{\text {ind }}\left(P_{2 r-1}\right)=2$, we have the following corollary of Corollary 8,

Corollary 55. There is no function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that $\operatorname{thin}\left(G_{1} \boxtimes G_{2}\right) \leq$ $f\left(\operatorname{pthin}_{\mathrm{ind}}\left(G_{1}\right), \operatorname{pthin}_{\mathrm{ind}}\left(G_{2}\right)\right)$ for any pair of graphs $G_{1}, G_{2}$.

Lemma 56. For $n \geq 2$, $\operatorname{thin}\left(\left(K_{n} \square K_{2}\right) \boxtimes\left(K_{n} \square K_{2}\right)\right) \geq n+2$.
Proof. For $n \geq 2,\left(K_{n} \square K_{2}\right) \boxtimes\left(K_{n} \square K_{2}\right)$ is $\left(n^{2}+2 n\right)$-regular, and for any pair of vertices $u, v,|N(u) \cap N(v)| \leq n^{2}+n-2$. By Corollary 10, $\operatorname{thin}\left(\left(K_{n} \square K_{2}\right) \boxtimes\left(K_{n} \square K_{2}\right)\right) \geq n+2$.

Remark 6 implies pthin $\operatorname{cmp}\left(K_{n} \square K_{2}\right)=2$ for $n \geq 2$, since the graph contains an induced cycle of length four, which is not an interval graph. So we have also the following.

Corollary 57. There is no function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that $\operatorname{thin}\left(G_{1} \boxtimes G_{2}\right) \leq$ $f\left(\operatorname{pthin}_{\mathrm{cmp}}\left(G_{1}\right)\right.$, pthin $\left.\mathrm{cmp}\left(G_{2}\right)\right)$ for any pair of graphs $G_{1}, G_{2}$.

The non existence of bounds in terms of other parameters can be deduced from diagram in Figure 1 .

A further consequence of the example used for Corollary 55 is the following.

Corollary 58. Given two connected graphs $G_{1}$ and $G_{2}$, $\left(\min \left\{\operatorname{diam}\left(G_{1}\right)\right.\right.$, $\left.\left.\operatorname{diam}\left(G_{2}\right)\right\}+1\right) / 8 \leq\left(\min \left\{\operatorname{lip}\left(G_{1}\right), \operatorname{lip}\left(G_{2}\right)\right\}+1\right) / 8 \leq \operatorname{thin}\left(G_{1} \boxtimes G_{2}\right)$.

### 4.6. Co-normal or disjunctive product

The co-normal product or disjunctive product $G_{1} * G_{2}$ is a graph whose vertex set is the Cartesian product $V_{1} \times V_{2}$, and such that two vertices $\left(u_{1}, u_{2}\right)$ and $\left(v_{1}, v_{2}\right)$ are adjacent in $G_{1} * G_{2}$ if and only if either $u_{1}$ is adjacent to $v_{1}$ in $G_{1}$ or $u_{2}$ is adjacent to $v_{2}$ in $G_{2}$.

Notice that $\overline{G * H}=\bar{G} \boxtimes \bar{H}$.
Theorem 59. Let $G_{1}$ and $G_{2}$ be graphs. Then $f\left(G_{1} * G_{2}\right) \leq f_{\text {ind }}\left(G_{1} * G_{2}\right) \leq$ $f_{\text {ind }}\left(G_{1}\right)\left|V\left(G_{2}\right)\right| \leq f\left(G_{1}\right) \chi\left(G_{1}\right)\left|V\left(G_{2}\right)\right|$, for $f \in\{$ thin, pthin $\}$.

Since pthin $\mathrm{cmp}\left(K_{t}\right)=1,\left|2 K_{1}\right|=2$, and $K_{t} * 2 K_{1}=\overline{t K_{2}}$, we have the following corollary of Theorem 3.

Corollary 60. There is no function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that $\operatorname{thin}\left(G_{1} * G_{2}\right) \leq$ $f\left(\operatorname{pthin}_{\mathrm{cmp}}\left(G_{1}\right),\left|V\left(G_{2}\right)\right|\right)$ for any pair of graphs $G_{1}, G_{2}$.

Consider the graph $t K_{2} * t K_{2}$. It is $(4 t-1)$-regular, and for every pair of vertices $u, v$, it holds $|N(u) \cap N(v)| \leq 2 t+1$. By Corollary 10, $\operatorname{thin}\left(t K_{2} *\right.$ $\left.t K_{2}\right) \geq 2 t-2$. Since pthin $\mathrm{ind}\left(t K_{2}\right)=2$, we have also the following corollary.

Corollary 61. There is no function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that $\operatorname{thin}\left(G_{1} * G_{2}\right) \leq$ $f\left(\operatorname{pthin}_{\mathrm{ind}}\left(G_{1}\right)\right.$, pthin $\left._{\text {ind }}\left(G_{2}\right)\right)$ for any pair of graphs $G_{1}, G_{2}$.

The non existence of bounds in terms of other parameters can be deduced from diagram in Figure 1 .

Further consequences of the examples above are the following.
Corollary 62. Given two graphs $G_{1}$ and $G_{2}$, if $G_{2}$ is not complete, then $\omega\left(G_{1}\right) \leq \operatorname{thin}\left(G_{1} * G_{2}\right)$.

Corollary 63. Given two graphs $G_{1}$ and $G_{2}, 2 \min \left\{\operatorname{mim}\left(G_{1}\right), \operatorname{mim}\left(G_{2}\right)\right\}-$ $2 \leq \operatorname{thin}\left(G_{1} * G_{2}\right)$.

### 4.7. Modular product

The modular product $G_{1} \diamond G_{2}$ is a graph whose vertex set is the Cartesian product $V_{1} \times V_{2}$, and such that two vertices $\left(u_{1}, u_{2}\right)$ and $\left(v_{1}, v_{2}\right)$ are adjacent in $G_{1} \diamond G_{2}$ if and only if either $u_{1}$ is adjacent to $v_{1}$ in $G_{1}$ and $u_{2}$ is adjacent to $v_{2}$ in $G_{2}$, or $u_{1}$ is nonadjacent to $v_{1}$ in $G_{1}$ and $u_{2}$ is nonadjacent to $v_{2}$ in $G_{2}$.

Notice that $K_{n} \diamond K_{2}=C R_{n}$ and $t K_{2} \diamond K_{1}=\overline{t K_{2}}$, so we have the following.
Corollary 64. There is no function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that $\operatorname{thin}\left(G_{1} \diamond G_{2}\right) \leq$ $f\left(h\left(G_{1}\right),\left|G_{2}\right|\right)$, for $h \in\left\{\operatorname{pthin}_{\mathrm{cmp}}\right.$, pthin $\left._{\mathrm{ind}}\right\}$ for any pair of graphs $G_{1}, G_{2}$.

The non existence of bounds in terms of other parameters can be deduced from diagram in Figure 1 .

Further consequences of the examples above are the following.
Corollary 65. Given two graphs $G_{1}$ and $G_{2}$, if $G_{2}$ has at least one edge, then $\omega\left(G_{1}\right) / 2 \leq \operatorname{thin}\left(G_{1} \diamond G_{2}\right)$.

Corollary 66. Given two graphs $G_{1}$ and $G_{2}$, $\operatorname{mim}\left(G_{1}\right) \leq \operatorname{thin}\left(G_{1} \diamond G_{2}\right)$.

### 4.8. Homomorphic product

The homomorphic product $G_{1} \ltimes G_{2}$ [29] is a graph whose vertex set is the Cartesian product $V_{1} \times V_{2}$, and such that two vertices $\left(u_{1}, u_{2}\right)$ and $\left(v_{1}, v_{2}\right)$ are adjacent in $G_{1} \ltimes G_{2}$ if and only if either $u_{1}=v_{1}$ or $u_{1}$ is adjacent to $v_{1}$ in $G_{1}$ and $u_{2}$ is nonadjacent to $v_{2}$ in $G_{2}$. It is not necessarily commutative.

Theorem 67. Let $G_{1}$ and $G_{2}$ be graphs. Then $f\left(G_{1} \ltimes G_{2}\right) \leq f\left(G_{1}\right)\left|V\left(G_{2}\right)\right|$ for $f \in\left\{\right.$ thin, pthin, thin $_{\text {cmp }}$, pthin $_{\text {cmp }}$, thin $_{\text {ind }}$, pthin $\left._{\text {ind }}\right\}$.

Let $G_{1}$ be isomorphic to $K_{2}$, such that $V\left(G_{1}\right)=\left\{v_{1}, v_{2}\right\}$, and $G_{2}$ be isomorphic to $t K_{2}$, for some $t \geq 1$, such that $V\left(G_{2}\right)=\left\{w_{1}, z_{1}, \ldots, w_{t}, z_{t}\right\}$ and $E\left(G_{2}\right)=\left\{w_{i} z_{i}: 1 \leq i \leq t\right\}$. In $G_{1} \ltimes G_{2}$, the vertices $\left\{\left(v_{1}, w_{i}\right): 1 \leq i \leq\right.$ $t\} \cup\left\{\left(v_{2}, z_{i}\right): 1 \leq i \leq t\right\}$ induce the graph $\overline{t K_{2}}$. In other words, $K_{2} \ltimes t K_{2}$ has $\overline{t K_{2}}$ as induced subgraph.

Now let $G_{3}$ be isomorphic to $K_{t} \square K_{2}$, for some $t \geq 1$, such that $V\left(G_{3}\right)=$ $\left\{w_{1}, z_{1}, \ldots, w_{t}, z_{t}\right\},\left\{w_{1}, \ldots, w_{t}\right\}$ is a clique, $\left\{z_{1}, \ldots, z_{t}\right\}$ is a clique, and $w_{i}$ is adjacent to $z_{j}$ if and only if $i=j$. In $G_{1} \ltimes G_{3}$, the vertices $\left\{\left(v_{1}, w_{i}\right)\right.$ : $1 \leq i \leq t\} \cup\left\{\left(v_{2}, z_{i}\right): 1 \leq i \leq t\right\}$ induce the graph $\overline{t K_{2}}$. In other words, $K_{2} \ltimes\left(K_{t} \square K_{2}\right)$ has $\overline{t K_{2}}$ as induced subgraph.

Since pthin ind $^{\text {ind }}\left(t K_{2}\right)=2$ and pthin $\operatorname{cmp}\left(K_{n} \square K_{2}\right)=2$ (Remark 6), we have the following.

Corollary 68. There is no function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that $\operatorname{thin}\left(G_{1} \ltimes G_{2}\right) \leq$ $f\left(\left|G_{1}\right|, h\left(G_{2}\right)\right)$, for $h \in\left\{\right.$ pthin $_{\text {ind }}$, pthin $\left._{\text {cmp }}\right\}$ for any pair of graphs $G_{1}, G_{2}$.

The non existence of bounds in terms of other parameters can be deduced from diagram in Figure 1 .

Another consequence of the example above is the following.
Corollary 69. Given two graphs $G_{1}$ and $G_{2}$, if $G_{1}$ has at least one edge, then $\operatorname{mim}\left(G_{2}\right) \leq \operatorname{thin}\left(G_{1} \ltimes G_{2}\right)$.

### 4.9. Hom-product

The hom-product $G_{1} \circ G_{2}$ [2] is a graph whose vertex set is the Cartesian product $V_{1} \times V_{2}$, and such that two vertices $\left(u_{1}, u_{2}\right)$ and ( $v_{1}, v_{2}$ ) are adjacent in $G_{1} \circ G_{2}$ if and only if $u_{1} \neq v_{1}$ and either $u_{1}$ is nonadjacent to $v_{1}$ in $G_{1}$ or $u_{2}$ is adjacent to $v_{2}$ in $G_{2}$. It is not necessarily commutative, indeed, $G_{1} \circ G_{2}=\overline{G_{1} \ltimes G_{2}}$.

Theorem 70. Let $G_{1}$ and $G_{2}$ be graphs. Then $f\left(G_{1} \circ G_{2}\right) \leq f_{\text {ind }}\left(G_{1} \circ G_{2}\right) \leq$ $\left|V\left(G_{1}\right)\right| f_{\text {ind }}\left(G_{2}\right)$, for $f \in\{$ thin, pthin $\}$.

Proof. Let $G_{2}$ be a $k$-independent-thin (resp. proper $k$-independent-thin) graph. Consider $V_{1} \times V_{2}$ lexicographically ordered with respect to the defined orderings of $V_{2}$ and $V_{1}$. Consider now the partition $\left\{V^{i, j}\right\}_{1 \leq i \leq n_{1}, 1 \leq j \leq k}$ such that $V^{i, j}=\left\{\left(v_{i}, w\right): w \in V_{2}^{j}\right\}$ for each $1 \leq i \leq n_{1}, 1 \leq j \leq k$. By definition of the hom-product, each $V^{i, j}$ is an independent set.

We will show now that this ordering and partition of $V_{1} \times V_{2}$ are consistent (resp. strongly consistent). Let $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ be three vertices appearing in that ordering in $V_{1} \times V_{2}$.

Case 1: $i=j=\ell$. In this case, the three vertices are in different classes, so no restriction has to be satisfied.

Case 2: $i=j<\ell$. In this case, $\left(v_{p}, w_{i}\right)$ and $\left(v_{q}, w_{j}\right)$ are in different classes. So, suppose $G_{2}$ is proper $k$-independent-thin and $\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ belong to the same class, i.e., $q=r$ and $w_{i}=w_{j}$ and $w_{\ell}$ belong to the same class in $G_{2}$. In particular, since the classes are independent sets, $w_{i} w_{\ell} \notin E_{2}$. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \circ G_{2}$ if and only if $p \neq r$ and either $v_{p} v_{r} \notin E_{1}$ or $w_{i} w_{\ell} \in E_{2}$. So, assume $p \neq r$. Since $q=r, p \neq q$, and since the graph is loopless and $i=j, w_{i} w_{j} \notin E_{2}$. So $\left(v_{p}, w_{i}\right)$ is adjacent to $\left(v_{q}, w_{j}\right)$ in $G_{1} \circ G_{2}$, as required.

Case 3: $i<j=\ell$. In this case, $\left(v_{q}, w_{j}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are in different classes. So suppose $G_{2}$ is $k$-independent-thin (resp. proper $k$-independentthin) and $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right)$ belong to the same class, i.e., $p=q$ and $w_{i}$ and $w_{j}=w_{\ell}$ belong to the same class in $G_{2}$. In particular, since the classes are independent sets, $w_{i} w_{j} \notin E_{2}$. Vertices $\left(v_{p}, w_{i}\right)$ and ( $\left.v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \circ G_{2}$ if and only if $p \neq r$ and either $v_{p} v_{r} \notin E_{1}$ or $w_{i} w_{\ell} \in E_{2}$. So, assume $p \neq r$. Since $p=q, q \neq r$, and since the graph is loopless and $j=\ell$, $w_{j} w_{\ell} \notin E_{2}$. So $\left(v_{q}, w_{j}\right)$ is adjacent to $\left(v_{r}, w_{\ell}\right)$ in $G_{1} \circ G_{2}$, as required.

Case 4: $i<j<\ell$. Suppose first that $G_{2}$ is $k$-independent-thin (resp. proper $k$-independent-thin) and $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right)$ belong to the same class, i.e., $p=q$ and $w_{i}, w_{j}$ belong to the same class in $G_{2}$. Since the classes are independent, $w_{i}$ and $w_{j}$ are not adjacent. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \circ G_{2}$ if and only if $p \neq r$ and either $v_{p} v_{r} \notin E_{1}$ or $w_{i} w_{\ell} \in E_{2}$. So, assume $p \neq r$, and since $p=q, q \neq r$ too. If $v_{p} v_{r} \notin E_{1}$, then since $p=q, v_{q} v_{r} \notin E_{1}$, and $\left(v_{q}, w_{j}\right)$ is adjacent to $\left(v_{r}, w_{\ell}\right)$ in $G_{1} \circ G_{2}$, as required. If $w_{i} w_{\ell} \in E_{2}$, since $w_{i}, w_{j}$ belong to the same class in $G_{2}$ and the partition of $V_{2}$ is (strongly) consistent with the ordering, $w_{j} w_{\ell} \in E_{2}$, and $\left(v_{q}, w_{j}\right)$ is adjacent to $\left(v_{r}, w_{\ell}\right)$ in $G_{1} \circ G_{2}$, as required.

Now suppose that $G_{1}$ is proper $k$-thin and $\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ belong to the same class, i.e., $q=r$ and $w_{j}, w_{\ell}$ belong to the same class in $G_{2}$. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \circ G_{2}$ if and only if $p \neq r$ and either $v_{p} v_{r} \notin E_{1}$ or $w_{i} w_{\ell} \in E_{2}$. So, assume $p \neq r$, and since $q=r, p \neq q$ too. If $v_{p} v_{r} \notin E_{1}$, then since $q=r, v_{p} v_{q} \notin E_{1}$, and $\left(v_{p}, w_{i}\right)$ and $\left(v_{q}, w_{j}\right)$ are adjacent in $G_{1} \circ G_{2}$, as required. If $w_{i} w_{\ell} \in E_{2}$, since $w_{j}, w_{\ell}$ belong to the same class in $G_{2}$ and the partition of $V_{2}$ is strongly consistent with the order-
ing, $w_{i} w_{j} \in E_{2}$, and $\left(v_{p}, w_{i}\right)$ is adjacent to $\left(v_{q}, w_{j}\right)$ in $G_{1} \circ G_{2}$, as required.
Notice that $K_{2} \circ K_{n}=C R_{n}$. Also, $G \circ K_{1}=\bar{G}$, so, by taking $G=t K_{2}$ and $G=K_{n} \square K_{2}$, we have the following.

Corollary 71. There is no function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that $\operatorname{thin}\left(G_{1} \circ G_{2}\right) \leq$ $f\left(\left|G_{1}\right|\right.$, pthin $\left.\operatorname{cmp}\left(G_{2}\right)\right)$, and there is no function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that $\operatorname{thin}\left(G_{1} \circ\right.$ $\left.G_{2}\right) \leq f\left(h\left(G_{1}\right),\left|G_{2}\right|\right)$ for $h \in\left\{\operatorname{pthin}_{\text {ind }}\right.$, pthin $\left._{\text {cmp }}\right\}$ for any pair of graphs $G_{1}$, $G_{2}$.

The non existence of bounds in terms of other parameters can be deduced from diagram in Figure 1 .

Further consequences of the examples above are the following.
Corollary 72. Given two graphs $G_{1}$ and $G_{2}$, if $G_{1}$ has at least one edge, then $\omega\left(G_{2}\right) / 2 \leq \operatorname{thin}\left(G_{1} \circ G_{2}\right)$.

Corollary 73. Given two graphs $G_{1}$ and $G_{2}$, $\operatorname{mim}\left(G_{1}\right) \leq \operatorname{thin}\left(G_{1} \circ G_{2}\right)$.

## 5. Conclusion

In this paper, we give upper bounds for the thinness, complete thinness, independent thinness and their proper versions for the union and join of graphs, as well as the lexicographical, Cartesian, direct, strong, disjunctive, modular, homomorphic and hom-products of graphs. These bounds are given in terms of the parameters (depicted in the Hasse diagram of Figure (1) of the component graphs, and for each of the cases, it is proved that no upper bound in terms of lower parameters (from those in the diagram) of the component graphs exists. The non existence proofs are based on the determination of exact values or lower bounds for the thinness of some families of graphs like complements of matchings, grids, crown graphs, hypercubes, or products of simple graphs like complete graphs, stable sets, induced matchings and induced paths. We summarize the main bounds obtained and the graph families with high thinness in Table 1 .

Furthermore, we describe new general lower and upper bounds for the thinness of graphs, and some lower bounds for the graph operations in terms of other well known graph invariants like clique number, maximum induced matching, longest induced path, or diameter.

Some open problems and possible research directions are:

| Upper bounds | High thinness |
| :---: | :---: |
| (p)thin $\left(G_{1} \cup G_{2}\right)=\max \left\{(\mathrm{p}) \operatorname{thin}\left(G_{1}\right),(\mathrm{p}) \operatorname{thin}\left(G_{2}\right)\right\}$ <br> (p)thin ind $\left(G_{1} \cup G_{2}\right)=\max \left\{(\mathrm{p})\right.$ thin $_{\text {ind }}\left(G_{1}\right),(\mathrm{p})$ thin ind $\left._{\text {ind }}\left(G_{2}\right)\right\}$ <br> $(\mathrm{p}) \operatorname{thin}_{\mathrm{cmp}}\left(G_{1} \cup G_{2}\right)=(\mathrm{p})$ thin $_{\mathrm{cmp}}\left(G_{1}\right)+(\mathrm{p}) \operatorname{thin}_{\mathrm{cmp}}\left(G_{2}\right)$ |  |
|  |  |
|  | $K_{n} \bullet 2 K_{1}$ |
| (p) $\operatorname{thin}\left(G_{1} \square G_{2}\right) \leq(\mathrm{p}) \operatorname{thin}\left(G_{1}\right) \cdot\left\|V\left(G_{2}\right)\right\|$ <br> (p)thin ind $\left(G_{1} \square G_{2}\right) \leq(\mathrm{p})$ thin $_{\text {ind }}\left(G_{1}\right) \cdot\left\|V\left(G_{2}\right)\right\|$ <br> (p)thin ${ }_{\text {cmp }}\left(G_{1} \square G_{2}\right) \leq(\mathrm{p})$ thin $_{\text {cmp }}\left(G_{1}\right) \cdot \mid V\left(G_{2}\right)$ | $\begin{aligned} & P_{n} \square P_{n} \\ & K_{n} \square K_{n} \\ & K_{n} \square K_{n, n} \end{aligned}$ |
| $\begin{aligned} & \text { (p)thin }\left(G_{1} \times G_{2}\right) \leq(\mathrm{p}) \operatorname{thininind~}_{\text {ind }}\left(G_{1}\right) \cdot\left\|V\left(G_{2}\right)\right\| \\ & \text { (p)thin }{ }_{\text {ind }}\left(G_{1} \times G_{2}\right) \leq(\mathrm{p}) \operatorname{thin}_{\text {ind }}\left(G_{1}\right) \cdot\left\|V\left(G_{2}\right)\right\| \end{aligned}$ | $\begin{aligned} & K_{n} \times K_{2} \\ & P_{n} \times P_{n} \end{aligned}$ |
| $\begin{aligned} & \text { (p)thin }\left(G_{1} \boxtimes G_{2}\right) \leq(\mathrm{p}) \text { thin }\left(G_{1}\right) \cdot\left\|V\left(G_{2}\right)\right\| \\ & \text { (p)thin }\left(G_{1} \boxtimes K_{n}\right)=(\mathrm{p}) \text { thin }\left(G_{1}\right) \\ & \text { (p)thin }{ }_{\text {ind }}\left(G_{1} \boxtimes G_{2}\right) \leq(\mathrm{p}) \text { thinind }\left(G_{1}\right) \cdot\left\|V\left(G_{2}\right)\right\| \\ & \text { (p)thin }{ }_{c m p}\left(G_{1} \boxtimes G_{2}\right) \leq(\mathrm{p}) \text { thin }{ }_{\text {cmp }}\left(G_{1}\right) \cdot\left\|V\left(G_{2}\right)\right\| \\ & \text { (p)thin }{ }_{\text {cmp }}\left(G_{1} \boxtimes G_{2}\right)=(\mathrm{p}) \text { thin }{ }_{\mathrm{cmp}}\left(G_{1}\right) \\ & \hline \end{aligned}$ | $\begin{aligned} & P_{n} \boxtimes P_{n} \\ & \left(K_{n} \square K_{2}\right) \boxtimes\left(K_{n} \square K_{2}\right) \end{aligned}$ |
| $\begin{aligned} & \text { (p)thin }\left(G_{1} * G_{2}\right) \leq(\mathrm{p}) \text { thin }{ }_{\text {ind }}\left(G_{1}\right) \cdot\left\|V\left(G_{2}\right)\right\| \\ & (\mathrm{p}) \text { thin }{ }_{\text {ind }}\left(G_{1} * G_{2}\right) \leq(\mathrm{p}) \text { thin }_{\text {ind }}\left(G_{1}\right) \cdot\left\|V\left(G_{2}\right)\right\| \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline K_{n} * 2 K_{1} \\ & n K_{2} * n K_{2} \\ & \hline \end{aligned}$ |
|  | $\begin{aligned} & \hline K_{n} \diamond K_{2} \\ & n K_{2} \diamond K_{1} \\ & \hline \end{aligned}$ |
| (p)thin $\left(G_{1} \ltimes G_{2}\right) \leq(\mathrm{p}) \operatorname{thin}\left(G_{1}\right) \cdot\left\|V\left(G_{2}\right)\right\|$ <br> (p) $\operatorname{thin}_{\text {ind }}\left(G_{1} \ltimes G_{2}\right) \leq(\mathrm{p})$ thin $_{\text {ind }}\left(G_{1}\right) \cdot\left\|V\left(G_{2}\right)\right\|$ <br> (p) thin $_{\mathrm{cmp}}\left(G_{1} \ltimes G_{2}\right) \leq(\mathrm{p})$ thin $_{\mathrm{cmp}}\left(G_{1}\right) \cdot\left\|V\left(G_{2}\right)\right\|$ | $\begin{aligned} & \hline K_{2} \ltimes n K_{2} \\ & K_{2} \ltimes\left(K_{n} \square K_{2}\right) \end{aligned}$ |
| $\begin{aligned} & (\mathrm{p}) \operatorname{thin}\left(G_{1} \circ G_{2}\right) \leq\left\|V\left(G_{1}\right)\right\| \cdot(\mathrm{p}) \operatorname{thin} \mathrm{ind}\left(G_{2}\right) \\ & (\mathrm{p}) \operatorname{thin}_{\text {ind }}\left(G_{1} \circ G_{2}\right) \leq\left\|V\left(G_{1}\right)\right\| \cdot(\mathrm{p}) \operatorname{thin}_{\text {ind }}\left(G_{2}\right) \end{aligned}$ | $\begin{aligned} & \hline K_{2} \circ K_{n} \\ & n K_{2} \circ K_{1} \\ & \left(K_{n} \square K_{2}\right) \circ K_{1} \\ & \hline \end{aligned}$ |

Table 1: We summarize the upper bounds (when needed, graphs with an asterisk are not complete). We also summarize the families of graphs with bounded parameters whose product have high thinness, used to show the nonexistence of bounds in terms of certain parameters. Recall that the lexicographic, homomorphic, and hom-product are not necessarily commutative.

- It would be interesting to find tighter bounds, in the case in which it is possible.
- It remains as an open problem the computational complexity of computing the independent and complete (proper) thinness for general graphs. For co-comparability graphs, both the independent thinness and independent proper thinness are exactly the chromatic number, which can be computed in polynomial time [15].
- Regarding lower and upper bounds in Section 3, can we have some similar results for proper thinness? Or for the independent and complete versions of (proper) thinness?
- Does there exist a graph $G$ such that $\operatorname{thin}(G)>|V(G)| / 2$ ?
- Does there exist a co-comparability graph $G$ such that pthin $(G)>$ $|V(G)| / 2$ ?
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## Appendix A. Omitted Proofs of Section 4

The operations involved in these theorems are defined over a pair of graphs $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$ such that $\left|V_{1}\right|=n_{1},\left|V_{2}\right|=n_{2}$ and $V_{1} \cap V_{2}=\emptyset$. Besides, for some of the following proofs, we consider an implicit ordering and partition for both $V_{1}$ and $V_{2}$, as defined next. The ordering of $V_{1}$ will be denoted by $v_{1}, \ldots, v_{n_{1}}$ and that of $V_{2}$ by $w_{1}, \ldots, w_{n_{2}}$. Moreover, if the value $t_{i}$ of some variation of thinness of $G_{i}$ (for $i \in\{1,2\}$ ) is involved in the bound to be proved, the implicit ordering is one consistent, according to the specified variation of thinness, with a partition $\left(V_{i}^{1}, \ldots, V_{i}^{t_{i}}\right)$. If, otherwise, only the cardinality $n_{i}$ of $V_{i}$ is involved in the bound, the implicit ordering is an arbitrary one. For instance, if $G_{1}$ is a proper $t_{1}$-independent-thin graph, and $t_{1}$ is involved in the bound to be proved, it means that the implicit ordering and partition of $V_{1}$ are strongly consistent and all the $t_{1}$ parts of the partition are independent sets.

Theorem 33. Let $G_{1}$ and $G_{2}$ be graphs. Then $f\left(G_{1} \vee G_{2}\right) \leq f\left(G_{1}\right)+$ $f\left(G_{2}\right)$, for $f \in\left\{\right.$ thin $_{\mathrm{cmp}}$, pthin $\left._{\mathrm{cmp}}\right\}$. Moreover, if $G_{2}$ is complete, then $\operatorname{thin}_{\mathrm{cmp}}\left(G_{1} \vee G_{2}\right)=\operatorname{thin}_{\mathrm{cmp}}\left(G_{1}\right)$.

Proof. Let $G_{1}$ and $G_{2}$ be two graphs with complete thinness (resp. complete proper thinness) $t_{1}$ and $t_{2}$, respectively.

For $G=G_{1} \vee G_{2}$, define a partition with $t_{1}+t_{2}$ complete sets as the union of the two partitions, and $v_{1}, \ldots, v_{n_{1}}, w_{1}, \ldots, w_{n_{2}}$ as an ordering of $V(G)$.

Let $x, y, z$ be three vertices of $V(G)$ such that $x<y<z, x z \in E(G)$, and $x$ and $y$ are in the same class of the partition of $V(G)$. Then, in particular, $x$ and $y$ both belong either to $V_{1}$ or to $V_{2}$. If $z$ belongs to the same graph, then $y z \in E(G)$ because the ordering and partition restricted to each of $G_{1}$ and $G_{2}$ are consistent. Otherwise, $z$ is also adjacent to $y$ by the definition of join.

We have proved that the defined partition and ordering are consistent, and thus that $\operatorname{thin}_{\mathrm{cmp}}\left(G_{1} \vee G_{2}\right) \leq \operatorname{thin}_{\mathrm{cmp}}\left(G_{1}\right)+\operatorname{thin}_{\mathrm{cmp}}\left(G_{2}\right)$. The proof of the strong consistency, given the strong consistency of the partition and ordering of each of $G_{1}$ and $G_{2}$, is symmetric and implies pthin $\operatorname{cmp}\left(G_{1} \vee G_{2}\right) \leq$ $\operatorname{pthin}_{\mathrm{cmp}}\left(G_{1}\right)+\operatorname{pthin}_{\mathrm{cmp}}\left(G_{2}\right)$.

Suppose now that $G_{2}$ is complete (in particular, $t_{2}=1$ ). Since $G_{1}$ is an induced subgraph of $G_{1} \vee G_{2}$, then $\operatorname{thin}_{\mathrm{cmp}}\left(G_{1} \vee G_{2}\right) \geq \operatorname{thin}_{\mathrm{cmp}}\left(G_{1}\right)$. For $G=G_{1} \vee G_{2}$, define a partition $V^{1}, \ldots, V^{t_{1}}$ such that $V^{1}=V_{1}^{1} \cup V_{2}^{1}$ and
$V^{i}=V_{1}^{i}$ for $i=2, \ldots, t_{1}$, and define $v_{1}, \ldots, v_{n_{1}}, w_{1}, \ldots, w_{n_{2}}$ as an ordering of the vertices. By definition of join, $V^{1}$ is a complete set of $G$, as well as $V^{2}, \ldots, V^{t_{1}}$.

Let $x, y, z$ be three vertices of $V(G)$ such that $x<y<z, x z \in E(G)$, and $x$ and $y$ are in the same class of the partition of $V(G)$. If $z$ belongs to $V_{2}$, then $z$ is also adjacent to $y$, because it is adjacent to every vertex in $G-z$. If $z$ belongs to $V_{1}$, then $x, y$, and $z$, belong to $V_{1}$ due to the definition of the order of the vertices, and thus $y z \in E(G)$ because the ordering and partition restricted to $G_{1}$ are consistent. This proves thin $\mathrm{cmp}\left(G_{1} \vee G_{2}\right) \leq \operatorname{thin}_{\mathrm{cmp}}\left(G_{1}\right)$, thus in this case thin $\operatorname{cmp}\left(G_{1} \vee G_{2}\right)=\operatorname{thin}_{\mathrm{cmp}}\left(G_{1}\right)$.

Theorem 49. Let $G_{1}$ and $G_{2}$ be graphs. Then $f\left(G_{1} \times G_{2}\right) \leq f_{\text {ind }}\left(G_{1} \times\right.$ $\left.G_{2}\right) \leq f_{\text {ind }}\left(G_{1}\right)\left|V\left(G_{2}\right)\right| \leq f\left(G_{1}\right) \chi\left(G_{1}\right)\left|V\left(G_{2}\right)\right|$, for $f \in\{$ thin, pthin $\}$.

Proof. Let $G_{1}$ be a $k$-independent-thin (resp. proper $k$-independent-thin) graph.

Consider $V_{1} \times V_{2}$ lexicographically ordered with respect to the defined orderings of $V_{1}$ and $V_{2}$. Consider now the partition $\left\{V^{i, j}\right\}_{1 \leq i \leq k, 1 \leq j \leq n_{2}}$ such that $V^{i, j}=\left\{\left(v, w_{j}\right): v \in V_{1}^{i}\right\}$ for each $1 \leq i \leq k, 1 \leq j \leq n_{2}$. Since the graphs considered here are loopless, each $V^{i, j}$ is an independent set. We will show now that this ordering and partition of $V_{1} \times V_{2}$ are consistent (resp. strongly consistent). Let $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ be three vertices appearing in that ordering in $V_{1} \times V_{2}$.

Case 1: $p=q=r$. In this case, the three vertices are in different classes, so no restriction has to be satisfied.

Case 2: $p=q<r$. In this case, $\left(v_{p}, w_{i}\right)$ and $\left(v_{q}, w_{j}\right)$ are in different classes. So, suppose $G_{1}$ is proper $k$-independent-thin and $\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ belong to the same class, i.e., $j=\ell$ and $v_{q}=v_{p}$ and $v_{r}$ belong to the same class in $G_{1}$. In particular, since the classes are independent sets, $v_{p} v_{r} \notin E_{1}$. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \times G_{2}$ if and only if $w_{i} w_{\ell} \in E_{2}$ and $v_{p} v_{r} \in E_{1}$, a contradiction.

Case 3: $p<q=r$. In this case, $\left(v_{q}, w_{j}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are in different classes. So suppose $G_{1}$ is $k$-independent-thin (resp. proper $k$-independentthin) and $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right)$ belong to the same class, i.e., $i=j$ and $v_{p}$ and $v_{q}=v_{r}$ belong to the same class in $G_{1}$. In particular, since the classes are independent sets, $v_{p} v_{r} \notin E_{1}$. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \times G_{2}$ if and only if $w_{i} w_{\ell} \in E_{2}$ and $v_{p} v_{r} \in E_{1}$, a contradiction.

Case 4: $p<q<r$. Suppose first $G_{1}$ is $k$-independent-thin (resp. proper
$k$-independent-thin) and $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right)$ belong to the same class, i.e., $i=j$ and $v_{p}, v_{q}$ belong to the same class in $G_{1}$. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \times G_{2}$ if and only if $w_{i} w_{\ell} \in E_{2}$ and $v_{p} v_{r} \in E_{1}$. Since the ordering and the partition are consistent (resp. strongly consistent) in $G_{1}$, $v_{r} v_{q} \in E_{1}$ and so ( $v_{r}, w_{\ell}$ ) and ( $v_{q}, w_{j}$ ) are adjacent in $G_{1} \times G_{2}$, as required. Now suppose that $G_{1}$ is proper $k$-thin and $\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ belong to the same class, i.e., $j=\ell$ and $v_{q}, v_{r}$ belong to the same class in $G_{1}$. Since the ordering and the partition are strongly consistent in $G_{1}$, if $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \times G_{2}$ then $v_{p} v_{q} \in E_{1}$ and so $\left(v_{p}, w_{i}\right)$ and $\left(v_{q}, w_{j}\right)$ are adjacent in $G_{1} \times G_{2}$, as required.

The last inequality is a consequence of Remark [1.
Theorem54, Let $G_{1}$ and $G_{2}$ be graphs. Then $f\left(G_{1} \boxtimes G_{2}\right) \leq f\left(G_{1}\right)\left|V\left(G_{2}\right)\right|$ for $f \in\left\{\right.$ thin, pthin, thin $_{\text {cmp }}$, pthin $_{\text {cmp }}$, thin $_{\mathrm{ind}}$, pthin $\left._{\mathrm{ind}}\right\}$. Moreover, if $G_{2}$ is complete, then $f\left(G_{1} \boxtimes G_{2}\right)=f\left(G_{1}\right)$ for $f \in\left\{\right.$ thin, pthin, thin ${ }_{\text {cmp }}$, pthin $\left._{\text {cmp }}\right\}$.

Proof. If $G_{2}$ is complete then $G_{1} \boxtimes G_{2}=G_{1} \bullet G_{2}$, so by Theorem 36, $\operatorname{thin}\left(G_{1} \boxtimes G_{2}\right)=\operatorname{thin}\left(G_{1}\right), \operatorname{pthin}\left(G_{1} \boxtimes G_{2}\right)=\operatorname{pthin}\left(G_{1}\right), \operatorname{thin}_{\mathrm{cmp}}\left(G_{1} \boxtimes G_{2}\right)=$ $\operatorname{thin}_{\mathrm{cmp}}\left(G_{1}\right)$, and pthin $\mathrm{cmp}\left(G_{1} \boxtimes G_{2}\right)=\operatorname{pthin}_{\mathrm{cmp}}\left(G_{1}\right)$.

Let $G_{1}$ be a $k$-thin (resp. proper $k$-thin) graph. Consider $V_{1} \times V_{2}$ lexicographically ordered with respect to the defined orderings of $V_{1}$ and $V_{2}$. Consider now the partition $\left\{V^{i, j}\right\}_{1 \leq i \leq k, 1 \leq j \leq n_{2}}$ such that $V^{i, j}=\left\{\left(v, w_{j}\right): v \in V_{1}^{i}\right\}$ for each $1 \leq i \leq k, 1 \leq j \leq n_{2}$.

If the sets in the partition of $V_{1}$ are furthermore complete or independent, so are the sets of the partition of $V_{1} \times V_{2}$.

We will show now that this ordering and partition of $V_{1} \times V_{2}$ are consistent (resp. strongly consistent). Let $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ be three vertices appearing in that ordering in $V_{1} \times V_{2}$.

Case 1: $p=q=r$. In this case, the three vertices are in different classes, so no restriction has to be satisfied.

Case 2: $p=q<r$. In this case, $\left(v_{p}, w_{i}\right)$ and $\left(v_{q}, w_{j}\right)$ are in different classes. So suppose $G_{1}$ is proper $k$-thin and $\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ belong to the same class, i.e., $j=\ell$. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \boxtimes G_{2}$ if and only if either $i=\ell$ and $v_{p} v_{r} \in E_{1}$, or $i \neq \ell, w_{i} w_{\ell} \in E_{2}$, and $v_{p} v_{r} \in E_{1}$. In the first case, $\left(v_{p}, w_{i}\right)=\left(v_{q}, w_{j}\right)$, a contradiction. In the second case, since $p=q$ and $j=\ell,\left(v_{q}, w_{j}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent, as required.

Case 3: $p<q=r$. In this case, $\left(v_{q}, w_{j}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are in different classes. So suppose $G_{1}$ is $k$-thin (resp. proper $k$-thin) and $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right)$
belong to the same class, i.e., $i=j$. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \boxtimes G_{2}$ if and only if either $i=\ell$ and $v_{p} v_{r} \in E_{1}$, or $i \neq \ell, w_{i} w_{\ell} \in E_{2}$, and $v_{p} v_{r} \in E_{1}$. In the first case, $\left(v_{r}, w_{\ell}\right)=\left(v_{q}, w_{j}\right)$, a contradiction. In the second case, since $q=r$ and $i=j,\left(v_{q}, w_{j}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent, as required.

Case 4: $p<q<r$. Suppose first that $G_{1}$ is $k$-thin (resp. proper $k$-thin) and $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right)$ belong to the same class, i.e., $i=j$ and $v_{p}, v_{q}$ belong to the same class in $G_{1}$. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \boxtimes G_{2}$ if and only if either $i=\ell$ and $v_{p} v_{r} \in E_{1}$, or $i \neq \ell, w_{i} w_{\ell} \in E_{2}$, and $v_{p} v_{r} \in E_{1}$. In the first case, $j=\ell$ and since the ordering and the partition are consistent (resp. strongly consistent) in $G_{1}, v_{r} v_{q} \in E_{1}$ and so $\left(v_{r}, w_{\ell}\right)$ and ( $v_{q}, w_{j}$ ) are adjacent in $G_{1} \boxtimes G_{2}$. In the second case, since $v_{p}, v_{q}$ belong to the same class in $G_{1}$ and the order and the partition are consistent, $v_{q} v_{r} \in E_{1}$. Since $i=j$, $w_{j} w_{\ell} \in E_{2}$. So $\left(v_{r}, w_{\ell}\right)$ and $\left(v_{q}, w_{j}\right)$ are adjacent in $G_{1} \boxtimes G_{2}$, as required.

Now suppose that $G_{1}$ is proper $k$-thin and $\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ belong to the same class, i.e., $j=\ell$ and $v_{q}$, $v_{r}$ belong to the same class in $G_{1}$. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \boxtimes G_{2}$ if and only if either $i=\ell$ and $v_{p} v_{r} \in E_{1}$, or $i \neq \ell, w_{i} w_{\ell} \in E_{2}$, and $v_{p} v_{r} \in E_{1}$. In the first case, $i=j$ and since the ordering and the partition are strongly consistent in $G_{1}, v_{p} v_{q} \in E_{1}$ and so $\left(v_{p}, w_{i}\right)$ and $\left(v_{q}, w_{j}\right)$ are adjacent in $G_{1} \boxtimes G_{2}$. In the second case, since $v_{q}, v_{r}$ belong to the same class in $G_{1}$ and the order and the partition are strongly consistent, $v_{p} v_{q} \in E_{1}$. Since $j=\ell, w_{i} w_{j} \in E_{2}$. So ( $v_{p}, w_{i}$ ) and $\left(v_{q}, w_{j}\right)$ are adjacent in $G_{1} \boxtimes G_{2}$, as required.

Theorem 59. Let $G_{1}$ and $G_{2}$ be graphs. Then $f\left(G_{1} * G_{2}\right) \leq f_{\text {ind }}\left(G_{1} *\right.$ $\left.G_{2}\right) \leq f_{\text {ind }}\left(G_{1}\right)\left|V\left(G_{2}\right)\right| \leq f\left(G_{1}\right) \chi\left(G_{1}\right)\left|V\left(G_{2}\right)\right|$, for $f \in\{$ thin, pthin $\}$.

Proof. Let $G_{1}$ be a $k$-independent-thin (resp. proper $k$-independent-thin) graph. Consider $V_{1} \times V_{2}$ lexicographically ordered with respect to the defined orderings of $V_{1}$ and $V_{2}$. Consider now the partition $\left\{V^{i, j}\right\}_{1 \leq i \leq k, 1 \leq j \leq n_{2}}$ such that $V^{i, j}=\left\{\left(v, w_{j}\right): v \in V_{1}^{i}\right\}$ for each $1 \leq i \leq k, 1 \leq j \leq n_{2}$. Since the graphs considered here are loopless, each $V^{i, j}$ is an independent set.

We will show now that this ordering and partition of $V_{1} \times V_{2}$ are consistent (resp. strongly consistent). Let $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ be three vertices appearing in that ordering in $V_{1} \times V_{2}$.

Case 1: $p=q=r$. In this case, the three vertices are in different classes, so no restriction has to be satisfied.

Case 2: $p=q<r$. In this case, $\left(v_{p}, w_{i}\right)$ and $\left(v_{q}, w_{j}\right)$ are in different classes. So suppose $G_{1}$ is proper $k$-independent-thin and $\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$
belong to the same class, i.e., $j=\ell$ and $v_{q}=v_{p}$ and $v_{r}$ belong to the same class in $G_{1}$. In particular, since the classes are independent sets, $v_{p} v_{r} \notin E_{1}$. Vertices $\left(v_{p}, w_{i}\right)$ and ( $v_{r}, w_{\ell}$ ) are adjacent in $G_{1} * G_{2}$ if and only if either $v_{p} v_{r} \in E_{1}$ or $w_{i} w_{\ell} \in E_{2}$, so, in this case, if and only if $w_{i} w_{\ell} \in E_{2}$. Since $j=\ell,\left(v_{p}, w_{i}\right)$ is adjacent to $\left(v_{q}, w_{j}\right)$ in $G_{1} * G_{2}$, as required.

Case 3: $p<q=r$. In this case, $\left(v_{q}, w_{j}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are in different classes. So suppose $G_{1}$ is $k$-independent-thin (resp. proper $k$-independentthin) and $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right)$ belong to the same class, i.e., $i=j$ and $v_{p}$ and $v_{q}=v_{r}$ belong to the same class in $G_{1}$. In particular, since the classes are independent sets, $v_{p} v_{r} \notin E_{1}$. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} * G_{2}$ if and only if either $v_{p} v_{r} \in E_{1}$ or $w_{i} w_{\ell} \in E_{2}$, so, in this case, if and only if $w_{i} w_{\ell} \in E_{2}$. Since $i=j,\left(v_{r}, w_{\ell}\right)$ is adjacent to $\left(v_{q}, w_{j}\right)$ in $G_{1} * G_{2}$, as required.

Case 4: $p<q<r$. Suppose first that $G_{1}$ is $k$-independent-thin (resp. proper $k$-independent-thin) and $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right)$ belong to the same class, i.e., $i=j$ and $v_{p}, v_{q}$ belong to the same class in $G_{1}$. Vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} * G_{2}$ if and only if either $v_{p} v_{r} \in E_{1}$ or $w_{i} w_{\ell} \in E_{2}$. In the first case, since the ordering and the partition are consistent (resp. strongly consistent) in $G_{1}, v_{r} v_{q} \in E_{1}$ and so ( $v_{r}, w_{\ell}$ ) and ( $v_{q}, w_{j}$ ) are adjacent in $G_{1} * G_{2}$, as required. In the second case, since $i=j,\left(v_{r}, w_{\ell}\right)$ is adjacent to $\left(v_{q}, w_{j}\right)$ in $G_{1} * G_{2}$, as required.

Now suppose that $G_{1}$ is proper $k$-thin and $\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ belong to the same class, i.e., $j=\ell$ and $v_{q}, v_{r}$ belong to the same class in $G_{1}$.

Vertices $\left(v_{p}, w_{i}\right)$ and ( $v_{r}, w_{\ell}$ ) are adjacent in $G_{1} * G_{2}$ if and only if either $v_{p} v_{r} \in E_{1}$ or $w_{i} w_{\ell} \in E_{2}$. In the first case, since the ordering and the partition are strongly consistent in $G_{1}, v_{p} v_{q} \in E_{1}$ and so $\left(v_{p}, w_{i}\right)$ and $\left(v_{q}, w_{j}\right)$ are adjacent in $G_{1} * G_{2}$, as required. In the second case, since $j=\ell,\left(v_{p}, w_{i}\right)$ is adjacent to $\left(v_{q}, w_{j}\right)$ in $G_{1} * G_{2}$, as required.

The last inequality is a consequence of Remark 1.
Theorem67. Let $G_{1}$ and $G_{2}$ be graphs. Then $f\left(G_{1} \ltimes G_{2}\right) \leq f\left(G_{1}\right)\left|V\left(G_{2}\right)\right|$ for $f \in\left\{\right.$ thin, pthin, thin $_{\text {cmp }}$, pthin $_{\text {cmp }}$, thin $_{\text {ind }}$, pthin $\left._{\text {ind }}\right\}$.

Proof. Let $G_{1}$ be a $k$-thin (resp. proper $k$-thin) graph. Consider $V_{1} \times V_{2}$ lexicographically ordered with respect to the defined orderings of $V_{1}$ and $V_{2}$. Consider now the partition $\left\{V^{i, j}\right\}_{1 \leq i \leq k, 1 \leq j \leq n_{2}}$ such that $V^{i, j}=\left\{\left(v, w_{j}\right): v \in\right.$ $\left.V_{1}^{i}\right\}$ for each $1 \leq i \leq k, 1 \leq j \leq n_{2}$.

If the sets in the partition of $V_{1}$ are furthermore complete or independent,
the sets of the partition of $V_{1} \times V_{2}$ are so, because $G_{2}$ is loopless.
We will show now that this ordering and partition of $V_{1} \times V_{2}$ are consistent (resp. strongly consistent). Let $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ be three vertices appearing in that ordering in $V_{1} \times V_{2}$.

Case 1: $p=q=r$. In this case, the three vertices are in different classes, so no restriction has to be satisfied.

Case 2: $p=q<r$. In this case, $\left(v_{p}, w_{i}\right)$ and $\left(v_{q}, w_{j}\right)$ are in different classes, and they are adjacent. So the conditions both for thinness and proper thinness are satisfied.

Case 3: $p<q=r$. In this case, $\left(v_{q}, w_{j}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are in different classes, and they are adjacent. So the conditions both for thinness and proper thinness are satisfied.

Case 4: $p<q<r$. Suppose first that $G_{1}$ is $k$-thin (resp. proper $k$-thin) and $\left(v_{p}, w_{i}\right),\left(v_{q}, w_{j}\right)$ belong to the same class, i.e., $i=j$ and $v_{p}, v_{q}$ belong to the same class in $G_{1}$. Since $p<r$, vertices $\left(v_{p}, w_{i}\right)$ and ( $v_{r}, w_{\ell}$ ) are adjacent in $G_{1} \ltimes G_{2}$ if and only if $v_{p} v_{r} \in E_{1}$ and $w_{i} w_{\ell} \notin E_{2}$. Since $v_{p}, v_{q}$ belong to the same class in $G_{1}$ and the order and the partition are consistent, $v_{q} v_{r} \in E_{1}$. Since $i=j, w_{j} w_{\ell} \notin E_{2}$. So $\left(v_{r}, w_{\ell}\right)$ and $\left(v_{q}, w_{j}\right)$ are adjacent in $G_{1} \ltimes G_{2}$, as required.

Now suppose that $G_{1}$ is proper $k$-thin and $\left(v_{q}, w_{j}\right),\left(v_{r}, w_{\ell}\right)$ belong to the same class, i.e., $j=\ell$ and $v_{q}, v_{r}$ belong to the same class in $G_{1}$. Since $p<r$, vertices $\left(v_{p}, w_{i}\right)$ and $\left(v_{r}, w_{\ell}\right)$ are adjacent in $G_{1} \ltimes G_{2}$ if and only if $v_{p} v_{r} \in E_{1}$ and $w_{i} w_{\ell} \notin E_{2}$. Since $v_{q}, v_{r}$ belong to the same class in $G_{1}$ and the order and the partition are strongly consistent, $v_{p} v_{q} \in E_{1}$. Since $j=\ell, w_{i} w_{j} \notin E_{2}$. So $\left(v_{p}, w_{i}\right)$ and $\left(v_{q}, w_{j}\right)$ are adjacent in $G_{1} \ltimes G_{2}$, as required.

## Appendix B. Proofs from the manuscript by Chandran, Mannino and Oriolo

Theorem 3. [10] For every $t \geq 1$, thin $\left(\overline{t K_{2}}\right)=t$.
Proof. Let $G=\overline{t K_{2}}, t \geq 1$. Let $V(G)=\left\{x_{1}, y_{1}, \ldots, x_{t}, y_{t}\right\}$ and suppose that $\left(x_{i}, y_{i}\right)$, for $1 \leq i \leq t$, are the only pairs of non-adjacent vertices. If we define, for $1 \leq i \leq t, V^{i}=\left\{x_{i}, y_{i}\right\}$, then every total order on the vertices of $V(G)$ is consistent with this partition. We now show that $G$ is not $(t-1)$ thin. Suppose the contrary, that is, there exist an ordering $<$ on $V(G)$ and a partition of $V(G)$ into $t-1$ classes $\left(V^{1}, \ldots, V^{t-1}\right)$ which are consistent.

For every class, denote by $f\left(V^{h}\right)$ the smallest element of $V^{h}$ with respect to the ordering $<$. Clearly, there exists at least one pair $\left\{x_{i}, y_{i}\right\}, 1 \leq i \leq t$, such that $\bigcup_{h}\left\{f\left(V^{h}\right)\right\} \cap\left\{x_{i}, y_{i}\right\}=\emptyset$. Without loss of generality, assume that $x_{i}<y_{i}$. Let $V^{q}$ be the class which $x_{i}$ belongs to. It follows that $y_{i}$ is adjacent to $f\left(V^{q}\right)$ and nonadjacent to $x_{i}$; moreover, $y_{i}>x_{i}>f\left(V^{q}\right)$. But this is a contradiction.

Recall that the vertex isoperimetric peak of a graph $G$, denoted as $b_{v}(G)$, is defined as $b_{v}(G)=\max _{s} \min _{X \subset V,|X|=s}|N(X) \cap(V(G) \backslash X)|$, i.e., the maximum over $s$ of the lower bounds for the number of boundary vertices (vertices outside the set with a neighbor in the set) in sets of size $s$.

Theorem 7. [10] For every graph $G$ with at least one edge, $\operatorname{thin}(G) \geq$ $b_{v}(G) / \Delta(G)$.

Proof. Let $t$ be the thinness of $G, \Delta=\Delta(G), k=b_{v}(G)$ and $s$ realizing the vertex isoperimetric peak of $G$. There exist a partition $V^{1}, \ldots, V^{t}$ and an ordering $v_{1}, \ldots, v_{n}$ of $V(G)$ that are consistent. Let $S=\left\{v_{n-s+1}, \ldots, v_{n}\right\}$, that is, $S$ is the set of the $s$ greatest vertices of $G$. Let $N_{S}=N(S) \cap(V(G) \backslash S)$. Note that, since every node in $N_{S}$ is outside $S$, each of them is smaller than any vertex in $S$.

We claim that for each $i, 1 \leq i \leq t,\left|V^{i} \cap N_{S}\right| \leq \Delta$. (That is, none of the classes can contain more than $\Delta$ vertices from $N_{S}$.) Suppose $V^{i}$ contains at least $\Delta+1$ vertices from $N_{S}$. Let $x$ be the smallest vertex in $V^{i} \cap N_{S}$. Clearly, $x$ is adjacent to some vertex $y \in S$, since $x \in N_{S}$. Then, $y$ has to be adjacent to all the vertices in $V^{i} \cap N_{S}$, since all of them are smaller than $y$. Thus, the degree of $y$ has to be at least $\Delta+1$, a contradiction. So, each class contains only at most $\Delta$ vertices of $N_{S}$. It follows that there are at least $\left|N_{S}\right| / \Delta \geq k / \Delta$ classes.

The following lower bound for the vertex isoperimetric peak of the grid $G_{r}$ was proved by Chvátalova.
Lemma 74. [12] For every $r, b_{v}\left(G_{r}\right) \geq r$.
Now, combining the above results, we get
Corollary 8. [10] For every $r \geq 2$, $\operatorname{thin}\left(G R_{r}\right) \geq r / 4$.

We close with a couple of general upper bounds on the thinness of a graph. First, we need to introduce some notation and a lemma whose proof is straightforward.

Let $G$ be a graph. A partition $V^{1}, \ldots, V^{k}$ of $V(G)$ is valid if there exists an ordering which is consistent with the partition. A class $V^{i}$ is called a singleton class if $\left|V^{i}\right|=1$, otherwise $V^{i}$ is a non-singleton class.

Lemma 75. [10] Let $G$ be a graph with a valid partition $V^{1}, \ldots, V^{k}$ of $V(G)$. Let $X=\{v \in V: v$ belongs to a singleton class $\}$. Then there exists an ordering $v_{1}, \ldots v_{n}$ of $V(G)$ which is consistent with the partition such that the vertices of $X$ are the smallest ones in the order.

Theorem 14. [10] Let $G$ be a graph. Then $\operatorname{thin}(G) \leq|V(G)|-\log (|V(G)|) / 4$.
Proof. Let $t$ be the thinness of $G$, and $n=|V(G)|$. Then there exists a valid partition of $V(G)$ using $t$ classes. We can assume that there are at least 2 singleton classes in this valid partition. Otherwise, if every class (except possibly one), contains at least 2 vertices, then clearly $t \leq(n+1) / 2 \leq$ $n-\log (n) / 4$, as required. Let $X=\{u \in V: u$ belongs to a singleton class $\}$. Let $|X|=h$ and $|V(G) \backslash X|=q$ (clearly, $h+q=n$ ).
Claim. $h \leq 2^{q}$.
Let $V \backslash X=\left\{y_{1}, y_{2}, \ldots, y_{q}\right\}$. We define a function $f: X \rightarrow\{0,1\}^{q}$ as follows: for $x \in X, f(x)=\left(a_{1}, a_{2}, \ldots, a_{q}\right)$, where $a_{i}=1$ if $x$ is adjacent to $y_{i}$, and $a_{i}=0$ otherwise. Assume for contradiction that $h>2^{q}$. Then clearly there exist two vertices $r, s \in X$ such that $f(r)=f(s)\left(\right.$ since $\left.\left|\{0,1\}^{q}\right|=2^{q}\right)$. Now, we claim that even if we merge the two classes containing $r$ and $s$ into one class, it will remain a valid partition of $V(G)$. This will provide the required contradiction, since we have assumed that $t$ is the thinness of $G$. By Lemma 755, there exists an ordering $\left\{v_{1}, \ldots, v_{n}\right\}$ which is consistent with the given partition, such that the vertices of the singleton classes are the smallest, i.e. $X=\left\{v_{1}, \ldots, v_{h}\right\}$. In fact, it is possible to further assume (without violating the validity of the partition) that $r=v_{h-1}$ and $s=v_{h}$. Now, consider merging the two classes containing $r$ and $s$ into one class. It is not difficult to verify that the resulting partition is still valid since the previous ordering is still consistent: there is no conflict due to vertices of $X \backslash\{r, s\}$, since they are all smaller than $r$. Also, since $f(r)=f(s)$, it is easy to see (from the definition of the function $f$ ) that for any vertex $y \in V(G) \backslash X, y$ is adjacent to $r$ if and only if it is adjacent to $s$. Therefore,
there cannot be any conflict due to the vertices of $V(G) \backslash X$. Thus, we have a valid partition of $V(G)$ using only $t-1$ classes, contradicting the assumption that the thinness of $G$ is $t$. We infer that $h \leq 2^{q}$. $\diamond$

Now, suppose $h>n-\log (n) / 2$. Then, from $2^{q} \geq h$, we get $q \geq \log (n-$ $\log (n) / 2)$. But this leads to a contradiction since $n=|X|+|V \backslash X|=h+q \geq$ $n-\log (n) / 2+\log (n-\log (n) / 2)>n$. So, we infer that $h \leq n-\log (n) / 2$. Then, $q=n-h \geq \log (n) / 2$. Note that $t \leq h+q / 2$, since every non-singleton class contains at least 2 vertices, and there are only a total of $q$ vertices in non-singleton classes. Thus, $t \leq h+q-q / 2=n-q / 2 \leq n-\log (n) / 4$, as required.

We can also get a bound in terms of the maximum degree of the graph by modifying the above proof.

Theorem [15. [10] Let $G$ be a graph. Then $\operatorname{thin}(G) \leq|V(G)|(\Delta(G)+$ $3) /(\Delta(G)+4)$.

Proof. Let $n=|V(G)|$ and $\Delta=\Delta(G)$. We modify the proof of Theorem 14 as follows.
Claim. $h \leq q(\Delta+2) / 2$.
For $x \in X$, we denote by $|f(x)|$ the number of 1's in the $q$-tuple $f(x)$. Clearly, $\sum_{x \in X}|f(x)| \leq \sum_{y \in V(G) \backslash X}$ degree $(y) \leq q \Delta$. Now partition $X$ into two classes as follows: Let $X_{1}=\{x \in X:|f(x)|=1\}$ and $X_{2}=X \backslash X_{1}$. Note that $\left|X_{1}\right| \leq q$, since otherwise, if $\left|X_{1}\right|>q$, there will be two vertices $r, s \in X_{1}$ such that $f(r)=f(s)$, leading to a contradiction, as described in the proof of Theorem [14. We can assume that there is no vertex $x \in X_{2}$ with $|f(x)|=0$, since if such a vertex existed we could have merged the class of this vertex with that of the greatest vertex in $X$, contradicting the minimality of the size of the partition. Thus, for every vertex $x \in X_{2}$, $|f(x)| \geq 2$. Since $\sum_{x \in X_{2}}|f(x)| \leq \sum_{x \in X}|f(x)| \leq q \Delta$, we have $\left|X_{2}\right| \leq q \Delta / 2$. Thus, $h=|X|=\left|X_{1}\right|+\left|X_{2}\right| \leq q(\Delta+2) / 2 . \diamond$

It follows that $q=n-h \geq n-q(\Delta+2) / 2$. Rearranging, we get $q \geq 2 n /(\Delta+4)$. Now, $t \leq h+q / 2=n-q / 2 \leq n(\Delta+3) /(\Delta+4)$.
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