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Abstract: For any field F and polynomials f2, f3 ∈ F[x, y], let ΓF(f2, f3) denote

the bipartite graph with vertex partition P ∪ L, where P and L are two copies of

F3, and (p1, p2, p3) ∈ P is adjacent to [l1, l2, l3] ∈ L if and only if p2+ l2 = f2(p1, l1)

and p3 + l3 = f3(p1, l1). The graph Γ3(F) = ΓF(xy, xy
2) is known to be of girth

eight. When F = Fq is a finite field of odd size q or F = F∞ is an algebraically

closed field of characteristic zero, the graph Γ3(F) is conjectured to be the unique

one with girth at least eight among those ΓF(f2, f3) up to isomorphism. This

conjecture has been confirmed for the case that both f2, f3 are monomials over

Fq, and for the case that at least one of f2, f3 is a monomial over F∞. If one of

f2, f3 ∈ Fq[x, y] is a monomial, it has also been proved the existence of a positive

integer M such that G = ΓF
qM

(f2, f3) is isomorphic to Γ3(FqM ) provided G has

girth at least eight. In this paper, these results are shown to be valid when the

restriction on the polynomials f2, f3 is relaxed further to that one of them is the

product of two univariate polynomials. Furthermore, all of such polynomials f2, f3
are characterized completely.

Keywords: Bipartite graph; Cycle; Girth; Generalized quadrangle; Isomorphism

1 Introduction

All graphs considered in this paper are undirected, without loops and multi-
ple edges. Let G = (V,E) be a graph with vertex set V = V (G) and edge set
E = E(G), where each edge in E is a two-element subset of V . Two vertices
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ystang@yzu.edu.cn(Y. Tang)
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v, v′ ∈ V are said adjacent to each other, and written v ∼ v′, if {v, v′} ∈ E
is an edge. The order of G is the number of vertices in V . The degree of
a vertex v ∈ V is the number of vertices adjacent to v. If every v ∈ V has
degree t, then G is called a t-regular graph. A sequence (v1, v2, . . . , vk) ∈ V k

of vertices is called a k-∗cycle of G if k ≥ 3, v1 ∼ v2 ∼ · · · ∼ vk ∼ v1
and vi 6= vi+2, i = 1, 2, . . . , k, where vk+1 = v1, vk+2 = v2. A k-∗cycle
(v1, v2, . . . , vk) of G is called a k-cycle of G if the vertices v1, v2, . . . , vk differ
from each other. It is clear that any k-∗cycle is a k-cycle if 3 ≤ k ≤ 5. The
graph G is called bipartite if its vertex set can be divided into two parts
as V = P ∪ L such that each edge in E consists of a vertex in P and a
vertex in L. It is not difficult to show that, in a bipartite graph, there is
no (2k + 1)-∗cycle, any 6-∗cycle is a 6-cycle and any 8-∗cycle is either an
8-cycle or the concatenation of two 4-cycles. In particular, in a bipartite
graph with no 4-cycle, any 8-∗cycle is an 8-cycle. If G has some cycles, its
girth is defined as the largest integer k such that G contains no i-cycles for
any k with 3 ≤ i < k. Other standard graph theory definitions can be found
in [1].

For k > 2, let gk(n) be the greatest number of edges in a graph of order
n with girth at least 2k + 1. It is well known that for sufficiently large n,

c′kn
1+ 2

3k−3+ǫ 6 gk(n) 6 ckn
1+ 1

k ,

where c′k and ck are positive constants depending only on k, and ǫ = 0 if
k is odd and ǫ = 1 if k is even (see [2]). The upper bound comes from
[3] and the lower bound from an explicit construction of [4]. The upper

bound is known to be sharp in magnitude n1+ 1

k only for k = 2, 3, 5. In
this paper, we concentrate on the case of k = 3. A known example which
provides such extremal magnitude is the bipartite graph Γ3(Fq) with vertex
partition P ∪ L, where Fq is the finite field of q elements, P and L are two
copies of F3

q, and (p1, p2, p3) ∈ P is adjacent to [l1, l2, l3] ∈ L if and only if
p2 + l2 = p1l1 and p3 + l3 = p21l1. It is can be shown easily that Γ3(Fq) is
a q-regular bipartite graph of order 2q3 and girth eight. When q is an odd
prime power, the graph Γ3(Fq) is isomorphic to an induced subgraph of the
point-line incidence graph of the classical generalized quadrangle W (q) of
order q (see [5, 6, 7, 8, 9]).

From now on, we focus on a generalization of the graph Γ3(Fq). Let F
be an arbitrary field, for polynomials f2, f3 ∈ F[x, y], the graph ΓF(f2, f3) is
a bipartite graph with vertex partition P ∪L, where P and L are two copies
of F3, and (p1, p2, p3) ∈ P is adjacent to [l1, l2, l3] ∈ L if and only if

p2 + l2 = f2(p1, l1) and p3 + l3 = f3(p1, l1).
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When F = Fq, we simplify the notation ΓFq(f2, f3) to Γq(f2, f3) further. For
odd prime power q, it is of interest to find a graph Γq(f2, f3) of girth eight
that is not isomorphic to Γ3(Fq), since a new generalized quadrangle could
be constructed by “attaching” some tree to such graph. However, many
attempts towards this aim failed (see [5, 6, 7, 8, 9]). On the contrary, the
following uniqueness conjecture was proposed in [8, 9]:

Conjecture 1. If F = Fq is a finite field of odd size or F = F∞ is an
algebraically closed field of characteristic zero, then every graph ΓF(f2, f3)
of girth at least eight is isomorphic to Γ3(F) = ΓF(xy, x

2y).

When F = Fq is a finite field of odd size and f2, f3 are monomials,
Conjecture 1 was investigated in [5, 6, 7] and confirmed in [2]. When F = F∞

is an algebraically closed field of characteristic zero and at least one of f2, f3
is monomial, Conjecture 1 was confirmed in [8, 9]. When F = Fq is a finite
field of odd size and one of f2, f3 is monomial, the following result was also
shown in [9]: If q is a power of some odd prime p and f ∈ Fq[x, y] has degree
at most p − 2 with respect to each of x and y, then, for any integers k, m
coprime to p, there exists a positive integer M = M(k,m, q) such that, for
all positive integers r, every graph ΓqMr(xkym, f) of girth at least eight is
isomorphic to Γ3(FqMr). In this paper, we will show that the main results of
[9] are still true if one of f2, f3 is of form f(x)g(y) for univariate polynomials
f, g ∈ F[x].

For any field F, let F∗ = F\{0}. For positive integer k, let [1, k] denote
the set {1, 2, · · · , k}, F[x]k the set of polynomials in F[x] of degree at most k
and F[x, y]k the set of polynomials in F[x, y] of degree at most k with respect
to each of x and y, respectively. Through this paper, we assume that q is a
power of some prime p and m,n are positive integers such that

q > max{2mn+ 3,mn+ 3n + 1, n(n+ 1) + 2}. (1)

Let M = M(mn) be the least common multiple of the integers 2, 3, · · · ,mn.
Clearly, any polynomials T (x) ∈ Fq[x]mn can be decomposed completely in
FqM . For any a ∈ Fq, let ρa(x) = x(x − a) ∈ Fq[x]. Let Kp = {pj | j > 0}.
For u, v ∈ Kp, let Φp(u, v) = {(i, j) ∈ K2

p : iv = ju}. Let f, g ∈ Fq[x]m be
monic polynomials with f(0) = g(0) = 0 and

h(x, y) =
∑

1≤i,j≤n

hi,jx
iyj ∈ Fq[x, y]n (2)

be a nonzero polynomial. For a ∈ Fq, u, v ∈ Kp and the polynomial h given
in (2), let µa,u,v(h), νa,u,v(h) and πu,v(h) denote the polynomials in Fq[x, y]
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defined respectively by

µa,u,v(h)(x, y) = h(x, y) −
∑

(i,j)∈Φp(u,v)

h2i,jρ
i
a(x)y

j ,

νa,u,v(h)(x, y) = h(x, y) −
∑

(i,j)∈Φp(v,u)

hi,2jx
iρja(y),

πu,v(h)(x, y) = h(x, y) −
∑

(i,j)∈Φp(u,v)

hi,jx
i(x)yj .

The main result of this paper is as follows.

Theorem 1. The graph G = ΓqM (f(x)g(y), h(x, y)) is isomorphic to Γ3(FqM )
if it has girth at least eight. Furthermore, G has girth at least eight if and
only if there are some a ∈ Fq, ζ ∈ F∗

q, u, v ∈ Kp ∩ [1,m] and s ∈ Kp ∩ [1, n]
such that one of the following is valid.

(i) f(x) = ρua(x), g(y) = yv and µa,u,v(h)(x, y) = ζxsu/vys.

(ii) f(x) = xv, g(y) = ρua(y) and νa,u,v(h)(x, y) = ζxsysu/v.

(iii) f(x) = xu, g(y) = yv and πu,v(h)(x, y) = ζx2su/vys or ζxsy2sv/u.

(iv) p = 2, a 6= 0 and either

(a) f(x) = ρua(x), g(y) = y2su and µa,u,2su(h)(x, y) = ζxys, or

(b) f(x) = x2su, g(y) = ρua(y) and νa,u,2su(h)(x, y) = ζxsy.

The following theorem is an analog of Theorem 1 for the case that F =
F∞ is an algebraically closed field of characteristic zero.

Theorem 2. Suppose that f, g ∈ F∞[x] are monic polynomials with f(0) =
g(0) = 0 and h(x, y) =

∑

i,j>1 hi,jx
iyj ∈ F∞[x, y] is a nonzero polynomial.

The graph G = ΓF∞(f(x)g(y), h(x, y)) is isomorphic to Γ3(F∞) if G has
girth at least eight. Furthermore, G has girth at least eight if and only if
there are some a ∈ F∞, ζ ∈ F∗

∞ such that one of the following is valid.

(i) f(x) = ρa(x), g(y) = y and h(x, y) = ζxy + h2,1ρa(x)y.

(ii) f(x) = x, g(y) = ρa(y) and h(x, y) = ζxy + h1,2xρa(y).

(iii) f(x) = x, g(y) = y and h(x, y) = ζρa(x)y or ζxρa(y).
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This paper is organized as follows. In Section 2 we show some preliminar-
ies, including a necessary and sufficient condition of 2k-*cycles in ΓF(f2, f3),
some isomorphisms of ΓF(f2, f3), some simple conclusions on a few monomial
graphs, and a simple but useful lemma on the characterization of polynomi-
als according to their roots in some extension field. In Sections 3 to 5, we
characterize the monic polynomials f, g ∈ Fq[x]m and nonzero polynomial
h ∈ Fq[x, y]n under the conditions f(0) = g(0) = h(0, y) = h(x, 0) = 0
and that G = ΓqM (f(x)g(y), h(x, y)) has girth at least eight. In Section 6,
we complete the proof of Theorem 1, and make some concluding remarks,
including a simple illustration for the proof of Theorem2.

2 Preliminaries

For k ≥ 2, let ∆k be the function defined by

∆k : F[x, y] → F[x1, . . . , xk; y1, . . . , yk],

f(x, y) 7→

k
∑

i=1

(f(xi, yi)− f(xi+1, yi)),

where xk+1 = x1. Suppose k ≥ 2, S = (a1, . . . , ak; r1, . . . , rk) ∈ F2k and
f2, f3 ∈ F[x, y], it is clear that the graph G = ΓF(f2, f3) contains a 2k-∗cycle
of form

((a1, b1, c1), [r1, s1, t1], . . . , (ak, bk, ck), [rk, sk, tk]) (3)

if and only if
{

∆k(f2)(S) = ∆k(f3)(S) = 0,

ai 6= ai+1, ri 6= ri+1, i ∈ [1, k],
(4)

where ak+1 = a1 and rk+1 = r1 (see [6]). If G contains some 2k-∗cycles
of form (3), we also call S = (a1, . . . , ak; r1, . . . , rk) a 2k-∗cycle of G for
simplicity.

Some useful isomorphisms of the graphs ΓF(f2, f3) are integrated in the
following lemma.

Lemma 1. Assume f2, f3 ∈ F[x, y]. Then

(i) ΓF(f2, f3) ∼= ΓF(f3, f2).

(ii) ΓF(f2, f3) ∼= ΓF(f̄2, f̄3), where f̄(x, y) = f(y, x).
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(iii) For any α ∈ F∗, ΓF(f2, f3) ∼= ΓF(f2, αf3).

(iv) For any β ∈ F, ΓF(f2, f3) ∼= ΓF(f2, f3 + βf2).

(v) For any t ∈ F[x], ΓF(f2, f3) ∼= ΓF(f2(x, y), f3(x, y) + t(x)).

Furthermore, if F = Fq, then, for any u ∈ Kp,

(vi) Γq(f2, f3) ∼= Γq(f2(x
u, y), f3(x

u, y)).

(vii) Γq(f2, f3) ∼= Γq(f
u
2 , f3).

Proof. We refer the reader to [8] for the proofs of (i) ∼ (v).
For (vi), let v be the least positive integer such that vu is a power of q

and π1 the map from V (Γq(f2, f3)) to V (Γq(f2(x
u, y), f3(x

u, y))) defined by
π1 : (p1, p2, p3) 7→ (pv1, p2, p3) and π1 : [l1, l2, l3] 7→ [l1, l2, l3]. Then, π1 is a
graph isomorphism.

For (vii), let π2 be the map from V (Γq(f2, f3)) to V (Γq(f
u
2 , f3)) defined

by π2 : (p1, p2, p3) 7→ (p1, p
u
2 , p3) and π2 : [l1, l2, l3] 7→ [l1, l

u
2 , l3]. Then, π2 is

also a graph isomorphism.

If f2, f3 are monomials, the graph ΓF(f2, f3) is referred to as a monomial
graph. Now we show some simple results for a few monomial graphs.

Lemma 2. (i) The girth of Γ3(F) = ΓF(xy, x
2y) is 8.

(ii) The girth of ΓF(x
3y, x2y) is 6 if F 6∈ {F2,F3,F5}.

(iii) The girth of ΓF(xy, x
2y3) is 6 if F 6= F3 and the characterstic of F is

not equal to 2.
(iv) Γ5(x

3y, x2y) ∼= Γ3(F5).
(v) Γ3(x

3y, x2y) ∼= Γ3(xy, x
2y3) ∼= Γ3(F3).

Proof. Let (a, b) and (c, d) be two pairs of distinct elements in F. From
∆2(xy)(a, b; c, d) = (a − b)(c − d) 6= 0, we see that Γ3(F) and ΓF(xy, x

2y3)
contain no 4-cycle and thus have girth at least 6.

(i) Let S0 = (a, b, e; c, d, f), where e ∈ F\{a, b} and f ∈ F\{c, d}. If
∆3(xy)(S0) = (a− b)(c− d)− (a− e)(f − d) is equal to 0, then we have

∆3(x
2y)(S0) =(a2 − b2)(c− d)− (a2 − e2)(f − d)

=(a− b)(c− d)(e − b) 6= 0.

Hence, Γ3(F) contains no 6-cycle. Furthermore, Γ3(F) has girth 8 since it
contains the 8-cycle (1, 0, 1, 0; 1, 0,−1, 0).
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(ii) If ∆2(x
2y)(a, b; c, d) = (a2 − b2)(c − d) is equal to 0, then we have

a2 = b2 6= 0 and thus

∆2(x
3y)(a, b; c, d) = (a3 − b3)(c− d) = a2(a− b)(c− d) 6= 0.

Hence, ΓF(x
3y, x2y) has no 4-cycle and has girth at least 6. Furthermore, if

there is some t ∈ F \ {0, 1,−1} such that 0 6∈ {t− 2, 2t− 1}, then

(t, 1− t, t(t− 1); t2(t− 1)2, t2, (t− 1)2)

is a 6-cycle of ΓF(x
3y, x2y). Hence, the girth of ΓF(x

3y, x2y) is equal to 6 if
F 6∈ {F2,F3,F5}.

(iii) If F 6= F3 and the characterstic of F is not equal to 2, for any
t ∈ F\{0, 1,−1},

(−t, t+ 2t2, t+ 2; 1, 0, t)

is a 6-cycle of ΓF(xy, x
2y3) and thus ΓF(xy, x

2y3) has girth 6.
(iv) Since x3 is a permutation in F5, from (x3)2 ≡ x2(mod x5 − x) we

have
Γ5(x

3y, x2y) ∼= Γ5(x
3y, (x3)2y) ∼= Γ5(xy, x

2y) = Γ3(F5).

(v) The desired proof follows simply from x3 ≡ x(mod x3 − x).

To deal with the graph ΓF(f2, f3) in general, according to Lemma 1 one
can assume, without loss of generality, that f2 and f3 consist of only mixed
terms, i.e. fi(x, 0) and fi(0, y) are zero polynomials for i = 2, 3. Hereafter,
we assume that the bipartite graph G = ΓqM (f(x)g(y), h(x, y)) has girth at
least 8, where f, g ∈ Fq[x]m are monic polynomials with f(0) = g(0) = 0
and h(x, y) =

∑

1≤i,j≤n hi,jx
iyj ∈ Fq[x, y]n is a nonzero polynomial.

In the end of this section we show a lemma which is useful for the char-
acterization of the polynomials f, g, h.

Lemma 3. Suppose that 1 ≤ D ≤ mn, 1 ≤ N < q/2 and W ⊆ F2
q is a

nonempty set such that, for any (a, b) ∈ W ,

min{|{c ∈ Fq : (a, c) ∈ W}|, |{d ∈ Fq : (d, b) ∈ W}|} > 2N. (5)

Let {ei}1≤i≤D be a family of polynomials in Fq[x, y]N such that, for any
(a, b) ∈ W , the t-polynomial

∑

16i6D ei(a, b)t
i ∈ Fq[t]D has no root in F∗

qM
.

Then, there is an integer s ∈ [1,D] such that es(a, b) 6= 0 for each (a, b) ∈ W
and ei is the zero polynomial for any i 6= s.
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Proof. Let s ∈ [1,D] be an integer such that fs is not the zero polynomial.
Let es(x, y) =

∑

0≤i,j≤N wi,jx
iyj. If es is always equal to 0 over W , then, for

any (a, b) ∈ W , from |{c ∈ Fq : (a, c) ∈ W}| > 2N we see
∑

0≤i≤N wi,ja
i = 0,

0 ≤ j ≤ N and thus from |{d ∈ Fq : (d, b) ∈ W}| > 2N we see wi,j = 0,
0 ≤ i, j ≤ N , contradicts to the assumption. Hence, there is some pair
(a, b) ∈ W such that es(a, b) 6= 0. For such a pair (a, b), let

A = {d ∈ Fq : (d, b) ∈ W, es(d, b) 6= 0},

B = {c ∈ Fq : (a, c) ∈ W, es(a, c) 6= 0}.

From (5) and that the polynomials es(a, y) ∈ Fq[y]N and es(x, b) ∈ Fq[x]N
have degree at most N , we see

min{|A|, |B|} > N. (6)

Since for any d ∈ A the t-polynomial
∑

16i6D ei(d, b)t
i ∈ Fq[t]D can be

decomposed completely in FqM and has no nonzero root, we have ei(d, b) = 0
for any i 6= s. Hence, from (6) the x-polynomial ei(x, b) ∈ Fq[x]N is the zero
polynomial for any i 6= s. Similarly, one can conclude that the y-polynomial
ei(a, y) ∈ Fq[y]N is the zero polynomial for any i 6= s. Therefore, from (6)
we see that the polynomial ei(x, y) ∈ Fq[x, y] is the zero polynomial for any
i 6= s. Clearly, we have es(a, b) 6= 0 for any (a, b) ∈ W .

3 Characterization of f, g

In this section, we consider to characterize the univariate polynomials f, g.

Lemma 4. (i) If a, b ∈ FqM are distinct with f(a) = f(b), then the y-
polynomial

θa,b(y) = h(a, y) − h(b, y) ∈ FqM [y]

is injective in FqM .
(ii) If c, d ∈ FqM are distinct with g(c) = g(d), then the x-polynomial

φc,d(x) = h(x, c) − h(x, d) ∈ FqM [x]

is injective in FqM .

Proof. Since (ii) is symmetrical to (i), we only give proof for (i).
Suppose a, b ∈ FqM are distinct with f(a) = f(b). Let S1 = (a, b; c, d).

Since G has no 4-cycle, from ∆2(f(x)g(y))(S1) = 0 we see

∆2(h(x, y))(S1) = θa,b(c)− θa,b(d) 6= 0

for any c, d ∈ FqM with c 6= d, and thus θa,b(y) must be injective in FqM .
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Lemma 5. At least one of the polynomials f, g is injective in FqM .

Proof. Suppose that neither f nor g is injective in FqM . Let a, b, c, d be
elements in FqM with a 6= b, c 6= d such that f(a) = f(b), g(c) = g(d).
According to Lemma 4, the polynomials θa,b, φc,d ∈ FqM [x] are injective in
FqM . For S2 = (a, b, t′; t, c, d), we have ∆3(f(x)g(y))(S2) = 0 and

∆3(h(x, y))(S2) = h(b, c) − h(a, d) + θa,b(t)− φc,d(t
′).

Since θa,b is injective in FqM , for any t ∈ FqM\{c, d} we have

h(b, c) − h(a, d) + θa,b(t) /∈ {φc,d(a), φc,d(b)}.

Therefore, from that φc,d is injective in FqM , for t ∈ FqM\{c, d} there exists
some t′ ∈ FqM\{a, b} such that ∆3(h(x, y))(S2) = 0 and thus G has a 6-cycle
of form S2, contradicts to the assumption.

Lemma 6. There are no distinct x0, x1, x2 ∈ FqM satisfying f(x0) = f(x1) =
f(x2) or g(x0) = g(x1) = g(x2).

Proof. Assume in contrast that distinct x0, x1, x2 ∈ FqM satisfy f(x0) =
f(x1) = f(x2). For S3 = (x0, x1, x2; y0, y1, y2), we have ∆3(f(x)g(y))(S3) =
0 and

∆3(h(x, y))(S3) = θx0,x1
(y0) + θx1,x2

(y1) + θx2,x0
(y2),

where the polynomials θx0,x1
, θx1,x2

, θx2,x0
are injective in FqM according to

Lemma 4. Therefore, from θx0,x1
+ θx1,x2

+ θx2,x0
= 0 there are distinct

y0, y1, y2 ∈ FqM satisfying ∆3(h(x, y))(S3) = 0, and thus G contains a 6-
cycle of form S3, contradicts to the assumption.

Similarly, one can show that there are no distinct x0, x1, x2 ∈ FqM satis-
fying g(x0) = g(x1) = g(x2).

Lemma 7. Let D ∈ [1,mn] and T (x) ∈ Fq[x]D be a monic polynomial with
T (0) = 0.
(i) If T (x) is injective in FqM , then there is some u ∈ Kp such that

T (x) = xu. (7)

(ii) If T (x) is not injective in FqM and there are no distinct x0, x1, x2 ∈ FqM

with T (x0) = T (x1) = T (x2), then there are some v ∈ Kp and a ∈ Fq such
that

T (x) = ρva(x). (8)
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Proof. From D ∈ [1,mn] we see any polynomial in Fq[x]D can be completely
decomposed in F∗

qM
.

Assume first that the polynomial T (x) ∈ Fq[x]D has no root in F∗
qM

.

Clearly, we have T (x) = xd, where d is the degree of T (x). Let u be the
largest integer inKp with u | d. Then the integer k = d/u ∈ [1,D] is coprime
to p. We note that xk − 1 has no repeated roots in F∗

qM
since its derivative

kxk−1 has no root in F∗
qM

. Therefore, the polynomial xk − 1 ∈ Fq[x]N has

k distinct roots in F∗
qM

. If T (x) is injective in FqM , we have k = 1 and thus

(7) follows, where we note that xi is an injective in FqM if and only if i is

coprime to qM − 1. If T (x) is not injective in FqM and there are no distinct
x0, x1, x2 ∈ FqM with T (x0) = T (x1) = T (x2), then we must have k = 2 and
thus (8) is valid for a = 0.

Assume now that T (x) ∈ Fq[x]D has roots in F∗
qM

and there are no

distinct x0, x1, x2 ∈ FqM with T (x0) = T (x1) = T (x2). Clearly, T (x) has
just one root in F∗

qM
. Hence, we have T (x) = xr(x−a)s for some a ∈ F∗

qM
and

positive integers r, s. Let v be the largest integer in Kp dividing both r and
s. Then, the positive integers k = r/v and l = s/v satisfy 2 6 k+ l 6 D and
that at least one of k+ l and k is not divided by p. Hence, the x-polynomial
(k + l)x− ka ∈ FqM [x] is not the zero polynomial.

Furthermore, we assume k + l > 2 and write R(x) = xk(x − a)l. From
v ∈ Kp and Rv(x) = T (x), we see that R(x) is also a polynomial in Fq[x]D
and there are no distinct x0, x1, x2 ∈ FqM with R(x0) = R(x1) = R(x2).
Therefore, for any b ∈ Fq\{0, a} we have R(b) ∈ F∗

q and there are some
α(b) ∈ FqM\{0, a, b} and integers u(b) > 1, v(b) > 0 such that

R(x)−R(b) = (x− b)u(b)(x− α(b))v(b) . (9)

For any b ∈ Fq\{0, a} with (k + l)b− ka 6= 0, since the derivative of R(x) is

R′(x) = xk−1(x− a)l−1((k + l)x− ka),

we see R′(b) 6= 0 and thus from (9) we have u(b) = 1, v(b) = k+ l−1 > 2 and
(k+l)α(b)−ka = 0. Hence, k+l is not divided by p and α = α(b) = ka/(k+l)
is independent of b. Then, for any b ∈ Fq\{0, a, α}, from (9) we have

xk(x− a)l − bk(b− a)l − (x− b)(x− α)k+l−1 = 0. (10)

From (1) we have

|Fq\{0, a, α}| > q − 3 > mn ≥ D > k + l, (11)



11

and thus from (10) we see that the y-polynomial

xk(x− a)l − yk(y − a)l − (x− y)(x− α)k+l−1

is the zero polynomial, which is impossible since its leading term is yk+l.
Hence, we must have k = l = 1, a ∈ F∗

q and thus (8) follows.

From Lemmas 5, 6 and 7, we can determine the forms of f(x) and g(y)
as showing in the following corollary.

Corollary 1. The polynomials f, g can be classified into two cases:

Case 1. Just one of f, g is injective in FqM and thus there are u ∈ Kp ∩
[1,m/2], v ∈ Kp ∩ [1,m] and a ∈ Fq such that f(x) = ρua(x), g(y) = yv

or f(x) = xv, g(y) = ρua(y).

Case 2. Both f, g are injective in FqM and thus there are u, v ∈ Kp ∩ [1,m]
such that f(x) = xu, g(y) = xv.

4 Characterization of h for Case 1

In this section, we consider to characterize the polynomial h(x, y) for the
first case shown in Corollary 1.

For any a ∈ Fq, let Qq(a) denote the set of pairs (c, d) ∈ F2
q such that

ρa(c), ρa(d) are distinct elements in F∗
q, i.e.

Qq(a) = {(c, d) ∈ (Fq\{0, a})
2 : c 6= d, c + d 6= a}. (12)

For j ∈ [1, n], let hj ∈ Fq[x]n denote the polynomial defined by

hj(x) =
∑

16i6n

hi,jx
i. (13)

Then, the polynomial h(x, y) can be expressed as
∑

1≤j≤n hj(x)y
j . The

following lemma gives some conditions on the polynomials hj for the case
f(x)g(y) = ρua(x)y

v, a ∈ Fq, u, v ∈ Kp.

Lemma 8. Suppose f(x) = ρua(x), g(y) = yv for some a ∈ Fq and u, v ∈
Kp ∩ [1,m] with 2u 6 m. Let b be the element in Fq with bv = a. Then,
there exists an s ∈ Kp ∩ [1, n] such that

hs(d
v)ρsub (c)− hs(c

v)ρsub (d) 6= 0, for any (c, d) ∈ QqM (b), (14)

hs(c)− hs(a− c) 6= 0, for any c ∈ FqM with 2c 6= a, (15)

h(x, y) = hs(x)y
s +

∑

(i,j)∈Φp(u,v),j 6=s

h2i,jρ
i
a(x)y

j . (16)
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Proof. For (c, d) ∈ QqM (b) and t ∈ F∗
qM

, let

S4 = (0, cv , dv; tρub (d), 0, tρ
u
b (c)).

Then, from v ∈ Kp and bv = a we see

∆3(f(x)g(y))(S4) = f(dv)g(tρub (c))− f(cv)g(tρub (d))

= tv(cd)uv
(

(dv − a)u(c− b)uv − (cv − a)u(d− b)uv
)

is equal to 0 and thus the t-polynomial

∆3(h(x, y))(S4) =h(dv , tρub (c)) − h(cv , tρub (d))

=
∑

16j6n

(hj(d
v)ρjub (c) − hj(c

v)ρjub (d))tj

=
∑

16j6n

Hj(d, c)t
j (17)

has no root in F∗
qM

, where

Hj(x, y) = hj(x
v)ρjub (y)− hj(y

v)ρjub (x). (18)

Clearly, for any j ∈ [1, n], the polynomial Hj(x, y) belongs to Fq[x, y]mn. By
applying Lemma 3 for W = Qq(b) ⊂ QqM (b), ej = Hj, D = n and N = mn,
according to (1) we see that there is an integer s ∈ [1, n] such that

Hj(x, y) = 0, for j 6= s. (19)

For any (c, d) ∈ QqM (b), from (17) and (19) we have ∆3(h(x, y))(S4) =
Hs(d, c)t

s and thus (14) follows.
If j 6= s and hj(x) is not the zero polynomial, from (18) and (19) we see

hj(x
v) =

hj(c
v)

ρjub (c)
ρjub (x),

and then v divides ju and, moreover, from v ∈ Kp and bv = a we have

hj(x) = h2ju/v,jρ
ju/v
a (x). (20)

Hence, we have

h(x, y) = hs(x)y
s +

∑

j 6=s,v|ju

h2ju/v,jρ
ju/v
a (x)yj . (21)
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For any c ∈ FqM with 2c 6= a, from f(c) = ρua(c) = ρua(a− c) = f(a− c),
Lemma 4 and (21) we see that the y-polynomial

h(c, y) − h(a− c, y) =
∑

16j6n

(hj(c)− hj(a− c))yj = (hs(c)− hs(a− c))ys

is injective in FqM . Therefore, we have (15) and according to Lemma 7 we
see s ∈ Kp ∩ [1, n].

Assume now c ∈ Fq\{0, b}. Since for any j ∈ [1, n]\Kp the y-polynomial

ρjb(c) − ρjb(y) + (ρb(y) − ρb(c))
j has at most 2j roots in Fq, from (1) we see

q−4 >
∑

2≤j≤n 2j = n(n+1)−2 and thus there is some d ∈ Fq\{0, b, c, b−c}
such that, for any j ∈ [1, n]\Kp,

ρjb(c)− ρjb(d) + (ρb(d)− ρb(c))
j 6= 0. (22)

Clearly, (c, d) ∈ Qq(b). For t ∈ F∗
qM

, let

S5 = (0, cv , dv ; 0, tρub (d), t(ρ
u
b (d)− ρub (c))).

Then, from s ∈ Kp we have

∆3(hs(x)y
s)(S5)

=(hs(c
v)− hs(d

v))(tρub (d))
s + hs(d

v)(t(ρub (d) − ρub (c)))
s

=(hs(c
v)ρsub (d) − hs(d

v)ρsub (c))ts. (23)

For any j ∈ [1, n] with v | ju, from v ∈ Kp and bv = a we see

ρjub (x) = (x(x− b))ju = (xv(xv − a))ju/v = ρju/va (xv)

and thus from u ∈ Kp we have

∆3(ρ
ju/v
a (x)yj)(S5)

=
(

ρju/va (cv)− ρju/va (dv)
)

(tρub (d))
j + ρju/va (dv) (t(ρub (d)− ρub (c)))

j

=tjρjub (d)
(

ρjb(c)− ρjb(d) + (ρb(d)− ρb(c))
j
)u

. (24)

If there is some j ∈ [1, n]\Kp with v | ju such that h2ju/v,j 6= 0, from (14)
and (21) to (24) we see that the t-polynomial ∆3(h(x, y))(S5) ∈ Fq[t]n has
at least two nonzero coefficients, and thus there is some t ∈ F∗

qM
such that

∆3(h(x, y))(S5) = 0. Since ∆3(f(x)g(y))(S5) = 0 can also be obtained from
(24) by replacing j with v, the graph G has a 6-cycle of form S5, contradicts
to the assumption.

Hence, we have h2ju/v,j = 0 for any j ∈ [1, n]\Kp with v | ju, and thus
(16) follows from (21).
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The polynomial hs in this lemma can be characterized further by the
following lemma.

Lemma 9. Let z(x) =
∑

16i6n
zix

i ∈ Fq[x]n and

R(x, y) = z(xv)ρwb (y)− z(yv)ρwb (x), (25)

where b ∈ Fq, w ∈ Kp ∩ [1,mn/2] and v ∈ Kp ∩ [1,m]. Suppose

z(c) − z(bv − c) 6= 0, for any c ∈ Fq with 2c 6= bv, (26)

R(d, c) 6= 0, for any (c, d) ∈ QqM (b). (27)

Then one of the following three cases is valid.

1. b 6= 0, w > v, zw/v + z2w/vb
w 6= 0 and

z(x) = (zw/v + z2w/vb
w)xw/v + z2w/vρ

w/v
b (x). (28)

2. b = 0, 2w > v and there are some w1 ∈ Kp and σ ∈ {1,−1} with
z2w/v+σw1

6= 0 such that

z(x) = z2w/v+σw1
x2w/v+σw1 + z2w/vx

2w/v. (29)

3. z(x) = z1x, z1 6= 0 and

(a) b = 0, p = 3 and v = 3w, or

(b) b = 0, p = 2 and v = 4w, or

(c) b 6= 0, p = 2 and v = 2w.

Proof. Let [1, n]v = {v, 2v, . . . , nv} andR(x, y) =
∑

i>1 ri(y)x
i, where ri(y) ∈

Fq[y]. From (25) we have

ri(y) =











































zj(y
2v − bvyv)j + bwz(yv), if i = w = jv ∈ [1, n]v ,

bwz(yv), if i = w /∈ [1, n]v ,

z2j(y
2v − bvyv)j − z(yv), if i = 2w = 2jv ∈ [1, n]v ,

−z(yv), if i = 2w /∈ [1, n]v ,

zi/vρ
w
b (y), if i ∈ [1, n]v\{w, 2w},

0, else.

(30)
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Let k denote the largest integer with rk(y) 6= 0 and l the least integer with
rl(y) 6= 0. Clearly, we have 1 6 l 6 k 6 mn and R(x, y) =

∑

l≤i≤k ri(y)x
i.

For any c ∈ Fq\{0, b} with 2cv 6= bv, from (26) we have

R(b, c) =z(bv)ρwb (c)− z(cv)ρwb (b) = z(bv)ρwb (c) 6= 0, if b 6= 0,

R(b− c, c) =z((b− c)v)ρwb (c) − z(cv)ρwb (b− c)

=(z(bv − cv)− z(cv))ρwb (c) 6= 0,

and thus, from (27) and R(x, c) ∈ Fq[x]mn, we see there are α(c) ∈ F∗
q and

positive integers l(c), k(c) with 1 ≤ l(c) < k(c) ≤ mn such that

R(x, c) = α(c)xl(c)(x− c)k(c)−l(c). (31)

Let

Θ = {c ∈ Fq\{0, b} : 2cv 6= bv, rk(c) 6= 0, rl(c) 6= 0}.

For any c ∈ Θ, according to the definitions of k and l, we have l(c) = l and
k(c) = k, and thus we see 1 ≤ l < k ≤ mn and

R(x, c) = α(c)xl(x− c)k−l, for any c ∈ Θ. (32)

For any c, d ∈ Θ, from (32) we see

α(c)dl(d− c)k−l = R(d, c) = −R(c, d) = −α(d)cl(c− d)k−l,

and then, we have 2 ∤ (k − l) if p 6= 2, and there is some α ∈ F∗
q such that

α(c) = αcl holds for any c ∈ Θ. Therefore, we have

R(x, c) = αclxl(x− c)k−l, for any c ∈ Θ. (33)

Since for any j with 1 6 2j 6 n the polynomial z2j(t
2−bvt)j−z(t) ∈ Fq[t]

has degree at most n and for any j′ ∈ [1, n] the polynomial zj′(t
2 − bvt)j

′
+

bwz(t) ∈ Fq[t] has degree at most 2n, from (1), (30) and that the polynomial
yv ∈ Fq[y] is a permutation on Fq, we see easily

|Θ| > q − 1− 3n > mn > k, (34)

where ri(0) = 0 for any i has been taken into account in the first inequality.
From (33) and (34) we see the polynomial R(x, y) ∈ Fq[x, y] is of form

R(x, y) = αxlyl(x− y)k−l. (35)
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Assume b 6= 0 first. From (25) and (35) we have

αxlbl(x− b)k−l = R(x, b) = −z(bv)ρwb (x) = −z(bv)xw(x− b)w

and thus we see z(bv) = −αbl, l = k − l = w and, for c ∈ Fq\{0, b},

z(xv) = ρ−w
b (c)(z(cv)ρwb (x) + αcwxw(x− c)w)

= ρ−w
b (c)(z(cv) + αcw)x2w − ρ−w

b (c)(z(cv)bw + αc2w)xw. (36)

If w > v, then from (36) we see (28) and

zw/v + z2w/vb
w = αρ−w

b (c)cw(bw − cw) = −α 6= 0.

If w < v, then from (36) we see p = 2, v = 2w, z(x) = z1x and
z1 = −αb−w 6= 0.

Assume b = 0 now. For any c ∈ F∗
q, from (25) and (35) we have

z(xv) = c−2w(z(cv)x2w + αclxl(x− c)k−l). (37)

Since the left side of (37) is independent of c, we see that the expansion of
(x−c)k−l has at most two terms and thus we have k− l ∈ Kp. Furthermore,
from (37) we have 2w ∈ {k, l} and

z(xv) =

{

c−2w(z(cv) + αcl)x2w − αxl, if l < 2w = k,

c−2w(z(cv)− αck)x2w + αxk, if l = 2w < k,

namely, there are integers w0 ∈ Kp and σ ∈ {1,−1} such that

z(xv) = c−2w(z(cv)− σαc2w+σw0)x2w + σαx2w+σw0 . (38)

From (38) and σα 6= 0 we see

v | (2w + σw0), (39)

z(2w+σw0)/v = σα and

c−2w(z(cv)− σαc2w+σw0) =

{

z2w/v, if 2w > v,

0, otherwise.
(40)

If 2w > v, from (39) we have v 6 w0 and thus from (38) and (40) we see
that (29) is true for w1 = w0/v ∈ Kp and z2w/v+σw1

= σα 6= 0.
If 2w < v, from (39) we have σ = 1,

p = 3, v = 3w, w0 = w, or p = 2, v = 4w, w0 = 2w,

and thus from (38) and (40) we see z(x) = z1x and z1 = σα 6= 0.
The proof is completed.
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It has been shown in Corollary 1 that the polynomials f, g can be clas-
sified into two cases, the following theorem characterizes the polynomial
h(x, y) further for the first case by using Lemmas 8 and 9.

Theorem 3. Let a ∈ Fq, u, v ∈ Kp with u 6 m/2 and v 6 m.
(i) If f(x) = ρua(x) and g(y) = yv, then there are s ∈ Kp ∩ [1, n] and ζ ∈ F∗

q

such that either

v ≤ su and µa,u,v(h)(x, y) = ζxsu/vys, or (41)

p = 2, a 6= 0, v = 2su and µa,u,2su(h)(x, y) = ζxys, or (42)

p = 2, a = 0, v ≤ 4su and µ0,u,v(h)(x, y) = ζx4su/vys. (43)

(ii) If f(x) = xv and g(y) = ρua(y), then there are s ∈ Kp ∩ [1, n] and ζ ∈ F∗
q

such that either

v ≤ su and νa,u,v(h)(x, y) = ζxsysu/v, or (44)

p = 2, a 6= 0, v = 2su and νa,u,2su(h)(x, y) = ζxsy, or (45)

p = 2, a = 0, v ≤ 4su and ν0,u,v(h)(x, y) = ζxsy4su/v. (46)

Proof. Since (ii) is symmetrical to (i), we only give proof for (i).
Assume f(x) = ρua(x) and g(y) = yv. According to Lemmas 8 and 9, we

see that there are s ∈ Kp ∩ [1, n] and ζ ∈ F∗
q such that either (41), or (42),

or
a = 0, v 6 2su and µ0,u,v(h)(x, y) = ζx2su/v+σw1ys (47)

for some w1 ∈ Kp ∩ [1, n] and σ ∈ {1,−1}, or

a = 0, p = 3, v = 3su and µ0,u,3su(h)(x, y) = ζxys, or (48)

a = 0, p = 2, v = 4su and µ0,u,4su(h)(x, y) = ζxys. (49)

Assume that (47) is valid for some w1 ∈ Kp ∩ [1, n] and σ ∈ {1,−1}.
From Lemma 1 we see that G is isomorphic to

G1 = ΓqM (x2su/v+σw1ys, x2uyv),

and thus G1 has girth at least 8. If σ = −1, from Lemmas 6 and 7 we have
w1 = su/v and that (41) is valid for a = 0. If σ = 1, from Lemmas 6 and 7
we have either p = 2, w1 = 2su/v or p = 3, w1 = su/v. Clearly, the former
case implies (43), and the later case is impossible since G1 is isomorphic to
ΓqM (x3y, x2y) whose girth is 6 according to (ii) of Lemma 2.
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Assume that (48) is valid. Then, from Lemma 1 and p = 3 we see that
G is isomorphic to

ΓqM (x2uy3su, xys) ∼= ΓqM (x2y3, xy)

whose girth is 6 according to (ii) of Lemma 2, contradicts to that G has
girth at least 8.

Clearly, (49) implies (43) for v = 4su.

5 Characterization of h for Case 2

The following theorem characterizes the polynomial h(x, y) for the second
case of Corollary 1.

Theorem 4. Assume f(x) = xu and g(y) = yv for some u, v ∈ Kp ∩ [1,m].
Then, either there is some s ∈ Kp ∩ [1, n] with v 6 su and h2su/v,s 6= 0 such
that

πu,v(h)h(x, y) = h2su/v,sx
2su/vys, (50)

or there is some r ∈ Kp ∩ [1, n] with u 6 rv and hr,2rv/u 6= 0 such that

πu,v(h)(x, y) = hr,2rv/ux
ry2rv/u. (51)

Proof. For a, b ∈ F∗
qM

, t ∈ FqM\{0, 1}, let

S6 = (0, atv , a; 0, b, b(1 − t)u). (52)

Then, from ∆3(f(x)g(y))(S6) = ∆3(x
uyv)(S6) = 0 we see that, for any

a ∈ F∗
qM

and t ∈ FqM\{0, 1}, the b-polynomial

∆3(h(x, y))(S6) =
∑

16j6n

Ej(a, t)b
j (53)

has no root in F∗
qM

, where

Ej(x, y) = hj(xy
v)− hj(x) + hj(x)(1 − y)uj . (54)

Since Ej is a polynomial in Fq[x, y]mn, by applying Lemma 3 for W =
F∗
q × (Fq\{0, 1}),D = n,N = mn and ej = Ej , according to (1) we see that

there is an s ∈ [1, n] such that

Ej(x, y) = 0, for any j 6= s. (55)
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Therefore, we have ∆3(h(x, y))(S6) = Es(a, t)b
s and thus

Es(a, t) 6= 0, for any a ∈ F∗
qM and t ∈ FqM\{0, 1}. (56)

For j /∈ Kp ∪ {s}, from (54) and (55) we see

hj(xy
v) = hj(x)(1 − (1− y)uj) = hj(x)(1 − (1− y)j)u

and thus, for any positive integer k,

hj(x)(1 − (1− yk)j)u = hj(xy
kv) = hj(x)(1− (1− y)j)ku.

Hence, we have
hj(x) = 0, if j /∈ Kp ∪ {s}. (57)

For j ∈ Kp\{s}, from (54) and (55) we see hj(xy
v) = hj(x)y

ju and thus
we have v 6 ju and

hj(x) =

{

hju/v,jx
ju/v, if v 6 ju,

0, otherwise.
(58)

By following the proof of Lemma 3, from (56) and

Es(t, y) =
∑

16i6n

hi,s(y
iv − 1 + (1− y)su)ti,

one can show that there is an r ∈ [1, n] such that hr,s 6= 0 and

trv − 1 + (1− t)su 6= 0, for any t ∈ FqM\{0, 1}, (59)

hi,s(y
iv − 1 + (1− y)su) = 0, for any i 6= r. (60)

From (59), we see su 6= rv if s ∈ Kp. Therefore, from (60) we see

hs(x) =

{

hr,sx
r + hsu/v,sx

su/v, if s ∈ Kp and v 6 su,

hr,sx
r, otherwise,

and thus from (57) and (58) we have

πu,v(h)(x, y) = hr,sx
rys. (61)

According to (61) and Lemma 1, we see that G2 = ΓqM (xrys, xuyv) is iso-
morphic to G and thus has girth at least 8.

Assume r, s ∈ Kp first. From su 6= rv we see there is a w2 ∈ Kp\{1}
such that either su = rvw2 or rv = suw2. If the polynomial tw2−1−1 ∈ Fq[t]
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has some root t0 in FqM \ {1}, then G2 contains the 6-cycle (0, 1, tv0 ; t
u
0 , 0, 1),

contradicts to that G2 has girth at least 8. Hence, tw2−1 − 1 ∈ Fq[t] has no
root in FqM \ {1} and thus w2 = 2 = p, and either (50) or (51) is valid.

Assume r 6∈ Kp now. According to Lemmas 6 and 7, we have s ∈ Kp,
2 | r, r/2 ∈ Kp and p 6= 2. Then, from (59) we see trv − tsu 6= 0 for any
t ∈ FqM\{0, 1}, and thus

|rv − su| ∈ Kp. (62)

If rv < su, then from (62) we have p = 3, 3rv = 2su and thus from Lemma 1
we see that G2 is isomorphic to

ΓqM (x3vry3vs, xuyv) ∼= ΓqM (x2suy3vs, xuyv) ∼= ΓqM (x2y3, xy)

whose girth is of 6, contradicts to that G2 has girth at least 8. Hence, we
have rv > su and thus from (62) we see rv = 2su and (50).

Similarly, one can show that (51) is valid if s 6∈ Kp.

6 Proof of the main result and concluding remarks

In this section, we complete the proof of the main result of this paper and
give some concluding remarks.

Proof of Theorem 1: One hand, we assume that the bipartite graph G =
ΓqM (f(x)g(y), h(x, y)) has girth of at least eight. According to Corollary 1,
Theorems 3 and 4, we see that the polynomials f, g, h must be of the desired
forms, namely, there are some a ∈ Fq, ζ ∈ F∗

q, u, v ∈ Kp ∩ [1,m] and
s ∈ Kp∩ [1, n] such that one of (i) to (iv) is valid, where it should be noticed
that (43) and (46) are included in (iii) indeed.

On the other hand, we assume that there are some a ∈ Fq, ζ ∈ F∗
q,

u, v ∈ Kp ∩ [1,m] and s ∈ Kp ∩ [1, n] such that one of (i) to (iv) is valid.
According to the isomorphisms given in Lemma 1, one can show easily that
the graph G must be isomorphic to Γ3(FqM ). For example, if (a) of (iv) is
valid, then from u, s ∈ Kp, p = 2 and a ∈ F∗

q we see G is isomorphic to

ΓqM (ρua(x)y
2su, xys) ∼= ΓqM (ρa(x)y

2s, xys) ∼= ΓqM (ρa(x)y
2, xy)

∼=ΓqM (ρa(x)y
2, x2y2) ∼= ΓqM (xy2, x2y2) ∼= ΓqM (xy2, xy) ∼= Γ3(FqM ).

The proof is completed. �

Clearly, according to Theorem 1 and Lemma 1, one can characterize
easily all of the polynomials f, g ∈ Fq[x]m and h ∈ Fq[x, y]n for which
the graphs ΓqM (f(x)g(y), h(x, y)) have girth at least eight, where M =
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lcm{2, 3, . . . ,mn}. In particular, for any assemble of such polynomials f, g, h
and any positive integer k, the graph Γqk(f(x)g(y), h(x, y)) is isomorphic to
Γ3(Fqk).

The integer M is chosen in such a way so as to ensure any polynomial in
Fq[x]mn is decomposable in FqM . However, only the decomposability in FqM

of the polynomials in Fq[x]n is demanded excepting the proof of Lemma 9
needs such property for the polynomials of form R(x, c) = z(xv)ρwa (c) −
z(cv)ρwa (x) ∈ Fq[x]mn, where z ∈ Fq[x]n, a ∈ Fq, v ∈ Kp ∩ [1,m] and
w ∈ Kp ∩ [1,mn/2]. Hence, M may be replaced with a smaller integer if
alternative proofs of Lemma 9 are available.

Even if the condition (1) is not valid, the conclusions of Theorem 1 are
still true provided the integer M is replaced by rM for any positive integer
r with

qr > max{2mn+ 3,mn+ 3n + 1, n(n + 1) + 2},

namely, it is sufficient to replace the basic field Fq with Fqr in the proof.
At the end of this paper, in stead of giving a detailed proof for Theorem 2,

we just point out that it can be proved by simply following the clues of the
proof of Theorem 1. In fact, a proof of Theorem 2 can be obtained directly
from that of Theorem 1 if we replace the prime powers q, qM by ∞, the
finite fields Fq, FqM by F∞, the set Kp by {1} (the set Φp(u, v) is then
equal to {(1, 1)}), respectively, and the main arguments are still true while
some of them can be simplified by skipping the redundant discussions. For
example, in the proof of Theorem 1, almost the restrictions on the degree
of polynomials over Fq are designed to ensure their decomposability in the
extension field FqM , and thus these restrictions can be simply dropped since
F∞ is an algebraically closed field.
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