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3 Top to random shuffles on colored

permutations
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March 15, 2023

Abstract

A deck of n cards are shuffled by repeatedly taking off the top card,
flipping it with probability 1/2, and inserting it back into the deck at a
random position. This process can be considered as a Markov chain on
the group Bn of signed permutations. We show that the eigenvalues of
the transition probability matrix are 0, 1/n, 2/n, . . . , (n − 1)/n, 1 and
the multiplicity of the eigenvalue i/n is equal to the number of the
signed permutation having exactly i fixed points. We show the similar
results hold also for the colored permutations. Further, we show that
the mixing time of this Markov chain is n log n and exhibits cut off,
same as the ordinary ’top to random’ shuffles without flipping the
cards. The cut off is also analyzed by using the asymptotic formula
of the Stirling numbers of the second kind.

1 Introduction

The top to random shuffle of cards, which is a Markov chain on the symmetric

group, has long been studied [1, 5]. By modifying the arguments in [5] and
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[7], this paper studies the generalized top to random shuffling defined on the
colored permutation group. For example, when the number of the ’colors’

is two, the Markov chain can be described as follows: We take the top card

of the deck of n cards and before inserting it back into the deck at the
random position, we flip the card with probability 1/2. After repeating

this procedure, we have a random configuration of the cards which can be
regarded as an element of the hyperoctahedral group Bn. This generalization

is similar to those of the riffle shuffle [3, 10]. Our main aim in this paper is to
show a closed formula describing the probability distribution after shuffling

k times in terms of (generalized) Stirling numbers, the explicit form of the
eigenvalues of the transition probability matrix, and the mixing time and

cut off of the Markov chain. By a colored permutation group, we mean the
wreath product of a cyclic group and a symmetric group. Throughout, the

symmetric group of degree n is denoted by Sn, and the cyclic group of order
p is denoted by Cp. For positive integers p and n, the wreath product Cp ≀Sn

is denoted by Gn,p. That is, the colored permutation group Gn,p is defined
by

Gn,p =
{
(s, σ) | s = (s1, . . . , sn) ∈ Cn

p , σ ∈ Sn

}

equipped with the following multiplication rule,

(t, τ)(s, σ) = (σt+ s, τσ)

for (t, τ) and (s, σ) ∈ Gn,p, where

σt = (tσ(1), tσ(2), . . . , tσ(n)).

For example, let s = (0, . . . , 0,

i
∨

k, 0, . . . , 0) and σ = (1, 2, . . . , i) be a cyclic

permutation in Sn. Then,

(t, τ)(s, σ) = ((t2, t3, . . . , ti, t1+k, ti+1, . . . , tn), (τ(2), τ(3), . . . , τ(i), τ(1), τ(i+1), . . . , τ(n))).

We interpret the multiplication by this special element Si,k = (s, σ) as follows:

We have a deck of n cards each numbered τ(1), τ(2), . . . , τ(n) from the top to
the bottom. We take the top card and change the color of the card to t1 + k

and insert it into the deck at the i th place from the top. To introduce the

shuffle we regard (s, σ) ∈ Gn,p as a sequence of the pairs (si, σ(i)) ∈ Cp× [n],
so that (s, σ) is a word over the alphabet Cp × [n]. Especially for p ≤ 3, we
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express (0, k) ∈ Cp × [n] simply by k, (1, k) ∈ Cp × [n] by k̄, and (2, k) by ¯̄k.
For example, by using this notation, ((0, 1, 0, 2), 4123) ∈ G4,3 can be simply

expressed as 41̄2¯̄3. Thus elements of Gn,p can be considered as words over

the alphabet Cp × [n], on which we can use the shuffle operator . Here the
shuffle operator is defined as follows. Let ǫ be the empty word, u, v be any

words, and let a, b be the words of length 1. Then between two words is
defined inductively by the following equations.

u ǫ = ǫ u := u

ua vb := (u vb)a+ (ua v)b.

Define the word Wk,n by

Wk,n := (0, k + 1)(0, k + 2) · · · (0, n) ∈ (Cp × [n])n−k.

Then an element Bk of the group algebra QGn,p is defined by

Bk :=





id (k = 0)∑
α∈Gk,p

α Wk,n, (1 ≤ k ≤ n− 1)
∑

α∈Gn,p
α (k = n)

Bk for k ≥ 2 can be regarded as generalized top to random shuffle, which
corresponds to taking off top k cards, flipping them into any colors, and

inserting back into random positions. In particular, we have

B1 = (0, 1) W1,n + (1, 1) W1,n + · · ·+ (p− 1, 1) W1,n.

For example, when n = 3 and p = 2, we have,

B1 = 1 23 + 1̄ 23 = 123 + 213 + 231 + 1̄23 + 21̄3 + 231̄.

Therefore
1

np
B1 can be regarded as a probability distribution over Gn,p,

which we call the top to random shuffle over Gn,p. When p = 1, the powers

of

(
1

np
B1

)k

exhibit very interesting properties and have been studied exten-

sively [5]. The main purpose of this paper is to consider the case for general

p : (i) to give a precise description of the distribution of the eigenvalues of
the left regular representation of B1, and (ii) to derive a sharp estimate on
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the distance between the distribution of

(
1

np
B1

)k

and the stationary distri-

bution, and show that it exhibits the cut off phenomenon. To state our first
main result we need to define the fixed points of a colored permutation. An

element (s, σ) ∈ Gn,p has a fixed point at i if si = 0 and σ(i) = i. For exam-
ple 41̄2¯̄3 ∈ G4,3 has no fixed point and 12̄35¯̄4 has two fixed points at 1 and

3. A derangement in Gn,p is a colored permutation having no fixed points.
We denote the number of derangement in Gn,p by Dn,p, which is expressed

by a closed form given later. Therefore, the number of colored permutations
in Gn,p having exactly i fixed points is equal to

(
n
i

)
Dn−i,p.

Theorem 1.1 Let L : Gn,p → GL(L2(Gn,p)) be the left regular representa-

tion of Gn,p. Then the eigenvalues of L(B1) are 0, p, 2p, · · · , np. The multi-
plicity of the eigenvalue ip (i = 0, 1, · · · , n) is equal to the number of colored

permutations having exactly i fixed points.

Remark

(1) Let Pn,p be the transition probability matrix of the Markov chain gener-
ated by the top to random shuffle. Then the eigenvalues of Pn,p are given by

(ip)/(np) = i/n, i = 0, 1, · · · , n.
(2) If p = 1, Pn,1 does not have (n − 1)/n as an eigenvalue because of

Dn−(n−1),1 = 0. It is not the case for p ≥ 2, since Dn−(n−1), p 6= 0 for p ≥ 2.

Example
When n = 3 and p = 2, we have 48 elements in Gn,p. The left regular
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representation of B1 is
















































































































































































1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0
1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 1 0
0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0
0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1
0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 1
0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1

















































































































































































whose characteritic polynomial det(xI − L(B1)) is

(x− 6) · (x− 4)3 · (x− 2)15 · x29.

We turn to study the mixing time and cut off. We see that the mixing time
is in the order of n logn (Theorem 3.1). Let dTV (µ, ν) := maxA⊂Gn,p |µ(A)−
ν(A)| be the total variation distance between the probability distributions

µ, ν on Gn,p.

Theorem 1.2
(1) Let c > 0. Then we can find f(c) > 0, s.t. for k = ⌊n logn+ cn⌋ we have

dTV

((
1

np
B1

)k

, U

)
= f(c) + o(1), n → ∞.
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where

f(c) ≤ e−c +O(e−2c), c → ∞.

(2) Suppose {cn}n satisfy

log
(
log(np) · (log n+ α)

)
≤ cn << log n, α > 0.

Let k := ⌊n log n− cn · n⌋. Then for any δ > 0, we have

dTV

((
1

np
B1

)k

, U

)
≥ 1−O

(
1

nα

)
, n → ∞,

where an ≪ bn means that limn→∞ an/bn = 0 and ⌊x⌋ := max{k ∈ Z | k ≤ x}
is the integer part of x.

Remark

(1) In Theorem 1.2(2), the condition log
(
log(np) ·(logn+α)

)
≤ cn << logn

for {cn} roughly means that 2 log log n +
(log p+ α)

logn
< cn ≪ log n for large

n.

(2) The argument using the strong stationary time in [1], [8] (eq.(6.16) and
Proposition 7.14) still works for this case, but Theorem 1.2 aims to study the

same problem with purely combinatoric method. The upper bound (Theorem
1.2(1)) is the same as that in [1, 8]. However, the lower bound in Theorem

1.2(2) is not good enough as in [1, 8].

The outline of this paper is as follows. In section 2, we study basic properties
ofBk and derive a formula expressing the powers ofBk in terms of orthogonal

idempotents, from which we can compute the eigenvalues and corresponding
eigenspaces of the left regular representation of B1 explicitly. In section 3,

we derive a formula computing the total variance distance beween the prob-
ability distribution of the repeated top to random shuffles and the uniform

distribution. It then follows that the mixing time is in the order of n log n. In
section 4, we further estimate this total variation distance using the asymp-

totic formula for the Stirling numbers of the second kind [9], yielding a cut

off statement. In Appendix, we provide proofs for some elementary facts for
completeness.
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2 Eigenvalues and their multiplicities

We begin by studying some algebraic properties of Bk’s by which we derive

the representation of the powers of B1 (Theorem 2.2). The following lemma
follows from a theorem in [13] which studies more general cases. However we

present its elementary proof.

Lemma 2.1 We have the following formulas.
(1)

BkB1 =

{
pkBk +Bk+1 (1 ≤ k ≤ n− 1)

pnBn (k = n)

(2)

Bk = B1(B1 − pI)(B1 − 2pI) · · · (B1 − (k − 1)pI), k = 1, 2, · · · , n
B1(B1 − pI)(B1 − 2pI) · · · (B1 − (ℓ− 1)pI) = 0, ℓ > k.

In particular, B1,B2, . . . ,Bn generate a commutative subalgebra of QGn,p.

Proof. (1) We suppose that k ≤ n− 1. The case for k = n follows similarly.

Then we rewrite Bk =
∑

α∈Gk,p
α Wk,n by grouping the terms by the leading

letter as follows.

Bk =
∑

t∈(Cp×[k])∪{(0,k+1)}

Ck(t),

where Ck(t) is the sum of the elements in Bk whose leading letter is t. For

example when p = 2 and n = 4,

C2(2̄) = 2̄134 + 2̄314 + 2̄341 + 2̄1̄34 + 2̄31̄4 + 2̄341̄

and

B2 = C2(1) +C2(1̄) +C2(2) +C2(2̄) +C2(3).

By lemma 5.1, we have

Ck(t)B1 =

{
Bk t ∈ [p]× [k],

Bk+1 t = (0, k + 1)

which yields
BkB1 = pkBk +Bk+1.

7



(2) From the identity derived in (1) we have, inductively,

Bk = Bk−1 (B1 − p(k − 1)I) = B1 (B1 − pI) (B1 − 2pI) · · · (B1 − (k − 1)pI) , k = 1, 2, · · · , n.

Second identity in (2) follows similarly, by noting 0 = Bn(B1 − npI).

Let
[
k
a

]
(resp.

{
k
a

}
), where k, a are non negative integers, be the Stirling

number of the first kind (resp. the second kind) defined respectively by

[
k + 1

a

]
= k

[
k

a

]
+

[
k

a− 1

]
, a ≥ 1,

[
0

a

]
= 1(a = 0)

{
k + 1

a

}
= a

{
k

a

}
+

{
k

a− 1

}
, a ≥ 1,

{
0

a

}
= 1(a = 0).

Then we can express Bk
1 as a linear combination of Ba’s in terms of the

Stirling numbers of the second kind. Since these numbers defined above are
the Möbius function each other, the other way around is also possible.

Theorem 2.2

Bk
1 =

n∧k∑

a=0

pk−a

{
k

a

}
Ba, k = 0, 1, · · · (1)

Ba =
a∑

i=0

(−p)a−i

[
a

i

]
Bi

1, a = 0, 1, · · · , n. (2)

with the convention that B0
1 = I and n ∧ k := min{n, k}.

For proof, we introduce

(x)n,p := x(x− p)(x− 2p) · · ·
(
x− (n− 1)p

)

and show basic identities.

Lemma 2.3

(1) (x)n,p =

n∑

k=0

(−p)n−k

[
n

k

]
xk

(2) xn =
n∑

k=0

pn−k

{
n

k

}
(x)k,p.

8



Proof. It suffices to substitute (x)n,p = pn
(
x

p

)

n

into the following well-

known formulas.

(x)n =
n∑

k=0

(−1)n−k

[
n

k

]
xk

xn =
n∑

k=0

{
n

k

}
(x)k.

Theorem 2.2 follows immediately from Lemma 2.3.

Proof of Theorem 2.2

By Lemma 2.1(2), we have Ba = (B1)a,p for a = 1, 2, · · · , n, and (B1)a,p = 0
for a ≥ n+ 1. Taking x = B1 in Lemma 2.3 yields

Ba = (B1)a,p =

a∑

k=0

(−p)a−k

[
a

k

]
Bk

1, a = 1, 2, · · · , n

Bk
1 =

k∑

a=0

pk−a

{
k

a

}
(B1)a,p =

n∧k∑

a=0

pk−a

{
k

a

}
Ba, k = 1, 2, · · · ,

Besides, we can explicitly see that they are valid also for a = 0 and k = 0.

Remark For given p ∈ N,
[
k
a

]
p
:= pk−a

[
k
a

]
and

{
k
a

}
p
:= pk−a

{
k
a

}
satisfy the

recursion equation and the Möbius relation similar to the usual one, so that
we can regard them as a p-version of the Stirling numbers.

[
k + 1

a

]

p

= pk

{
k

a

}

p

+

[
k

a− 1

]

p

,

[
0

0

]

p

= 1

{
k + 1

a

}

p

= pa

{
k

a

}

p

+

{
k

a− 1

}

p

,

{
0

0

}

p

= 1

∑

j

(−1)n−j

[
n

j

]

p

{
j

i

}

p

= δn,i.

However,
[
k
a

]
p
is different from the Stirling-Frobenius cycle number of pa-

rameter p which appears in the analysis of a p-version of the riffle shuffle

9



[10, 11] ; For a generalized riffle shuffle (i.e., the riffle shuffle on Gn,p), the
multiplicity of eigenvalues are equal to the Stirling-Frobenius cycle number

[11].

We define the elements ei of the group algebra QGn,p by

ei =
1

i!

n∑

a=i

(−1)a−i

pa(a− i)!
Ba, (3)

for i = 0, 1, . . . , n. Then the powers of B1 are expressed in terms of {ei}.

Theorem 2.4

Bk
1 =

n∑

i=0

(pi)kei, k = 0, 1, . . . , (4)

Proof. We use the following idendity [7]
{
k

a

}
= [tk]

(
k!

a!

(
et − 1

)a
)
.

In fact, by Taylor’s expansion,

k!

a!

(
et − 1

)a
=

k!

a!

(
t

1!
+

t2

2!
+ · · ·

)(
t

1!
+

t2

2!
+ · · ·

)
· · ·
(

t

1!
+

t2

2!
+ · · ·

)
.

Taking the coefficient of tk leads us to this formula :

[tk]
k!

a!

(
et − 1

)a
=

∑

k1+···+ka=k
k1,··· ,ka≥1

k!

k1!k2! · · ·ka!
· 1
a!

=

{
k

a

}
.

By the binomial theorem,
{
k

a

}
= [tk]

k!

a!

a∑

i=0

(
a
i

)
(−1)a−ieit =

a∑

i=0

(−1)a−i

i!(a− i)!
· ik.

We note that this formula is valid also for k = 0. Using this equation in (1)
and changing the order of summation yield the conclusion. We note that in

(1), the summation
∑n∧k

a=0 may be replaced by
∑n

a=0, since
{
k
a

}
= 0 for a > k.

Bk
1 =

n∑

a=0

pk−a
a∑

i=0

(−1)a−i

i!(a− i)!
· ikBa =

n∑

i=0

(ip)k
n∑

a=i

1

pa
· (−1)a−i

i!(a− i)!
Ba =

n∑

i=0

(ip)kei.

10



Remark The argument of proof of Lemma 5.2 and eq.(4) imply that {ei}
is the orthogonal idempotents :

n∑

i=0

ei = I, eiej = δi,jei. (5)

The following lemma is stated in [2] which can be proved by standard inclusion-

exclusion principle [12].

Lemma 2.5 [2] Let Dn,p be the number of derangements in Gn,p. Then,

Dn,p = pnn!
n∑

k=0

(−1)k

pkk!
.

Proof of Theorem 1.1 Let Ei be the matrices defined by

Ei = L(ei)

for i = 0, 1, . . . , n. By transforming both sides of eq. (4) by L, powers of
L(B1) can be represented in terms of Ei’s.

L(B1)
k =

n∑

i=0

(pi)kEi.

Then by Lemma 5.2 in Appendix it follows that {(ip)}ni=0 are the eigen-

values and the range RanEi of Ei (if it is nonzero) are the corresponding

eigenspaces. Since each Ba contains exactly one identity permutation, we
have TraceL(Ba) = |Gn,p| = pnn!. Then we compute

Trace Ei =
1

i!

n∑

a=i

(−1)a−i

pa(a− i)!
pnn! =

(
n

i

)
pn−i(n− i)!

n−i∑

b=0

(−1)b

pbb!
=

(
n

i

)
Dn−i,p

which is the number of elements of Gn,p with i fixed points.

We have analogous formulas for Ba.
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Corollary 2.6

Bk
a =

n∑

i=a

(
paa!

(
i

a

))k

ei, k = 0, 1, . . . (6)

Therefore, the eigenvalues of L(Ba) are

0, paa!, paa!

(
a+ 1

a

)
, paa!

(
a+ 2

a

)
, . . . , paa!

(
n

a

)
.

The multiplicity of the eigenvalue paa!
(
i
a

)
is same as that of the eigenvalues

of B1.

Proof. It suffices to show

Ba =
n∑

i=a

paa!

(
i

a

)
ei, a = 0, 1, · · · , n.

and then use eq.(5). In order for that, we aim to express Ba in terms of ei’s

by using eq. (3)

ei =

n∑

b=i

1

pii!

(−1)b−i

pb−i(b− i)!
Bb =

n∑

b=i

1

pii!
[xb−i]

(
e−

x
p

)
Bb. (7)

The “reciprocal” of these coefficients are equal to

i!pi[xi−a]
(
e

x
p

)
= i!pi

1

(i− a)!
[xi−a]

(
x

p

)i−a

= paa!

(
i

a

)

which satisfy

b∑

i=a

(
e

x
p

)
[xi−a]

(
e−

x
p

)
[xb−i] =

(
e

x
p · e−x

p

)
[xb−a] = δa,b.

12



Thus, applying
∑n

i=a i!p
i[xi−a]

(
e

x
p

)
on both sides of (7) yields

n∑

i=a

i!pi
(
e

x
p

)
[xi−a]ei =

n∑

i=a

i!pi
(
e

x
p

)
[xi−a]

n∑

b=i

1

pii!

(
e−

x
p

)
[xb−i]Bb

n∑

i=a

paa!

(
i

a

)
ei =

n∑

i=a

n∑

b=i

(
e

x
p

)
[xi−a]

(
e−

x
p

)
[xb−i]1 (0 ≤ a ≤ i ≤ b ≤ n)Bb

=
n∑

b=a

b∑

i=a

(
e

x
p

)
[xi−a]

(
e−

x
p

)
[xb−i]Bb

=
n∑

b=a

δa,bBb = Ba.

Here, we introduce the generalized Stirling numbers, which arise in the Boson

normal ordering problem [4].

Sr,s(n, k) :=
(−1)k

k!

k∑

p=s

(−1)p
(
k

p

) n∏

j=1

(
p + (j − 1)(r − s)

)s

where ms := m(m− 1) · · · (m− s+ 1).

Then we obtain Ba-analogue of Theorem 2.2.

Theorem 2.7

Bk
a =

n∑

b=a

pka−bSa,a(k, b)Bb.

Proof. Using pa = a!
(
p
a

)
in the definition, we have

Sa,a(k, b) =
(−1)b

b!

b∑

i=a

(−1)i
(
b

i

)(
a!

(
i

a

))k
.

Using

ei =
1

i!

n∑

b=i

(−1)b−i

pb(b− i)!
Bb =

n∑

b=i

1

pb
(−1)b−i

b!

(
b

i

)
Bb

13



in eq. (6) yields

Bk
a =

n∑

i=a

(
paa!

(
i

a

))k n∑

b=i

1

pb
(−1)b−i

b!

(
b

i

)
Bb

=

n∑

b=a

pka−b

b!

b∑

i=a

(−1)b−i

(
b

i

)(
a!

(
i

a

))k
Bb

=

n∑

b=a

pka−bSa,a(k, b)Bb.

Remark An asymptotic formula for Sa,a(k, b) would yield a cut off statement

for the shuffles corresponding to Ba.

3 Mixing time

In this section, we consider the mixing time of the top to random shuffle on

the colored permutation. Although the state space of the Markov chain is

pn times larger than the ordinary top to random shuffle on Sn, it turns out
that the mixing time does not differ significantly ; in fact, our bound on the

mixing time is independent of p, for p > 1. Let B =
∑

w∈Gn,p
cww ∈ QGn,p

be an element of the group algebra QGn,p. We define the L1-norm |B| of B
by

|B| =
∑

w∈Gn,p

|cw|.

Then it can easily be confirmed

|Ba| =
(
n

a

)
paa!.

and since these elements in Gn,p consisting of Ba−1 are contained by those in
Ba,

|Ba −Ba−1| = |Ba| − |Ba−1|.
A probability distribution P over Gn,p can be regarded as an element of

RGn,p, i.e., P can be expressed as

P =
∑

w∈Gn,p

pww,

14



where pw ≥ 0 and
∑

w∈Gn,p
pw = 1. Let P,Q ∈ RGn,p be two probability

distributions on Gn,p. Then dTV(P,Q) is equal to

dTV(P,Q) =
1

2
|P−Q| .

Theorem 3.1 Let p be greater than 1 and let U be the uniform distribution

over Gn,p, that is,

U =
∑

w∈Gn,p

1

pnn!
w.

(1) The total variation distance between the distribution of k-repeated top to
random shuffle and the uniform distribution is bounded above by

dTV

((
1

pn
B1

)k

, U

)
≤ 1−

{
k
n

}
n!

nk
.

(2) Let ǫ > 0. Then dTV

((
1

pn
B1

)k

, U

)
< ǫ for k ≥ n log n+n log

−1

log(1− ε)
.

To prove Theorem 3.1, we need the following lemma which gives us the TV
distance between the distribution of k-repeated top to random shuffles and

the uniform distribution.

Lemma 3.2 Let

A := min

{
a

∣∣∣∣∣
1

pnn!
>

1

(np)k

n∑

b=a

pk−b

{
k
b

}}
.

Then

dTV

((
1

pn
B1

)k

, U

)
=

∑

a≥A

(
1

pnn!
− 1

pknk

n∑

b=a

pk−b

{
k

b

})
(|Ba| − |Ba−1|).

Proof. Let

Ca := Ba −Ba−1, C0 := B0.

xa :=
1

(pn)k

n∑

b=a

pk−b

{
k

b

}
, a = 0, 1, · · · , n.

15



Then

(
1

pn
B1

)k

=
1

(pn)k

n∑

b=1

pk−b

{
k

b

} b∑

a=1

Ca +
1

(pn)k

n∑

b=1

pk−b

{
k

b

}
C0

=
n∑

a=1

1

(pn)k

n∑

b=a

pk−b

{
k

b

}
Ca +

1

(pn)k

n∑

b=0

pk−b

{
k

b

}
C0

=
n∑

a=0

xaCa, k = 0, 1, · · · ,

Where we used
{
k
0

}
= 0 for k 6= 0. Similarly, using Bn =

∑n
a=0 Ca we have

U =

n∑

a=0

yaCa, ya :=
1

n!pn
.

Hence

dTV

((
1

pn
B1

)k

, U

)
=

1

2

n∑

a=0

|xa − ya||Ca| =
∑

a : ya>xa

(xa − ya)|Ca|

where the second equality follows from the fact that
∑n

a=0 ya|Ca| =
∑n

a=0 xa|Ca| =
1 (Proposition 4.2 [8]). Since xa is monotonically decreasing and ya is con-
stant, and since A := min{a | ya > xa}, we have

dTV

((
1

pn
B1

)k

, U

)
=

∑

a≥A

(ya − xa)|Ca|

=
∑

a≥A

(
1

pnn!
− 1

pknk

n∑

b=a

pk−b

{
k

b

})
(|Ba| − |Ba−1|).

Proof of Theorem 3.1 (1) By Theorem 2.2, we have

(
1

pn
B1

)k

=
1

pknk

n∑

a=1

pk−a

{
k

a

}
Ba.
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Therefore, if we let A be the smallest of the integers a such that

1

pnn!
>

1

pknk

n∑

b=a

pk−b

{
k

b

}
,

we have, by Lemma 3.2,

dTV

((
1

pn
B1

)k

, U

)
=

∑

a≥A

(
1

pnn!
− 1

pknk

n∑

b=a

pk−b

{
k

b

})
(|Ba| − |Ba−1|)

≤
∑

a≥A

(
1

pnn!
− 1

pknk
· pk−n

{
k

n

})
(|Ba| − |Ba−1|)

≤
(

1

pnn!
− 1

pknk
· pk−n

{
k

n

})
|Bn| = 1−

{
k
n

}
n!

nk
.

(2) This immediately follows from (1) above and Lemma 5.4 in Appendix.

4 Cut off

In this section we prove Theorem 1.2. First of all, it is easy to show the
upper bound in Theorem 1.2(1). In fact, by Theorem 3.1 and Lemma 5.4 we

have, for k = ⌊n log n+ cn⌋,

dTV

(
1

(np)k
Bk

1 , U

)
≤ 1− exp[−ne−

k
n ](1 + o(1))

n→∞→ 1− exp[−e−c].

It then suffices to compute the Taylor’s expansion of exp[−e−c] to prove

Theorem 1.2(1). For the lower bound, let

X := ⌊n− log n⌋.

We shall divide into two cases : Case 1 : A ≤ X and Case 2 : X ≤ A.

17



4.1 Case 1 : (A ≤ X)

We first substitute
∑

a≥A for
∑

a≥X in the formula in Lemma 3.2. Using

|Ba| = paa!
(
n
a

)
, we have

dTV

(
1

(np)k
Bk

1 , U

)

≥
∑

a≥X

(
1

pnn!
− 1

(np)k

n∑

b=a

pk−b

{
k
b

})
(|Ba| − |Ba−1|)

≥
∑

a≥X

(
1

pnn!
− 1

(np)k

n∑

b=X

pk−b

{
k
b

})
(|Ba| − |Ba−1|)

=

(
1− n!

nk

n∑

b=X

pn−b

{
k
b

})(
1− 1

(n−X + 1)! · pn−X+1

)
(8)

=: (1− C)(1−D).

We aim to show C,D = O(n−α) below.

4.1.1 Estimate for C

We use the following property of the Stirling numbers of the second kind [6]:

for given k ∈ N, we can uniquely find rk such that
{

k
1

}
<

{
k
2

}
< · · · <

{
k
rk

}
≥
{

k
rk + 1

}
> · · · >

{
k
k

}
.

Moreover by eq.(1.6) in [9], rk satisfies

rk =
k

log k
+O

(
k(log k)−

3
2

)
.

Taking k = n log n− n · cn yields

k

log k
=

n log n
(
1− cn

n

)

log n+ log logn + log
(
1− cn

n

) .

Thus rk quite likely is contained in the sum
∑n

b=X in eq.(8). Therefore we

further divide into three cases, according to the large and small relationship,

that is, Case (i) X ≤ n ≤ rk, Case (ii) X ≤ rk ≤ n, and Case (iii) rk ≤ X ≤
n.
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Case (i) X ≤ n ≤ rk : Since X ≤ b ≤ n, we have
{
k
b

}
≤
{
k
n

}
. Lemma

5.5 and the equation e−k/n = e− logn+c = ec/n yield

n!

nk

n∑

b=X

pn−b

{
k
b

}
≤ n!

nk

n∑

b=X

pn−b

{
k
n

}

≤ exp [−ecn]

(
1 +O

(
log n

n1−ǫ

))
p

p− 1

(
pn−X − 1

p

)
, ǫ > 0.

In what follows, ǫ > 0 is kept fixed. By the assumption log
(
log(np) · (logn+

α)
)
≤ cn on {cn}, we have

exp [ecn] ≥ exp [log(np) · (logn + α)] = (np)logn+α

which leads to

n!

nk

n∑

b=X

pn−b

{
k
b

}
≤ 1

(np)logn+α
· p

p− 1

(
plogn − 1

p

)
= O

(
1

nlogn+α

)
.

Case (ii) X ≤ rk ≤ n : We define g(n) by the equation rk =: n− g(n).

X ≤ rk ≤ n implies 0 ≤ g(n) ≤ logn. We then compute

n!

nk

n∑

b=X

pn−b

{
k
b

}
≤ n!

nk

n∑

b=X

pn−b

{
k
rk

}

=
(rk
n

)k n!

rk!
· rk!
rkk

{
k
rk

}
p

p− 1

(
pn−X − 1

p

)

=: E · F ·G · p

p− 1

(
pn−X − 1

p

)
.

We shall estimate each factors E, F,G below. E and F are easy :

E :=
(rk
n

)k
=

(
1− g(n)

n

)k

=

(
1− g(n)

n

)n logn−cn·n

≤ 1 (9)

F :=
n!

(n− g(n))!
≤ ng(n) ≤ nlogn. (10)
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To estimate G, we first use Lemma 5.5 in Appendix.

G :=
rk!

rkk

{
k
rk

}
≤ exp

[
−rke

− k
rk

]
e

1
2k

(
1 +O

(
logn

n1−ǫ

))

= exp

[
−n

(
1− g(n)

n

)(
1

n

) 1

1−
g(n)
n · (ecn)

1

1−
g(n)
n

](
1 +O

(
log n

n1−ǫ

))
.

Each factors in the exponential satisfy

(
1

n

) 1

1−
g(n)
n =

1

n

(
1 +O

(
(log n)2

n

))

(ecn)
1

1−
g(n)
n =

(
1 +O

(
(logn)2

n

))
ecn

so that

G ≤ exp

[
−ecn

(
1 +O

(
(logn)2

n

))]
. (11)

By (9, 10, 11), we have

n!

nk

n∑

b=X

pn−b

{
k
b

}
≤ 1 · nlogn · exp

[
−ecn

(
1 +O

(
(logn)2

n

))]
p

p− 1

(
plogn − 1

p

)

= (np)logn exp

[
−ecn

(
1 +O

(
(log n)2

n

))]
p

p− 1

(
1− 1

plogn+1

)
.

Therefore the condition log
(
(log np)(logn + α)

)
≤ cn on {cn} yields

n!

nk

n∑

b=X

pn−b

{
k
b

}
≤ (np)logn

(np)logn+α
· exp

[
(log n)2O

(
(logn)2

n

)]
= O

(
1

nα

)
.
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Case (iii) rk ≤ X ≤ n : We proceed as Case (ii) :

n!

nk

n∑

b=X

pn−b

{
k
b

}
≤ n!pn

nk

{
k
X

} n∑

b=X

p−b

=
n!

nk
· X

k

X !
· X !

Xk

{
k
X

}
pn

n∑

b=X

p−b

≤
(
X

n

)k
n!

X !
exp

[
−Xe−

k
X

]
· p2

p− 1

(
plogn − 1

p

)

=: E · F ·G · p2

p− 1

(
plogn − 1

p

)

and aim to estimate each factors E, F,G. However, this is reduced to replac-
ing g(n) in Case (ii) by logn, and hence a similar argument yields

n!

nk

n∑

b=X

pn−b

{
k
b

}
= O

(
1

nα

)
.

4.1.2 Estimate for D

Using (log n + 1)! ≈ nlog logn and plogn = nlog p directly leads us to the con-

clusion :

D =
1

(log n+ 1)!plogn+1
= O

(
n− log logn−log p

)
.
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4.2 Case 2 : (A ≥ X)

We first compute

dTV

(
1

(np)k
Bk

1 , U

)
=

∑

a≥A

(
1

pnn!
− 1

(np)k

n∑

b=a

pk−b

{
k
b

})
(|Ba| − |Ba−1|)

≥
∑

a≥A

(
1

pnn!
− 1

(np)k

n∑

b=A

pk−b

{
k
b

})
(|Ba| − |Ba−1|)

=

(
1

pnn!
− 1

(np)k

n∑

b=A

pk−b

{
k
b

})∑

a≥A

(|Ba| − |Ba−1|)

≥
(

1

pnn!
− 1

(np)k

n∑

b=X

pk−b

{
k
b

})∑

a≥A

(|Ba| − |Ba−1|)

=

(
1− n!

nk

n∑

b=X

pn−b

{
k
b

})(
1− 1

(n− A+ 1)! pn−A+1

)

=: (1− C)(1−D′)

where D′ is equal to D but X is substituted by A. C satifies the same

estimate as in Case 1. In fact, we did not use the fact that A ≤ X to
estimate C in Case 1. Hence

C =
n!

nk

n∑

b=X

pn−b

{
k
b

}
= O

(
1

nα

)
.

To estimate D′, let M := n−A. It then suffices to show M ≥ (Const.) logn.

By the definition of A,

1

pnn!
≤ 1

(np)k

n∑

b=A−1

pk−b

{
k
b

}

so that we have

1 ≤ n!

nk

n∑

b=A−1

pn−b

{
k
b

}
≤

n∑

b=A−1

pn−b





n!

nk

{
k

n

}
(X ≤ n ≤ rk)

n!

nk

{
k

rk

}
(X ≤ rk ≤ n)

n!

nk

{
k

X

}
(rk ≤ X ≤ n)

(12)
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By the argument in Case 1, in any cases provided (X − 1 ≤)A− 1 ≤ b ≤ n,
we have

n!

nk

{
k
b

}
≤ (Const.)

1

nαplogn+α
.

Hence

1 ≤ n!

nk

n∑

b=A−1

pn−b

{
k
b

}
≤ (Const.)

pM

nαplogn+α
.

Therefore nαplogn+α ≤ (Const.)pM from which we have M ≥ (Const.) log n.

5 Appendix

5.1 Some elementary facts on the shuffle algebra

We collect two facts on the shuffle algebra which are used in this paper.

Lemma 5.1 Suppose k ≤ n − 1 and we rewrite Bk =
∑

α∈Gk,p
α Wk,n by

grouping the terms by the head (or top) letter as follows.

Bk =
∑

t∈(Cp×[k])∪{(0,k+1)}

Ck(t),

where Ck(t) is the sum of the elements in Bk whose leading letter is t. We
then have

Ck(t)B1 =

{
Bk t ∈ [p]× [k],

Bk+1 t = (0, k + 1).

Proof. We regard each α ∈ Gk,p as a word, so that we denote by i(α) the

leading letter, and by α̃ the remaining ones : α = i(α)α̃. Then we write

Bk =
∑

α∈Gk,p

(i(α)α̃) Wk,n

=
∑

α∈Gk,p

i(α)
(
α̃ Wk,n

)
+
∑

α∈Gk,p

(0, k + 1)
(
α Wk+1,n

)

=
∑

t∈(Cp×[k])∪{(0,k+1)}

Ck(t).
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We note that the expression i(α)
(
α̃ Wk,n

)
stands for the concatenation ;

e.g., 1(23 + 32) = 123 + 132.
(i) t ∈ [p]× [k] :

Ck(t) =
∑

α∈Gk,p

t=i(α)

i(α)
(
α̃ Wk,n

)
=
∑

α∈Gk,p

t=i(α)

t
(
α̃ Wk,n

)
.

For t ∈ [p]× [k] and q ∈ [p], let tq be the q-shift of colors in t : t = (s, i) 7→
tq = (s+ q, i). Applying B1 from the right is equivalent to shifting colors of

the first alphabet and then inserting it randomly. Since the shuffle operator
is associative, we have

Ck(t)B1 =
∑

α∈Gk,p

t=i(α)
q∈[p]

tq (α̃ Wk) =
∑

α∈Gk,p

t=i(α)
q∈[p]

(tq α̃) Wk =




∑

α∈Gk,p

t=i(α)
q∈[p]

tq α̃




Wk.

Equation
∑

α∈Gk,p

t=i(α)
q∈[p]

tq α̃ =
∑

β∈Gk,p

β yields the result.

(ii) t = (0, k + 1) : we can argue similarly as in (i).

The lemma below is an elementary fact in the linear algebra, which yields
the eigenvalues and the corresponding eigenspaces of a matrix.

Lemma 5.2 Suppose that A,E1, · · · , Em are nonzero n × n matrices satis-
fying

Ak = λk
1E1 + · · ·+ λk

mEm, k = 0, 1, · · · ,
λi 6= λj , i 6= j.

Then P (x) =
∏m

j=1(x− λj) is the minimal polynomial of A and

EiEj = δijEi, i, j = 1, 2, · · · , m
AEi = λiEi.
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Remark 5.3 Since x ∈ RanEi satisfies Ax = AEix = λiEix, and since
letting k = 0 in the assumption implies I = E1 + · · · + Em, λ1, · · · , λm

are the eigenvalues of A with RanE1, · · · , RanEm being the corresponding

eigenspaces.

Proof. Let Q be a polynomial. Then by assumption

Q(A) = Q(λ1)E1 + · · ·+Q(λm)Em. (13)

Since P (λi) = 0, i = 1, 2, · · · , m, we have P (A) = P (λ1)E1+· · ·+P (λm)Em =
0. On the other hand, let

Ps(x) :=
∏

j 6=s

x− λj

λs − λj
= (Const.)

P (x)

x− λs
, s = 1, 2, · · · , m.

Then Ps(λi) =

{
0 (i 6= s)
1 (i = s)

so that Ps(A) = Ps(λ1)E1 + · · ·+Ps(λm)Em =

Es( 6= 0) and hence P is the minimal polynomial of A. Plugging Q(λ) =

Pi(λ)Pj(λ) and Q(λ) = λPi(λ) respectively in (13), we have

EiEj = Pi(A)Pj(A) = (PiPj)(A)

= Pi(λ1)Pj(λ1)E1 + · · ·+ Pi(λm)Pj(λm)Em = δi,jEi

AEi = Q(A) = λ1Pi(λ1)E1 + · · ·+ λmPi(λm)Em = λiEi.

5.2 Asymptotics of Stirling numbers

The following lemma is well-known, but we provide a proof for completeness.

Lemma 5.4 Let λ > 0. Then if n and k goes to infinity satisfying ne−
k
n →

λ, we have

{
k

n

}
n!

nk
→ e−λ.

Proof. We consider putting k balls uniformly at random into n boxes. Then
p(k, n) :=

{
k
n

}
n!
nk is equal to the probability that no boxes are empty. We
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aim to show p(k, n) → e−λ. By the inclusion-exclusion principle,

p(k, n) =
n∑

j=0

(−1)j
(
n

j

)(
1− j

n

)k

. (14)

Here we use the following estimates :

(
n

j

)
=

n(n− 1) · · · (n− j + 1)

j!





≤ nj

j!

=
nj

j!

(
1−O

(
j2

n

))

0 ≤ x ≤ 1/2 =⇒ e−x−x2 ≤ 1− x ≤ e−x.

Then we have

1

j!

(
ne−

k
n

)j
e−k( j

n)
2
(
1−O

(
j2

n

))
≤
(
n

j

)(
1− j

n

)k

≤ 1

j!

(
ne−

k
n

)j
. (15)

Now we use the fact k = n logn− n · log(λ + o(1)) and the estimate (15) to

apply the dominated convergence theorem on (14), yielding the conclusion.

We next turn to the general case.

Lemma 5.5 Suppose

n√
k
→ ∞,

k

n
− log

√
k → ∞. (16)

(1) Then for any δ > 0, the following bound is valid for sufficiently large n.

{
k

n

}
≤ nk

n!
exp

[
−ne−

k
n

]
e

1
2
e−

k
n (1 + o(1)) .

(2) In particular, when k = n log n− cnn, cn ≪ logn, we have

{
k

n

}
≤ nk

n!
exp

[
−ne−

k
n

](
1 +O

(
logn

n1−ǫ

))
, ∀ǫ > 0.
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Proof. Lemma 5.5 follows directly from the result by Menon [9] which is
stated here as Lemma 5.6 below. In fact, we have

{
k

n

}
=

nk

n!
exp

[
−ne−

k
n · eD

n

]
(1 +R) , D :=

1

2

(
1− 1

6n

)
.

R is defined in the statement of Lemma 5.6.

(1) Under the assumption (16), one has R = o(1). Then it suffices to use the
inequality eD/n ≥ 1 +D/n and noting that D ≤ 1/2.

(2) If k = n logn − cn, e
1
2
e−k/n

= e
ecn

2n = 1 + O
(
log n

n

)
and the error term

in Lemma 5.6 satisfies R = O
(
logn

n1−ǫ

)
for any ǫ > 0.

Remark We use Lemma 5.5 several times in the proof of Theorem 1.2, so

that we shall check the assumption (16) is valid in all cases.

(0) k = n log n− cn, c ≪ log n :

n√
k

=
n√

n logn
(
1− c

logn

) =

√
n

log n
(
1− c

logn

) → ∞

k

n
− log

√
k = (log n− c)− 1

2
log

[
n logn

(
1− c

log n

)]

= (log n− c)− 1

2
logn− 1

2
log log n− 1

2
log

(
1− c

logn

)
→ ∞

(1) n = rk =
k

log k
(1 + o(1)) :

rk√
k

=

k

log k
(1 + o(1))
√
k

=

√
k

log k
(1 + o(1)) → ∞

k

rk
− log

√
k =

k

k

log k
(1 + o(1))

− 1

2
log k =

1

2
log k(1 + o(1)) → ∞
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(2) n is replaced by n− log n = n(1 + o(1)) :

n√
k

=
n(1 + o(1))√

n log n(1 + o(1))
=

√
n

log n
(1 + o(1)) → ∞

k

n
− log

√
k =

n log n(1 + o(1))

n
− 1

2
log n+ o(1) =

1

2
log n+ o(1) → ∞.

Lemma 5.6 ([9], Theorem 2.2) Suppose

n√
k
→ ∞,

k

n
− log

√
k → ∞.

Then
{
k

n

}
=

nk

n!
exp

[
−eλ

]
(1 +R)

where λ := log n− k

n
+

1

2n
− 1

12n2
.

R := 1 +
1

n
e−k/n

(
k + n

2
− k2

8n2
+

k

3n
+

1

24

)

−e−2k/n

(
k + n

2
− 7k2

8n2
− k

4n
− 1

8

)
− ne−3k/n

(
3k2

4n2
+

7k

6n
+

7

12

)

+e−4k/n (k + n)2

8
+R1

R1 := O
(
k2

n4
e−k/n +

k2

n3
e−2k/n +

k2

n2
e−3k/n +

k2

n
e−4k/n + k3e−4k/n

)
.
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