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Abstract

In this paper, we study the following problem. Consider a setting where a
proposal is offered to the vertices of a given network G, and the vertices must
conduct a vote and decide whether to accept the proposal or reject it. Each
vertex v has its own valuation of the proposal; we say that v is “happy” if
its valuation is positive (i.e., it expects to gain from adopting the proposal)
and “sad” if its valuation is negative. However, vertices do not base their
vote merely on their own valuation. Rather, a vertex v is a proponent of the
proposal if the majority of its neighbors are happy with it and an opponent
in the opposite case. At the end of the vote, the network collectively accepts
the proposal whenever the majority of its vertices are proponents. We study
this problem for regular graphs with loops. Specifically, we consider the
class Gn|d|h of d-regular graphs of odd order n with all n loops and h happy
vertices. We are interested in establishing necessary and sufficient conditions
for the class Gn|d|h to contain a labeled graph accepting the proposal, as
well as conditions to contain a graph rejecting the proposal. We also discuss
connections to the existing literature, including that on majority domination,
and investigate the properties of the obtained conditions.

1 Introduction

Background and motivation: A potentially desirable property of decision-making policies, hereafter
termed the faithfulness, is that every approved decision is desired by the majority of the participating
population. More explicitly, consider a proposed decision, whose approval will make a subset H of the
population V “happy” and the complementary set S = V \H “sad.” Then a decision-making policy is
faithful if it ensures that a proposal is approved only if |H| > |V |/2.

A straightforward faithful decision-making policy is a purely democratic policy in which individual
behavior is selfish. Under this policy, each agent in the population V votes in favor of the proposal if
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and only if it is happy with it, the votes have equal weight, and the final decision is based on majority.
This policy is sometimes referred to as the “selfish” or “egoistic” democratic policy.

Equally faithful is a democratic voting policy where each agent is aware of the preferences of all other
agents, and votes according to the wishes of the majority of the population (again with votes having
equal weight and decision by majority). In this case, the voting will in fact end up with a consensus.
This policy is sometimes referred to as the “altruistic” democratic policy.

In the current paper we are concerned with two-stage decision-making policies collectively known as
“majority of majorities,” where the first stage involves local majority votes carried out inside a number
of voting bodies (subsets of the population), and the second stage involves a majority vote among the
outcomes obtained at these voting bodies. In some cases, such a policy can alternatively be viewed as
a single-stage voting policy falling “in-between” the egoistic and altruistic policies, where each agent is
aware of the preferences of a local subset of the population (viewed as its “neighborhood”), and votes
according to the wishes of the neighborhood majority.

It has long been known that decisions made by a majority of majorities can actually be supported
only by a minority, namely, they are not faithful. Despite this property,1 called the referendum paradox
[2], two-stage procedures of this kind continue to be widely used. Political examples include the electors’
system of electing the president of the United States and many parliamentary procedures. Political
scientists continue to warn that “if a bare majority of members of a bare majority of (equal-sized)
parliaments voted ‘yes’ to a measure, that would mean only slightly more than one quarter of all members
voted ‘yes’—and thus a measure could pass with nearly three quarters of members opposed” [3]. Is this
effect enhanced or weakened when there are many local voting bodies, they have the same size and can
be arbitrarily mixed? To answer this question, we study the majority of majorities on regular graphs.

To formalize this question, let us say that a procedure for approving proposals is α1-protecting and
α2-trusting (with 0 ≤ α1 ≤ α2 ≤ 1) if it rejects all proposals for which |H|/|V | ≤ α1 and accepts
all proposals for which |H|/|V | > α2. In the intermediate cases where α1 < |H|/|V | ≤ α2, such a
procedure may accept or reject the proposal taking into account other factors. In particular, this can
be determined by the graph expressing the connections between happy and sad agents. The classical
simple majority procedure is obviously both 1/2-protecting and 1/2-trusting. Expressed in these terms,
the question we explore is to determine, for d-regular graphs of order |V | = n, the greatest α1 and the
smallest α2 such that the “majority of majorities” policy is α1-protecting and α2-trusting.

Contributions: The main result of the paper, Theorem 14, concerns a triple (n, d, h), where n is an
odd order of a regular graph with loops, d is the vertex degree, and h is the number of happy vertices
(supporting the proposal). The theorem establishes conditions that, for a given triple (n, d, h), determine
whether there is a graph whose vertices are labeled as happy or sad with parameters (n, d, h) on which
the majority of local (neighborhood) majorities accepts the proposal as well as whether there is such
a configuration on which this is not the case. In addition, we study the properties of the relationship
between the final two-stage majority decision and the parameters n, d, and h.

The rest of the paper is organized as follows. Section 2 presents the basic notation and formulation of
the problem, and provides a simple necessary condition for the acceptance of a proposal by a two-stage
majority on a regular graph with all loops. In Section 3, the main technical statements are proved.

1As mentioned in [1], a hierarchical method of voting was at the heart of Lenin’s Utopian concept of centralized
democracy implemented in the Soviet Union (the term Soviet itself means council) and its satellites for party institutions,
national bodies, and trade unions. “For party institutions (which were the most important) there could be as many as
seven levels.”

2



These enable to obtain necessary and sufficient conditions for the class of graphs with parameters n
and d to contain a graph that accepts (rejects) a proposal making h vertices happy. These conditions
are gathered in Theorem 14 presented in Subsection 3.3. In Sections 4 and 5 some properties of the
found dependencies are reported. In particular, explicit formulas are obtained for the exact integer
values of d that allow the lowest support of accepted proposals and simultaneously allow the highest
support for rejected proposals. Section 6 presents an alternative formulation of the problem as majority
domination on regular graphs. Finally, Section 7 provides a summary and concluding remarks, as well
as a discussion of connections to the previous literature and to some applications.

2 Preliminaries

2.1 The problem

Let G = (V,E) be a graph with vertex set V = V (G) and edge set E = E(G); |V | = n. For any u ∈ V,
Nu = {v ∈ V | (u, v) ∈ E} is the set of neighbors of u. We consider graphs G with no multiple edges, but
where every vertex v ∈ V has one loop (v, v) ∈ E (hereafter referred to as graphs with loops). Hence2

v ∈ Nv for every v ∈ V. The degree of vertex v is dv = |Nv|. This implies that a loop is counted once3.
We consider a setting where the vertices of a given network G must conduct a vote and decide

collectively on whether to accept or reject a proposal that is offered to them. Each vertex v has its
own preference: it is happy (respectively, sad) with the proposal if it expects to gain (resp., lose) from
accepting it. The preference is expressed by a private opinion (or valuation) function f : V → {1,−1}
such that f(v) = 1 if and only if v is happy with the proposal. Thus, an opinion function f induces
a configuration in the form of a binary-vertex-labeled graph Gf = (V,E, f). The configuration can
alternatively be described in terms of a partition of V induced by f , dividing it into two disjoint parts
V = H∪S (H∩S = ∅), where H and S are called the set of happy vertices and the set of sad vertices,
respectively. Throughout, we denote |H| = h and |S| = s.

However, the choice made by each vertex v during the voting process is not based merely on its
own valuation f(v). Rather, it relies on the valuations of v’s neighbors as well. For any W ⊆ V , let
f(W ) =

∑
v∈W f(v). In particular, f(V ) is called the weight of f . We say that a vertex v ∈ V of

a configuration Gf is a proponent of the proposal if a majority of its neighbors (including itself) are
happy, namely, f(Nv) ≥ 1 (or equivalently, |Nv ∩ H| > |Nv ∩ S|); otherwise, v is an opponent . Let
P ⊆ V be the set of proponents of Gf , and p = |P |. We say that Gf is an approving configuration if
p > n/2, namely, a majority of its vertices are proponents; otherwise, it is a disapproving configuration.

Let Gn|d denote the class of d-regular graphs of order n with loops4, i.e., graphs G on n vertices, each

having a loop, such that dv = d for every v ∈ V (G). Let Gn|d|h denote the class of configurations Gf such
that G ∈ Gn|d and it has h happy vertices. The class Gn|d|h is called uniformly approving (respectively,
uniformly disapproving) if it contains only approving (resp., only disapproving) configurations. Gn|d|h is
mixed if it contains configurations of both types. A key question studied in this paper is the following.

Problem 1. Given odd n, d ∈ N such that d ≤ n, find the values of h such that Gn|d|h is uniformly
approving or uniformly disapproving.

2An equivalent formalism is to consider closed neighborhoods Nu ∪ {u} for graphs without loops [4].
3For a discussion of this convention see [5, Subsection 5.3].
4Among the papers studying independent sets in regular graphs with loops we mention [6].
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Denote by hmin(n, d) the minimum h that ensures the existence of approving configurations for
given n and d. Formally, for h = hmin(n, d) there exists some approving configuration in the class
Gn|d|h, but for every h < hmin(n, d), the class Gn|d|h is uniformly disapproving. Similarly, h−max(n, d) is
the maximum number h of happy vertices for which there exists a disapproving configuration in the
class Gn|d|h, whence for every h ∈ {h−max(n, d) + 1, . . . , n}, the class Gn|d|h is uniformly approving. Now
Problem 1 can be rewritten as follows.

Problem 1′. Given odd n, d ∈ N such that d ≤ n, find hmin(n, d) and h−max(n, d).

We also identify numbers r that can be thought of as a 2-way security gap, in the sense that
whenever the number of happy vertices deviates upwards (respectively, downwards) from n/2 by at
least r, the resulting configuration class is guaranteed to be uniformly approving (resp., disapproving),
and characterize the classes Gn|d of regular graphs whose 2-way security gap is sufficiently small.

Let us mention two technical features that distinguish this work from some of the previous ones.
First, we consider graphs with loops (sometimes called pseudographs), as this provides a uniform account
of the situation where the voter pays attention to their own opinion and not just to the opinions of
the other neighboring voters. Such a loop is counted once in the degree of the corresponding vertex.
An alternative commonly used in some of the literature is to consider local voting on the “closed
neighborhood” Nu ∪ {u} of each vertex u. This is essentially equivalent, but seems somewhat artificial
and does not allow mixing voters who take and do not take into account their own opinion. Moreover,
in this case, the degree of a vertex is no longer equal to the number of opinions taken into account.
Considering loops is devoid of these shortcomings.

Second, we estimate the number of happy vertices that can be sufficient in some circumstances (or
is definitely sufficient) for a proposal to be approved, because this keeps reference to the one-quarter
support level mentioned above. Such a direct reference is lost if one estimates the difference between the
number of happy and sad vertices, as is common in the literature on domination in graphs. However, for
comparability, we translate our main results, Theorem 14 and Proposition 18, into the graph domination
framework in Corollaries 22 and 23 (Section 6).

2.2 Basic support inequalities

We assume that n is odd, which eliminates indefinite situations of no majority, when the numbers of
proponents and opponents are equal. Recall the handshaking lemma, going back to Euler (1736). For
graphs without loops, this lemma says: The sum of vertex degrees of a graph is twice the number of the
edges (see, e.g., [7]).

In our case, since n is odd, the handshaking lemma implies that d (taking the loop into account)
is odd too, which implies that the numbers of happy and sad neighbors of any vertex cannot be equal.
More specifically, throughout we let

n = 2q − 1, d = 2b− 1, q, b ∈ N .

Then a configuration Gf in Gn|d|h is an approving configuration whenever its number of proponents is at
least q, and a vertex v is a proponent if and only if Nv contains at least b happy vertices. For notational
convenience, we view “edge endpoints” as distinct entities, formally defined as pairs (v, e), where v is
a vertex and e is an edge incident to v. An endpoint (v, e) is happy (respectively, sad) whenever v is.
Therefore, in an approving configuration Gf ∈ Gn|d|h, the number of happy endpoints is at least qb.
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On the other hand, each happy vertex contributes d happy endpoints of Gf . Consequently, h happy
vertices contribute hd happy endpoints in total. This number is sufficient for Gf to be an approving

configuration only if hd ≥ qb, which implies that hd ≥ n+ 1

2
· d+ 1

2
. It follows that

hmin(n, d) ≥ (n+ 1)(d+ 1)

4d
(1)

and, expressing this bound in terms of the proportion h/n,

hmin(n, d)

n
≥ 1

4

(
1 + n−1

)(
1 + d−1

)
. (2)

We call (1) the global support inequality.
To obtain another condition, observe that for a configuration Gf in Gn|d|h with h = |H| ≤ d/2,

|Nv ∩H| ≤ h ≤ d/2 holds for every v ∈ V (Gf ), so there are no proponents in V (Gf ), implying that Gf

is a disapproving configuration. Therefore, h ≥ d+ 1

2
, is also necessary for a configuration in Gn|d|h to

be approving, implying that

hmin(n, d) ≥ d+ 1

2
. (3)

We refer to this inequality as the local support inequality.
Combining the global and local support inequalities (1) and (3), we have the following.

Proposition 2. hmin(n, d) ≥ 1

2
(d+ 1)max

{
n+ 1

2d
; 1

}
.

Conditions (1) and (3) complement each other. Let us illustrate this by considering networks of
order n = 31. For such networks, the corresponding boundary curves and the intersection of the support
domains in the coordinates d and h/n are shown in Fig. 1.

(a) (b)

Figure 1: Boundary curves of the global and local support inequalities (a) and the support domain (b)
for n = 31 in the coordinates d and h/n
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The intersection point of the boundary curves of the local and global support inequalities is

ď(n) =
n+ 1

2
= q; ȟ(n) =

ď(n) + 1

2
=

n+ 3

4
. (4)

Indeed, to find this point, it suffices to solve the equation

n+ 1

2
· d+ 1

2d
=

d+ 1

2
.

Since 1
4(n+ 1)(1 + d−1) (respectively, d+1

2 ) is decreasing (resp., increasing) in d, any approving config-
uration satisfies

h ≥ ȟ(n) =
n+ 3

4
. (5)

Note that if ď(n) is even, then no graph matches the intersection point.
In what follows, we call graphs in Gn|d with d ≥ n+1

2 high-degree d-regular graphs and graphs with

d < n+1
2 low-degree d-regular graphs. Observe that for high-degree graphs, the local support inequality

is no weaker than the global support inequality, while in contrast, for low-degree graphs, the global
support inequality is stronger. In Section 3, we construct high-degree and low-degree regular approving
configurations with any fixed n and d and find hmin(n, d) and h−max(n, d) for these n and d.

3 Characterization of configuration classes

Is Proposition 2, the conjunction of support inequalities (1) and (3), tight? That is, does it provide a
sufficient condition for a class Gn|d|h to contain an approving configuration? We show that this is true
with two exceptions. The following two subsections carry out this analysis separately for high-degree
configurations (defined as ones where d ≥ (n+1)/2) and low-degree configurations (where d < (n+1)/2).

3.1 High-degree approving configurations with minimum number of happy vertices

We first consider high-degree graph classes Gn|d, that is, where

d ≥ n+ 1

2
. (6)

Our goal in this section is to investigate whether for all high-degree configurations, the local support
inequality (3) is tight, i.e., hmin(n, d) = (d+1)/2, or more explicitly, there are approving configurations
in Gn|d|h with d = 2h− 1.

In the extremal case of n = d, Gn|d contains only the complete graph, and any corresponding
configuration with h = (d+ 1)/2 is an approving configuration, since every vertex of it is a proponent.
Thus, the lower bound determined by the local support inequality (3) for odd d = n is tight, i.e.,
hmin(n, d) = (d+ 1)/2.

Next, consider configurations in Gn|d|h with n > d. For any such configuration with odd n, there
exists some nonnegative integer t such that n = 2h + 1 + 2t, so the configuration belongs to class
G2h+1+2t|2h−1|h with

0 ≤ t ≤ h− 2 , (7)

for which the inequality t ≤ h− 2 is equivalent to the condition (6) of high degree.
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The integer range [0, h− 2] defined for t in Eq. (7) can be split into three parts, some of which can
be empty,

[0; h− 2] =
[
0;

⌊
h−3
2

⌋]
∪

[⌊
h−3
2

⌋
+ 1; h− 3

]
∪ {h− 2}, (8)

with different regularities, which will be considered separately.

We use the following notation.

• Hw is any configuration of order w with w happy vertices;

• Sw is any configuration of order w with w sad vertices;

• When Sw is a subconfiguration of a configuration Gf in which all vertices of Sw are proponents,
we sometimes denote Sw by PSw.

• Cw is any configuration whose graph is a circulant graph of order w with loops.

For our constructions, we use a number of graph composition operations, which are defined as
follows.

• G =
[
G′ ≡≡ G′′] is the join of the graphs G′ and G′′, such that V (G′) ∩ V (G′′) = ∅: V (G) =

V (G′) ∪ V (G′′) and E(G) = E(G′) ∪ E(G′′) ∪ (V (G′)× V (G′′)).

• The graph G =
[
G′≡≡G′′≡≡G′′′] is the double join of the graphs G′, G′′ and G′′′, defined similarly

with E(G) = E(G′) ∪ E(G′′) ∪ E(G′′′) ∪ (V (G′)× V (G′′)) ∪ (V (G′′)× V (G′′′)).

• G =
[
G′≻−G′′] is the 2-to-1 matching of the graphs G′ and G′′, where V (G) = V (G′) ∪ V (G′′)

is a partition of V (G), |V (G′)| = 2|V (G′′)|, every vertex of G′ has exactly one neighbor in V (G′′),
and every vertex of G′′ has exactly two neighbors in V (G′).

• G =
[
G′≻−G′′≡≡G′′′] is the hybrid join of the graphs G′, G′′ and G′′′, where G′ is connected to

G′′ by the ≻− operation, while G′′ is connected to G′′′ by the ≡≡ operation.

• G = [G′ G′′] is the union of graphs G′ and G′′, such that V (G′) ∩ V (G′′) = ∅: V (G) = V (G′) ∪
V (G′′) and E(G) = E(G′) ∪ E(G′′).

All of these operations apply also to binary labeled graphs, i.e., configurations, where the function
f carries over to V (G), so H(G) = H(G′) ∪ H(G′′) or H(G) = H(G′) ∪H(G′′) ∪ H(G′′′), as the case
may be.

We make frequent use of the following well-known lemma.

Lemma 3. For any n, d ∈ N, a d-regular n-vertex graph with loops exists if and only if d ≤ n and
(d+ 1)n is even.

In Lemma 3, necessity follows from the handshaking lemma, and sufficiency follows from the possi-
bility of constructing a circulant graph with appropriate parameters n and d (see, e.g., [8, p. 11]).

Having (8) in mind, let us consider three cases.

Case 1. Suppose that

0 ≤ t ≤ h− 3

2
. (9)

Since n = 2h+ 1 + 2t and d = 2h− 1, segment (9) corresponds to d ∈
{
2
⌈
n+2
3

⌉
− 1, . . . , n− 2

}
. It

degenerates when h ≤ 2 or n ≤ 5.
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Proposition 4. Under Ineq. (9), there exists an approving configuration Gf (1) ∈ G2h+1+2t|2h−1|h of the

form Gf (1) =
[
Sh+2t+1≡≡Hh

]
.

Proof. Define G1 = (V 1, E1) and G2 = (V 2, E2) to be regular graphs with loops such that |V 1| = h,
|V 2| = h+ 2t+ 1 and V 1 ∩ V 2 = ∅. The degrees of G1 and G2 are (2h− 1)− (h+ 2t+ 1) = h− 2t− 2
and (2h − 1) − h = h − 1, respectively. Note that h − 2t − 2 ≥ 1 since t ≤ (h − 3)/2; h − 1 > 1 since
h > 2. A possible choice of G1 and G2 are appropriate circulant graphs with loops. These exist due to
Lemma 3, because (h−2t−1)h and h(h+2t+1) are even. Set f1(v) = 1 for all v ∈ V 1 and f2(v) = −1
for all v ∈ V 2. Now define Hh = (V 1, E1, f1) and Sh+2t+1 = (V 2, E2, f2).

With this definition and f = f1 ∪ f2 the number of happy vertices in Gf (1) =
[
Sh+2t+1 ≡≡Hh

]
is h, its order is (h + 2t + 1) + h = 2h + 1 + 2t, and every vertex in it has degree 2h − 1. Hence
Gf (1) ∈ G2h+1+2t|2h−1|h.

Gf (1) is an approving configuration since (i) every vertex of Sh+2t+1 is a proponent (as h out of
2h− 1 neighbors of it are happy), so that Sh+2t+1 = PSh+2t+1 and (ii) |V 2| > |V 1|.

Note that in the configuration Gf (1) used in the proof of Proposition 4, the set of proponents
coincides with the set of sad vertices.

Case 2. Suppose now that
h− 3

2
< t ≤ h− 3 . (10)

Then d ∈
{
2
⌈
n+1
4

⌉
+ 1, . . . , 2

⌈
n+2
3

⌉
− 3

}
. This range is empty when h ≤ 3 or n ∈ {1, 3, 5, 7, 9, 13}.

Proposition 5. Under Ineq. (10), there exists an approving configuration Gf (2) ∈ G2h+1+2t|2h−1|h of

the form Gf (2) =
[
S2t−h+3≡≡S2h−2≡≡Hh

]
.

Proof. Start by defining three graphs, G1 = (V 1, E1), G2 = (V 2, E2), and G3 = (V 3, E3), as follows.
Select disjoint vertex sets V 1, V 2, and V 3 with |V 1| = h, |V 2| = 2h − 2, and |V 3| = 2t − h + 3.
Note that 2h − 2 > 4 as Case 2 occurs only when h > 3 and 2t − h + 3 > 0 as t > (h − 3)/2
by (10). Let the edge sets E1 and E3 contain only loops, and let G2 be a regular graph of degree
(2h − 1) − (2t − h + 3) − h = 2(h − t − 2) with loops. We have 2 ≤ 2(h − t − 2) ≤ h − 1 by (10). A
possible choice for G2 is an appropriate circulant graph; having an even number of vertices, G2 does not
violate the conditions of Lemma 3. Set f1(v) = 1 for all v ∈ V 1, and set f2(v) ≡ −1 and f3(v) ≡ −1
on their entire domains. Now set Hh = (V 1, E1, f1), S2h−2 = (V 2, E2, f2), and S2t−h+3 = (V 3, E3, f3).

With this definition and f = f1 ∪ f2 ∪ f3, the number of happy vertices in Gf (2) =
[
S2t−h+3 ≡≡

S2h−2≡≡Hh

]
is h, its order is (2t−h+3)+(2h− 2)+h = 2h+1+2t, and every vertex in it has degree

2h− 1 by construction. Hence Gf (2) ∈ G2h+1+2t|2h−1|h.

Gf (2) is an approving configuration, since (i) every vertex of S2h−2 is a proponent (h out of 2h− 1
neighbors of it are happy), so that S2h−2 = PS2h−2 and p = 2h − 2; (ii) by (10), n = 2h + 1 + 2t ≤
2h+ 1 + (2h− 6) < 2(2h− 2) = 2p.

Observe that in the configuration Gf (2) constructed in the proof of Proposition 5, the set of propo-
nents is a proper subset of the set of sad vertices. The noted properties of Gf (1) and Gf (2) contrast
with the setting of Fishburn et al. [9], presented in Subsection 7.1, where only happy vertices may
become proponents, and moreover, all of them must be proponents for the approval of a proposal.

Case 3. t = h− 2.

In this case (which degenerates when h = 1 or n+1
4 ∈ N), d = n+1

2 and G2h+1+2t|2h−1|h = G4h−3|2h−1|h.

8



Proposition 6. The class G4h−3|2h−1|h is uniformly disapproving (i.e., it contains no approving

configuration) when h ∈ {2, 3}. If h > 3, then there exists an approving configuration Gf (3) ∈
G4h−3|2h−1|h of the form Gf (3) =

[
S2h−2≻−Sh−1≡≡Hh

]
.

Proof. Since d = n+1
2 and h = d+1

2 , Case 3 refers to the intersection point (4) of the boundary curves
of the local and global support inequalities. As the global support equality holds at this point, only
proponents are adjacent to happy vertices. Therefore, because of the loops, all happy vertices are
proponents.

Consider the case h = 2. If Gf ∈ G4h−3|2h−1|h = G5|3|2 is an approving configuration, then it has
three proponents, which are the two happy vertices and one sad vertex. They must be adjacent to each
other, and as d = 3, they are not adjacent to the two remaining vertices. This leaves no chance for the
two remaining vertices to have degree 3. This contradiction indicates that no configuration in G5|3|2 is
an approving configuration.

Now consider h = 3. If Gf ∈ G4h−3|2h−1|h = G9|5|3 is an approving configuration, then there are five
proponents, which are the three happy and two sad vertices. The four remaining vertices cannot all
have degree 5 because each of them has at most four connections apart from the five proponents, whence
they must have at least four connections to the five proponents altogether, while the aforementioned
proponents can provide only two. This contradiction shows that no configuration in G9|5|3 can be an
approving configuration.

Finally suppose h > 3. We prove that there exists an approving configuration Gf (3) ∈ G4h−3|2h−1|h
of the form Gf (3) =

[
S2h−2≻−Sh−1 ≡≡ Hh

]
. Define the adjacency within the configurations S2h−2,

Sh−1, and Hh as follows. S2h−2 and Hh are based on complete graphs with loops; each vertex of Sh−1

is adjacent to all vertices of Sh−1 (including itself), except for two, which satisfies the conditions of
Lemma 3 for all h > 3, since (h − 1)(h − 2) is even. To obtain such a graph, we can construct an
appropriate circulant graph. The opinion function of Gf (3) assigns 1 to the vertices of Hh and −1 to
the remaining vertices.

With this definition, the order of Gf (3) =
[
S2h−2≻−Sh−1≡≡Hh

]
is 4h − 3, the number of happy

vertices is h, and the degree of each vertex is 2h − 1 (specifically, the degree of the vertices of Hh,
S2h−2, and Sh−1 are (h − 1) + h, (2h − 2) + 1, and 2 + (h − 1 − 2) + h, respectively). Therefore,[
S2h−2≻−Sh−1≡≡Hh

]
∈ G4h−3|2h−1|h.

The defined configuration Gf (3) =
[
S2h−2≻−Sh−1 ≡≡Hh

]
is an approving configuration, since all

vertices of Hh and Sh−1 are proponents as they are adjacent to h = d+1
2 happy vertices, while the

number of these proponents is 2h− 1 = n+1
2 .

Now let us find the minimum values of h for which the classes G5|3|h or G9|5|h contain at least one
approving configuration.

Proposition 7. There exist approving configurations in the classes G5|3|3 and G9|5|4.

Proof. An approving configuration in the class G5|3|3 is the 3-regular cyclic graph with loops on 5 vertices
with an arbitrary location of 3 happy vertices.

An approving configuration in G9|5|4 is shown in Fig. 2. This configuration is obtained from one of
sixteen 4-regular connected graphs of order 9 without loops by adding loops for each vertex; the loops
are not shown in the figure. The graph has five proponents, which are shown in green, hence it is an
approving configuration.
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(a) (b)

Figure 2: An approving configuration G9|5|4: its standard (a) and quasi-plane (b) drawings. Happy and
sad vertices are marked by h and s, respectively. In (b), the vertices h and s in the rectangle are both
adjacent to the four vertices connected to the rectangle by double edges. Loops are not shown. The
green (respectively, red) vertices are the proponents (resp., opponents).

Proposition 7 completes the construction of high-degree approving configurations with a minimum
number of happy vertices. Combined with Proposition 2, we get the following lemma, which summarizes
the bounds on hmin(n, d) for high-degree configurations.

Lemma 8. For high degree configuration classes, hmin(n, d) = (d + 1)/2, with two exceptions:
hmin(5, 3) = 3 and hmin(9, 5) = 4.

It is convenient to represent this (and subsequent) results using indicator function notation. For a
universal set U , a subset A ⊆ U and an element x ∈ U , let 1A(x) be 1 if x ∈ A and 0 otherwise.

Corollary 9. For high degree configuration classes,

hmin(n, d) =
d+ 1

2
+ 1{(5,3),(9,5)}((n, d)) .

3.2 Low-degree approving configurations with minimum number of happy vertices

Let us turn to low-degree graph classes Gn|d, i.e., classes with d < (n+ 1)/2 = q (in other form, n > 1,

d ∈
{
1, . . . , 2

⌊
n+1
4

⌋
− 1

}
). We show that for such configurations, the global support inequality (1) is

tight, or more explicitly, for all n, d, and h satisfying (1), there exist approving configurations in Gn|d|h.
Since n > 2d− 1 and n is odd, there exists t ∈ {0, 1, 2, . . .} such that n = 2d+1+ 2t. Therefore, we

are dealing with configurations from the class G2d+1+2t|d|h.

Proposition 10. For any class G2d+1+2t|d|h satisfying the global support inequality (1), there exists an

approving configuration Gf (4) ∈ G2d+1+2t|d|h of the form Gf (4) = [Sd+t Cd+t+1].

Proof. For any class G2d+1+2t|d|h consider disconnected configurations of the form Gf (4) = [Sd+t Cd+t+1]
with components Sd+t and Cd+t+1 of order d+t and d+t+1, respectively, where the circulant component
Cd+t+1 will be defined later, while Sd+t is d-regular with loops and all of its vertices are sad. The latter
is possible due to Lemma 3, since d is odd. Before defining the structure of Cd+t+1 = Cq, we estimate
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the ratio of the number of happy and sad vertices in it provided that Gf (4) ∈ G2d+1+2t|d|h and (1) is
satisfied.

Substituting n = 2q − 1 in (1) yields

q ≤ 2h

1 + d−1
. (11)

Denote by s′ the number of sad vertices in Cd+t+1. It follows from (11) that

s′ = q − h ≤ d− 1

d+ 1
h < h . (12)

The construction of Cd+t+1 starts with indexing all the sad vertices by numbers 2, 4, . . . , 2s′ and s′

happy vertices by 1, 3, . . . , 2s′ − 1.
We now estimate the average distance ρ between the indices of the remaining subsequent happy

vertices if we insert them into the above sequence freeing up one index for each and considering this
sequence (mod q), i.e., as a cyclic one. Since the number of the remaining happy vertices is h− s′ and
q = h+ s′, using (12) we obtain

ρ =
h+ s′

h− s′
≤ d .

Consequently, the remaining happy vertices can be indexed in such a way that the cyclic (mod q)
distance between the subsequent added happy vertices does not exceed d. As a result, any cyclic segment
of length d− 1 of this sequence contains at least one added happy vertex and therefore (recalling that
d is odd) it contains more happy vertices than sad vertices.

We now complete the construction of Cq = Cd+t+1 by making each vertex adjacent to itself, to
d−1
2 consecutive vertices to the left, and d−1

2 consecutive vertices to the right of it in the above circle
of indices (obtaining a Harary circulant graph with loops). This can be done, since for low-degree
configurations d < q.

By construction, Gf (4) ∈ G2d+1+2t|d|h. Since for every vertex v of Cd+t+1 its set of neighborsNv forms
a length d− 1 cycle’s segment containing more happy vertices than sad vertices, every v is a proponent.
The number of such proponents is q = n+1

2 and thus, the constructed configuration [Sd+t Cd+t+1] is
approving.

Combined with Proposition 2, we get the following lemma, which summarizes the bounds on
hmin(n, d) for low-degree configurations.

Lemma 11. For low degree configuration classes,

hmin(n, d) =

⌈
(n+ 1)(d+ 1)

4d

⌉
.

3.3 The complete classification

Combining the results of the last two subsections, we completely characterize the classes Gn|d|h of regular
configurations that contain approving configurations, as well as the uniformly approving or disapproving
configuration classes.
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Proposition 12. For odd n, d ∈ N such that d ≤ n,

hmin(n, d) =

⌈
d+ 1

2
·max

{
n+ 1

2d
, 1

}⌉
+ 1{(5,3),(9,5)}((n, d)) .

Proof. This follows from Corollary 9, Lemma 11, and the fact that max{n+1
2d , 1} is n+1

2d in the case of
low degree configuration classes and 1 in the opposite case.

Proposition 13. For odd n, d ∈ N such that d ≤ n, h−max(n, d) = n− hmin(n, d).

Proof. For any configuration Gf ∈ Gn|d|h consider the configuration G−f ∈ Gn|d|n−h obtained from Gf by

replacing f with −f, which is equivalent to interchanging the sets H(Gf ) and S(Gf ) = V (Gf ) \H(Gf ).
Observe that Gf is an approving configuration if and only if G−f is not. Consequently, a class Gn|d|h is
uniformly approving if and only if the class Gn|d|n−h is uniformly disapproving, and hence the thresholds
hmin(n, d) and h−max(n, d) are connected as in the proposition.

Combining Propositions 12 and 13 we obtain the following theorem, which characterizes approving,
mixed, and disapproving classes Gn|d|h and resolves Problem 1 formulated in Section 2.

Theorem 14. For odd n, d ∈ N such that d ≤ n and h ∈ N, a class Gn|d|h of binary labeled d-regular
graphs of order n with h happy vertices is:

− uniformly disapproving iff 0 ≤ h < hmin(n, d) ;

− mixed iff hmin(n, d) ≤ h ≤ h−max(n, d) ;

− uniformly approving iff h−max(n, d) < h ≤ n ,

where

hmin(n, d) =

⌈
d+ 1

2
·max

{
n+ 1

2d
, 1

}⌉
+ 1{(5,3),(9,5)}((n, d)) (13)

and h−max(n, d) = n− hmin(n, d) .

Corollary 15. Under the assumptions of Theorem 14, (hmin(n, d) − 1)/n is the greatest number of
the form α1 = l/n (l ∈ N) such that the two-stage majority procedure on d-regular graphs of order n is
α1-protecting ; h

−
max(n, d)/n is the smallest number α2 such that this procedure is α2-trusting.

Proof. This follows from Theorem 14 and the relevant definitions.

Theorem 14 is illustrated by Fig. 3, where the regions of mixed (yellow), disapproving (red), and
approving (green) classes in the coordinates d and h/n are shown for n = 47 and n = 701 taking into
account that h is integer and d is odd. More precisely, the upper separating boundary contains the
minimum values of h/n that belong to the domain of uniform approval, while the lower separating
boundary contains the minimum values of h/n that do not belong to the domain of uniform disapproval.

Note that these boundaries are not defined symmetrically w.r.t. h = n
2 , because any integer-valued

symmetric boundaries would give either overlapping regions (since the region of mixed classes is empty
at d ∈ {1, n}) or a gap between them. It can be easily demonstrated that the aforementioned boundaries
shown in Fig. 3 are symmetric w.r.t. the line h = n+1

2 . Abscissas of vertical jumps correspond to even
values of d. Recall that all our results apply to odd d only.

It should be noted that whenever n is large, hmin(n, d)/n approaches 1/4 very quickly as d increases
starting from d = 1, as illustrated by Fig. 3b.
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(a) (b)

Figure 3: Regions of mixed (yellow), uniformly disapproving (red), and uniformly approving (green)
classes Gn|d|h of binary labeled d-regular graphs of order n with h happy vertices in the coordinates d
and h/n for (a) n = 47 and (b) n = 701.

4 Security gaps

Since the regions of uniform approval and uniform disapproval are symmetric with respect to the line
h = n

2 , there exists a value r that can be thought of as a 2-way security gap, in the sense that whenever
the number of happy vertices deviates upwards (respectively, downwards) from n/2 by at least r, the
resulting configuration class is guaranteed to be uniformly approving (resp., disapproving). In this
section, we give a refined definition of this value and characterize the classes Gn|d of regular graphs
whose 2-way security gap is sufficiently small.

In view of Theorem 14, the value

r̃(n, d) =
n

2
− hmin(n, d) = h−max(n, d)−

n

2
(14)

can be called the uncertainty radius of the class Gn|d, since the inequality hmin(n, d) ≤ h ≤ h−max(n, d)
that describes mixed classes Gn|d|h can be written equivalently as

n

2
− r̃(n, d) ≤ h ≤ n

2
+ r̃(n, d) .

However, r̃(n, d) can be negative: indeed, if d = 1 or d = n or (n, d) = (5, 3), then r̃(n, d) = −1
2 ,

which corresponds to the case where Gn|d contains no mixed classes Gn|d|h. To fix this flaw, let us
introduce

r(n, d) = r̃(n, d) +
1

2
=

n+ 1

2
− hmin(n, d), (15)

referred to as the 2-way security gap of Gn|d. It follows from Theorem 14 that

Gn|d|h is a uniformly approving class iff h >
⌊n
2
+ r(n, d)

⌋
; (16)

Gn|d|h is a uniformly disapproving class iff h <
⌈n
2
− r(n, d)

⌉
. (17)
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It follows from (14) and (15) that

r(n, d) =

⌊
min

{
(n+ 1)(d− 1)

4d
;
n− d

2

}⌋
− 1{(5,3),(9,5)}((n, d)), (18)

where the minimum is equal to the first expression for low-degree graphs and to the second one for
high-degree graphs. Since by (4) the minimum in d of the lower bound of hmin(n, d) is (ď(n), ȟ(n)) =
(n+1

2 , n+3
4 ), it holds that

0 ≤ r(n, d) ≤ n+ 1

2
− n+ 3

4
=

n− 1

4
. (19)

Given n, it can be of interest to find d guaranteeing that the 2-way security gap does not exceed a
chosen threshold r0:

r(n, d) ≤ r0 . (20)

We say that Gn|d is a class of 2-way r0-secure graphs if it satisfies (20). The following proposition
is a direct consequence of (18) and the relevant definitions.

Proposition 16. Let 0 ≤ r0 ≤ n−1
4 . Then Gn|d is a class of 2-way r0-secure graphs if and only if[

1 ≤ d ≤ n+ 1

n+ 1− 4
(
r0 + 1{(5,3),(9,5)}((n, d))

) or n− 2
(
r0 + 1{(5,3),(9,5)}((n, d))

)
≤ d ≤ n

]
.

5 Vertex degrees allowing approval with lowest support

Let us fix the number of vertices n and find the range Dn of degrees d for which there exist approving
configurations with the minimum number of happy vertices,

hmin(n) = min
1≤d≤n

hmin(n, d) .

By (5), hmin(n) ≥ n+3
4 . It follows from the symmetry of hmin(n, d) and h−max(n, d) w.r.t. h = n

2 that the
values of d belonging to the range Dn maximize the requirements for h to guarantee approval.

To estimate hmin(n, d)− hmin(n), it is convenient to rewrite Proposition 16 in a different form. Due
to (19), representation

r0 =
n− 1

4
− δ, where 0 ≤ δ ≤ n− 1

4
(21)

is valid. Using (21) and recalling that ȟ(n) = n+3
4 according to (4), we obtain

Corollary 17. Suppose that 0 ≤ δ ≤ n−1
4 and n ̸∈ {5, 9}. Then

hmin(n, d)− ȟ(n) ≤ δ if and only if
n+ 1

2 + 4δ
≤ d ≤ min

{
n+ 1 + 4δ

2
; n

}
.

Moreover, all configuration classes G5|d|h are uniform: disapproving when h ≤ 2 and approving when
h ≥ 3. Classes of the form G9|d|h are mixed if and only if d ∈ {3, 5, 7} and h ∈ {4, 5}.
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Proof. Gn|d is a class of 2-way r0-secure graphs whenever (20) holds, which by (15) amounts to n+1
2 −

hmin(n, d) ≤ r0. Substituting (21) yields hmin(n, d) − n+3
4 ≥ δ, which nonstrictly complements the

premise hmin(n, d) − ȟ(n) ≤ δ of Corollary 17. Applying the same complement to the conclusion of
Proposition 16 and substituting (21) we obtain the conclusion of Corollary 17. The statements on the
classes G5|d|h and G9|d|h also follow from Proposition 16 or Theorem 14.

We now find the range Dn of degrees d that, given n, allow approval with the lowest possible support
hmin(n). The results for different “types” of n in terms of residuals are collected in Proposition 18.

Proposition 18. Let an odd n be the order of a regular graph with loops and n ̸∈ {5, 9}. Then hmin(n)
and the segments of d satisfying conditions hmin(n, d) = hmin(n) or hmin(n, d) ≤ hmin(n) + 1 are as
given in Table 1.

n expressed in terms of k ∈ N 8k − 3, 8k − 7 8k − 1 8k − 5

hmin(n)
n+3
4

n+5
4

n+5
4

Dn={d | hmin(n, d)=hmin(n)} n+1
2

[
n+5
4

, n+3
2

] [
n+1
4

, n+3
2

]
The length of the segment Dn 0 n+1

4
n+5
4

n expressed in terms of l ∈ N 12l − 3 12l − 7 12l − 11 16l − 1 16l − 9 16l − 5 16l − 13

d : hmin(n, d) ≤ hmin(n) + 1
[
n+9
6

, n+5
2

][
n+1
6

, n+5
2

][
n+5
6

,
(
n+5
2

)∗] [
n+9
8

, n+7
2

] [
n+1
8

, n+7
2

] [
n+13

8
, n+7

2

] [
n+5
8

,
(
n+7
2

)∗]
The length of the d-segment n+3

3
n+7
3

(
n+5
3

)∗∗ 3n+19
8

3n+27
8

3n+15
8

(
3n+23

8

)∗∗
Table 1: The segments of d that , given n, allow approval with the lowest possible support h. In this table,

x∗
def
= min{x; n}; x∗∗ def

= min{x; n− 1}.

The cases of n = 16 ·3 − 1 = 47, n = 8 ·88 − 3 = 12 ·59 − 7 = 701 and n = 16 ·2 − 5 = 27,
n = 8 ·4−7 = 12 ·3−11 = 25 are illustrated by Fig. 3a,b and Fig. 4a,b, respectively. Classes Gn|d|h that
allow approval with minimum (respectively, minimum+1) support are shown in Fig. 4 by black (resp.,
white) squares.

Proof. Suppose that n ̸∈ {5, 9}. We consider two cases.
1. First consider the case of n = 4m − 1, where m ∈ N. Then ȟ(n) = n+3

4 = m + 1
2 is half-integer.

We search d such that hmin(n, d) = ⌈ȟ(n)⌉ = n+5
4 . By (13) and Corollary 17, for a half-integer ȟ(n) the

following series of equivalences is true:

hmin(n, d) = ⌈ȟ(n)⌉ ⇔ hmin(n, d)− ȟ(n) ≤ 1

2
⇔ n+ 1

4
≤ d ≤ n+ 3

2
⇔ m ≤ d ≤ 2m+ 1.

If m is odd, i.e.,5 n = 8k − 5, k ∈ N, then the actual range of such odd d is [m, 2m+ 1] =
[
n+1
4 , n+3

2

]
,

and the length of this d-segment is n+5
4 .

Otherwise, if m is even, i.e., n = 8k−1, k ∈ N, then the actual segment of odd d is [m+1, 2m+1] =[
n+5
4 , n+3

2

]
, whose length is n+1

4 .

2. In the opposite case, where n = 4m− 3 (m ∈ N), ď(n) = n+1
2 = 2m− 1 is odd and ȟ(n) = n+3

4 =
m = hmin(n, ď(n)) is integer. Hence the class Gn|ď(n)|ȟ(n) is nonempty; since n ̸∈ {5, 9}, it contains an
approving configuration by Theorem 14.

5This k is not to be confused with the parameter of k-subdomination.
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(a) (b)

Figure 4: Regions of mixed (yellow), uniformly disapproving (red), and uniformly approving (green)
classes Gn|d|h of binary labeled d-regular graphs of order n with h happy vertices in the coordinates d
and h/n for (a) n = 27 and (b) n = 25. Classes Gn|d|h that allow approval with minimum (respectively,
minimum+1) support are shown by black (resp., white) squares.

If d ̸= ď(n), then hmin(n, d) > ȟ(n) = m and therefore,

hmin(n, d) > ⌈ȟ(n)⌉ = hmin(n, ď(n)) = hmin(n).

Thus, ď(n) = n+1
2 is the unique d such that hmin(n, d) = hmin(n), which is illustrated by Fig. 4b, where

n = 25.
3. Now let us find the range of d that allow approval with a (low) support no more than hmin(n)+1

in the case of n = 4m−3. This amounts to hmin(n, d)− ȟ(n) ≤ 1, which by Corollary 17 is equivalent to
d ∈

[
n+1
6 ,min

{
n+5
2 ; n

}]
. The right end of this segment, either n+5

2 = 2m+ 1 or n, is odd. To find the
exact (odd) left end, we have to consider three cases: m = 3l, m = 3l− 1, and m = 3l− 2 (l ∈ N). This
is done straightforwardly; the results are presented in Table 1. The case of n = 4m − 1 is considered
similarly by using Corollary 17 with δ = 1.5.

It follows from Proposition 18 that the length of the d-segment on which approval can be implemented
with the least possible support is 0 when (n mod 4) = 1 (except for n ∈ {5, 9}), n

4 + 0.25 when
(n mod 8) = 7, or n

4 + 1.25 when (n mod 8) = 3. The length of the segment where d satisfies condition
hmin(n, d) ≤ hmin(n) + 1 varies from n

3 +1 to 3n
8 +3.375. The left boundary of this segment, depending

on n, slightly exceeds n
6 or even n

8 . Sets of d corresponding to other conditions of this kind can be found
using Corollary 17 or Proposition 16 similarly.

The regions of mixed, uniformly disapproving, and uniformly approving classes Gn|d|h are shown in
Fig. 5 in the coordinates n and h/n for fixed d = 3 and d = 39. The points on the separating boundaries
are symmetric w.r.t. h/n = n+1

2n ; the dependence of this value on n is shown by a dotted curve.
The left part of diagram (b) corresponds to high-degree graphs with n satisfying 39 = d ≤ n ≤

2d − 1 = 77. For them, the boundary separating uniformly disapproving and mixing classes decreases
hyperbolically with increasing n due to the local support inequality (3): h

n ≥ d+1
2n . The right part refers

to low-degree graphs with n > 77 for which this boundary decreases hyperbolically too, but according
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(a) (b)

Figure 5: Regions of mixed (yellow), uniformly disapproving (red), and uniformly approving (green)
classes Gn|d|h of binary labeled d-regular graphs of order n with h happy vertices in the coordinates n

and h/n for (a) d = 3 and (b) d = 39. The dependence of h/n = n+1
2n on n is shown by a dotted curve.

to the global support inequality (2), h
n ≥ 1

4

(
1+n−1

)(
1+d−1

)
, converging to 1

4

(
1+39−1

)
= 10

39 ≈ 0.2564
as n → ∞.

In the left diagram (a), the difference between these parts is not noticeable due to corrections
related to the integer values of h, odd values of n, and the exceptions (n, d, h) ∈ {(5, 3, 2), (5, 3, 3)} of
Theorem 14. Thus, with d = 3 we have h ≥ 2 for n = 3, h ≥ 3 for n = 5, and h ≥ n+1

3 for low-degree

(n > 5) graphs; limn→∞
h
n = 1

3 .

Figure 6 directly shows the segments of the values of d that enable approval with the minimum or
‘minimum+1’ support along with the relative length of these segments.

Proposition 18 and Corollary 17 imply the following.

Corollary 19. For any odd n ∈ N, hmin(n) =
1
4(n+ 2 + (n mod 4)) + 1{5,9}(n).

The following corollary gives general expressions for the values presented in Table 1 and related to
the d-segments of approval with low support.

Corollary 20. For m ≥ 0, let Lm(n), Rm(n), and Dm(n) denote the left end , the right end , and the
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(a) (b)

Figure 6: (a) Segments of the degree d values such that hmin(n, d) = hmin(n) (foreground, in black),
and segments of d values with hmin(n, d) ≤ hmin(n) + 1 (background, in cyan), measured relative to n
and plotted against n; (b) The length of these segments divided by n (in solid black and dotted cyan,
respectively).

length of the segment of the d values such that hmin(n, d) ≤ hmin(n) +m. Then for any odd n ∈ N :

L0(n) =
1

8

(
((n mod 4)− 1)((n mod 8)− n− 4) + 4n+ 4

)
− 2·1{5,9}(n) ;

R0(n) =
1

2
(n+ (n mod 4)) + 2·1{5,9}(n) ;

D0(n) =
1

8
((n mod 4)− 1)(n+ 8− (n mod 8)) + 4·1{5,9}(n) ;

L1(n) =
1

16
((n mod 4)− 1)(n+ (n mod 16)− 2(n mod 8) + 8)

− 1

12
((n mod 4)− 3)(n− 4(n mod 3) + 9)− 2·1{9}(n) ;

R1(n) = min

{
1

2
(n+ (n mod 4) + 4); n

}
+ 2·1{9}(n) ;

D1(n) = min

{
1

16
((n mod 4)− 1)(3n+ 2(n mod 8)− (n mod 16) + 20)

− 1

6
((n mod 4)− 3)(n+ 2(n mod 3) + 3); n− 1

}
+ 4·1{9}(n) .

These expressions are derived directly from Proposition 18 and Corollary 17.

6 Alternative formulation: Majority domination on regular graphs

The question regarding the minimum value of h such that Gn|d|h contains approving configurations
can be reformulated in terms of majority domination. The first survey on domination in graphs [10]
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appeared in 1977 and contained 20 references. A majority [dominating ] function [4] on V = V (G) is
an opinion function f : V → {1,−1} such that f(Nu) ≥ 1 for at least half of the vertices u in V . A
strict majority function is an opinion function f : V → {1,−1} such that f(Nu) ≥ 1 for more than half
of the vertices u in V . For a positive integer k, a [signed ] k-subdominating function of G is an opinion
function f : V → {−1, 1} such that f(Nu) ≥ 1 for at least k vertices u of G. The latter concept reduces
to the previous two when k = ⌈|V |/2⌉ and k = ⌈(|V |+ 1)/2⌉, respectively.

The [weak] majority domination number γmaj(G) [4], the strict majority domination number
γsmaj(G) [11, 12], and the [signed ] k-subdomination number γks(G) [13] of G are the minimum pos-
sible weights of a majority function, a strict majority function, and a [signed] k-subdominating function
on V (G), respectively.

N. Alon proved (see [4, 13]) that the majority domination number γmaj(G) of a connected graph G
is at most 2. Moreover, γmaj(G) does not exceed 1 when the order n of G is odd [11, 13]. Obviously,
in the latter case, γmaj(G) = γsmaj(G). The decision problem corresponding to computing γmaj(G) is
NP-complete [4].

Let
γmaj(n, d) = min

G∈Gn|d
γmaj(G); γmaj(n) = min

1≤d≤n
γmaj(n, d) , (22)

i.e., γmaj(n, d) is the minimum f(V ) over majority functions f on V (G) for G ∈ Gn|d. Observe that

f(V ) = h− (n− h) = 2h− n , (23)

where h is the number of happy vertices. Hence, for an odd n, it holds that

γmaj(n, d) = 2hmin(n, d)− n . (24)

Indeed, in the case of odd n, any weak or strict majority function f ensures that f(Nu) ≥ 1 for more
than half of the vertices u of G, i.e., that more than half of the vertices are proponents, which means
that the graph labeled with f is an approving configuration. Therefore, finding γmaj(n, d), γsmaj(n, d)
(defined in the same way as in (22)), and hmin(n, d) involves minimization over the same sets of graphs
and opinion functions f.

Henning [14] and independently Holm [15] proved the following inequality (presented here in our
notation): for a d-regular graph of order n with loops and odd d ≥ 3,

γmaj(G) ≥ − n

2
· d− 1

d
. (25)

The same lower bound can be obtained from a more general result [12] on graphs with specified minimum
and maximum vertex degrees.

On the other hand, for odd n, it follows from (1) that

γmaj(G) = 2hmin(n, d)− n ≥ 2
n+ 1

2
· d+ 1

2d
− n = − n(d− 1)

2d
+

1

2
+

1

2d
, (26)

which is stronger in some cases than (25), although it is claimed [14,16–19] that the bound (25) is sharp
or best possible. Technically, it is sharp in a weak sense, that is, it cannot be improved for some values
of n and d. Proposition 21 below states that for any odd d > 1 there are infinitely many n such that
bound (25) can be improved for the class Gn|d of d-regular graphs with loops on n vertices. Moreover,

the inaccuracy of (25) reaches n+1
2 in the case of high-degree graph. The bounds obtained in this paper

are sharp for any pair (n, d) with odd n.
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Proposition 21. There is no odd d ≥ 3 such that bound (25) is sharp for order n d-regular graphs with
loops and all odd n ≥ d. The inaccuracy of (25) reaches 1 for low-degree graphs and n+1

2 for high-degree
graphs.

Proof. For any odd d ≥ 3 let n = 2dl + 3, l ∈ N. Consider the class Gn|d of d-regular graphs with loops
on n vertices, which are low-degree. For this class, (26) takes the form

γmaj(n, d) ≥ − nd− n− d− 1

2d
= − (dl − l + 1) +

2

d
, (27)

while (25) provides

γmaj(n, d) ≥ − (dl − l + 1)− 1

2

(
1− 3

d

)
. (28)

It follows from (27) and (28) that the value γmaj(G) = −(dl − l + 1) is prohibited by the global
support inequality (1) for all G ∈ Gn|d, but is allowed by (25). Hence, bound (25) is not sharp for the
pairs (n, d) under consideration; as d ≥ 3, its inaccuracy is 1.

Now consider high-degree graphs, for which n/2 < d ≤ n. The local support inequality (3) is
equivalent to

γmaj(n, d) = 2hmin(n, d)− n ≥ d+ 1− n . (29)

The difference between the bounds (29) and (25) is

(d+ 1− n) +
n(d− 1)

2d
= (d+ 1)

(
1− n

2d

)
≤ (n+ 1)

(
1− 1

2

)
=

n+ 1

2
,

where n+1
2 is reached when d = n.

Note that the more accurate lower bound

γmaj(G) ≥ n+ 1

2
· d+ 1

d
− n ,

which coincides with (26) and is equivalent to the global support inequality, can be derived from a result
of [16,17] (cf. [20, Theorem 4.15]), which in turn follows from the results in [19,21] and Theorem 2 in [22]
on k-subdomination numbers, by substituting k = n+1

2 (in the notation of [17], q = n+1
2n ) in the case of

odd n. As shown in Section 3, this bound is sharp for low-degree graphs. For high-degree graphs it is
not sharp, and its inaccuracy in bounding hmin(n, d) can be estimated by

(
1− n+1

2d

)
d+1
2 , which reduces

to n2−1
4n when d = n. This follows from considering the difference between the bounds (3) and (1) and

the propositions on the sharpness of bound (3) proved in Section 3.
The sharpness of the bound (26) generalized to the k-subdominating functions is claimed in [16,

Theorem 4.1]. However, to prove this for a given d, the author constructs a graph whose order n is
determined by the parameter k of subdomination and is divisible by d (like in [14]) so this is sharpness
in a weak sense. Similarly, the sharpness of the bounds given in [22, Theorem 2] is established only for
some values of the parameters, namely, when k = n, or in other words, for n-subdomination (also called
signed domination). In Section 3 we proved that the proposed bounds are attainable for all odd n and
d ≤ n.

A number of additional inequalities related to majority domination and k-subdomination can be
found in [23]. For other results applicable to regular graphs with some variations of the majority
domination model we refer to [24–31].
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In terms of the weight of majority [dominating] functions, the core Problem 1 considered in this
paper can be reformulated as follows.

Problem 1′′. Given odd n, d ∈ N such that d ≤ n, find:

(1) γmaj(n, d);

(2) all l ∈ [−n, n] ∩ N such that f(V ) = l with f : V (G) → {1,−1} and G ∈ Gn|d implies that f is a
majority function;

(3) all l ∈ [−n, n] ∩ N such that f(V ) = l with f : V (G) → {1,−1} and G ∈ Gn|d implies that f is not
a majority function.

The solution to Problem 1, given by Theorem 14, is now reformulated in term of f(V ), the (odd)
weight of the corresponding opinion function related to h by (23) and γmaj(n, d). Together with Eq. (24),
this yields the following corollary, which solves Problem 1′′.

Corollary 22. Suppose that n, d ∈ N are odd , d ≤ n, and f(V ) =
∑

v∈V f(v) is the weight of an
opinion function f : V → {1,−1}, where V = V (G) is the vertex set of a graph G ∈ Gn|d. Then:

(1) γmaj(n, d) = 2

(⌈
d+ 1

2
·max

{
n+ 1

2d
, 1

}⌉
+ 1{(5,3),(9,5)}((n, d))

)
− n ;

(2) every odd number in (−γmaj(n, d), n] is the weight of some majority function f and is not the weight
of any non-majority function f ;

(3) every odd number in [−n, γmaj(n, d)) is the weight of some non-majority function f and is not the
weight of any majority function f .

In other words, due to Corollary 22, the region of mixed classes in terms of f(V ) is [γmaj(n, d),
−γmaj(n, d)], so that there are no mixed classes when γmaj(n, d) > 0 and the regions of uniformly
approving and uniformly disapproving classes are symmetric w.r.t. the line f(V ) = 0.

Finally, we reformulate the results of Proposition 18 and Corollary 19 that involve hmin(n, d) or
hmin(n) in terms of (an explicit form of) γmaj(n, d) and γmaj(n). Using (24) we obtain the following.

Corollary 23. For any odd n ∈ N, γmaj(n) =
1
2(2 + (n mod 4)− n) + 2·1{5,9}(n).

Conditions
[
d : hmin(n, d) = hmin(n)

]
and

[
d : hmin(n, d) ≤ hmin(n)+ 1

]
in Table 1 are equivalent to[

d : γmaj(n, d) = γmaj(n)
]
and

[
d : γmaj(n, d) ≤ γmaj(n) + 2

]
, respectively , and can be replaced by them.

Figure 7 shows how hmin(n)
n and γmaj(n) depend on n ∈ Nodd = {1, 3, 5, . . .}. It can be noted that

γmaj(4m+ 1) = γmaj(4m+ 3) = γmaj(4m+ 5) + 1 for any m ∈ N∖{1, 2}.

7 Discussion

7.1 Connections to related work

Related works in the framework of graph domination have been discussed in Section 6. Now we turn
to studies carried out in different frameworks.
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(a) (b)

Figure 7: Dependence of hmin(n)
n and γmaj(n) = γsmaj(n) on n ∈ Nodd = {1, 3, 5, . . .}.

The power of small coalitions. The classical lower bound of 1
4 for the relative support of decisions

made by a majority of majorities is valid in the special case where all local voting bodies have the same
size and do not overlap. In the more general case (of overlapping voting bodies of different sizes), the
support can be arbitrarily low. This is illustrated by Fig. 8 [32], where the majority of majorities makes
a decision supported by only two happy vertices (depicted in white) in the presence of arbitrarily many
sad ones (shown in black). Here, every vertex is supposed to belong to its own neighborhood.

Figure 8: A complete bipartite graph with two vertices that control the majority of local majorities

The same low support is sufficient for making decisions in the case of voting bodies of the same size
if non-symmetric connections are allowed. Indeed, if each of the two white vertices in Fig. 8 takes into
account the opinions of itself and exactly two black vertices, then all voting bodies have size 3 and the
majority of majorities still adopts the proposal put to vote.

On the other hand, a negligible minority of 2
√
n happy voters can provide a 2 : 1 majority in all

local voting bodies of varying size with symmetric connections [33].
In these examples, the members of small coalitions controlling the majority have much more outgoing

influence arcs than the other voters. This suggests that the influence of a vertex is determined by its
out-degree and the influence of a coalition is determined by the sum of out-degrees of its members.

Combining the condition of symmetric connections with the condition of equal-sized local voting
bodies gives a rather strong requirement. In the present paper we studied the extent to which it limits
the power of small coalitions.

A structure satisfying this requirement and assuming that each voter belongs to their own voting
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body is modeled by a regular graph with loops. The main goal of this paper was to study the relationship
between the acceptance of proposals and the share of their support in such structures.

The properties of majority polls determine in turn the characteristics of the dynamical processes
governed by majority [34–37].

Applications of such studies are not limited to traditional fields such as political, social, and manage-
ment sciences, they also arise in modern swarm robotics [38], collaborative teleoperation [39], internet of
things [40], machine learning [41], network decontamination [42], database management algorithms [43],
and distributed computing [44,45], where aggregating the results of local or global majorities is a means
of overcoming failures. Another important application is the study and control of social networks [35,37].

A social choice perspective. In terms of social choice theory, a faithful decision-making policy
approves a proposal only if it is a Condorcet winner over the status quo in two-alternative voting. This
simply means that a majority of voters prefer the proposal to the current state of society. It has been
shown that a two-tier majority is much less stable under random vote corruption than a simple majority
(see, e.g., [1, 46,47]).

The ability of two-tier majority to represent all eligible voters is minimal when the group size and
the number of groups are equal to each other [48, 49]. However, in the situations where only one of
two possible answers is correct, the opinions are statistically independent (like in the Condorcet Jury
Theorem), and voter abstention is allowed and correlated with competency within groups, two-tier
majority often outperforms direct voting [49].

In [50] various methods are discussed for assigning weights (number of votes, mandates, etc.) in the
second stage of a two-stage voting system to voting bodies of different sizes, taking into account the
faithfulness criterion. One of the conclusions of the authors is that the square root rule (assigning weight√
ni to a voting body of size ni), “which stood for a long time as the only normative recommendation for

voting in federations, can be seriously contested” by some other methods with weights of the form nδ
i ,

where δ ≥ 0.

Two-stage majority in the ViSE model. In the ViSE (Voting in Stochastic Environment) model
[51, 52], each voter is characterized by their capital; proposals put to the vote are formulated in terms
of voters’ capital gains and generated stochastically. Voters can have different voting strategies, one of
which is the Group Principle A [51], according to which all members of a group support a proposal if and
only if it is beneficial for the majority of group members. The final decision is made by the majority of
all voters, so in the case of equal-sized groups, it is equivalent to the majority of majorities. Usually the
group strategy is more profitable than the selfish one, but it does not protect voters from the systematic
loss of capital in an unfavorable environment [53]. Furthermore, under certain circumstances, small
groups can be more effective than large ones [54].

Majority on circulant graphs. “Do local majorities force a global majority?” by Fishburn, Hwang,
and Lee [9] appeared in 1986, almost ten years before [4] and the close paper [55] on majority domination
in graphs. The question refers to the situation where all happy (in [9], “white”) vertices must be
proponents, while a vertex is a proponent if and only if there are at least c > 0 more happy vertices
than sad vertices in its neighborhood. This neighborhood does not contain the vertex itself, which
corresponds to graphs without loops in our framework. The structure of links is specific and generally
corresponds to a directed graph, but in the symmetric case, it is representable by a simple circulant
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graph (the so-called Harary graph). Although this case is special, it is an important case, because many
graphs that ensure approval with minimum support are just circulant and even Harary graphs (cf. the
proofs of Propositions 4–6 and 10 above).

While in the graph domination literature the focus of attention is the value of h − s, in [9], h/s is
estimated. The authors prove that for d-regular approving configurations (in which all happy vertices
must be proponents) in the symmetric case, h/s always exceeds 1. Moreover, h

s ≥ d+c
d−c . They also obtain

some upper bounds (later improved by Lisoněk [56]) for the minimum of h/s.
A number of advances in the study of this problem were made by Woodall [57], including some

extensions to strongly connected digraphs and connected graphs with minimum degree at least 2.
Despite the similarity of the problems studied, this research line is almost ignored in the graph

domination literature.

7.2 Technical summary

In this paper, we studied two-stage majority approval on regular graphs with loops. Let there be a
proposal whose implementation would make each vertex happy or sad. On the first stage of the decision
making process, every vertex becomes a proponent or an opponent. A proponent is a vertex whose
neighborhood contains more happy vertices than sad vertices; in the opposite case, it is an opponent.
On the second stage, the proposal is accepted if and only if a majority of vertices are proponents.

To eliminate symmetric situations, where exactly half of the vertices are proponents, we considered
the case, where the order n of the graph is odd. In the presence of loops, this implies that the degree d
of each vertex is odd as well: otherwise, one of the conditions of the Lemma 3 is violated. This means
in turn that a vertex neighborhood cannot split equally into factions of happy and sad vertices.

The focus of the study is the relationship between n, d, and the number of happy vertices h that cause
approval. The whole range of 0 ≤ h ≤ n splits into three parts: high h values guarantee approval for
any d-regular graph of order n with loops; low h guarantee disapproval for all such graphs; intermediate
h may cause approval or disapproval depending on the graph and the distribution of happiness on it.
Theorem 14 determines the limits of these intervals of h for each combination of n and d and thereby
solves Problem 1 (and 1′). After proving this theorem we considered the properties of the corresponding
dependencies.

Let hmin(n, d) be the minimum h that enables approval for given n and d. At the ends of the segment
[1, n] ∋ d, the two-stage majority becomes one-stage. Indeed, if d = 1, then proponents are exactly happy
vertices and the final decision is made by simple majority. If d = n, then the neighborhood of each
vertex is the whole vertex set and simple majority on the first stage is followed by unanimity on the
second one. In these cases, hmin(n, d) = n+1

2 , and this value assures approval for any binary labeled
graph with d ∈ {1, n}.

For d ≈ n+1
2 , we have hmin(n, d) ≈ n

4 + 1 (Proposition 18). This means that for such d and n > 9,
there exist regular approving graphs in which only a little more than a quarter of the vertices are
happy. By Proposition 6 and Corollary 19, approval with the minimum number of happy vertices
hmin(n) = mind hmin(n, d) = 1

4 (n + 2 + (n mod 4)) is provided for such graphs by a configuration of

the form
[
S2h−2≻−Sh−1≡≡Hh

]
. When d < n+1

2 , hmin(n, d) decreases hyperbolically (with adjustment
to integers) as d increases (Fig. 3). Therefore, if n is sufficiently large, then hmin(n, d) is close to
n/4 even for rather small d values. For example, hmin(81, 9) = 23. This minimum is attained on a
configuration [S40 C41] ∈ G81|9|23 (Proposition 10). It is instructive to compare this with the behavior
of the “majority of majorities” policy on 9 disjoint voting bodies of size 9, which is represented by a
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regular graph that also belongs to G81|9, but requires at least 5·5 = 25 happy agents for a proposal to
be approved. Furthermore, the minimum d such that hmin(n, d) ≤ hmin(n)+1, depending on n, slightly
exceeds n

6 or even n
8 (Proposition 18). When d > n+1

2 , hmin(n, d) increases linearly with d.
There are two exceptions described in Propositions 6 and 7 in which the fulfilment of the local and

global support inequalities does not imply the possibility of approval when d = n+1
2 . These are the

configuration classes G5|3|2 and G9|5|3. The regions of uniformly approving and uniformly disapproving
configuration classes are symmetric with respect to the line h = n

2 on the plane with coordinates d
and h. Consequently, values of d that enable approval with very low (about n

4 ) support also require
very high (about 3n

4 ) support for uniform approval. The “majority of majorities” policy with such n
and d is α1-protecting and α2-trusting with α1 ≈ 1

4 and α2 ≈ 3
4 ; the corresponding security gap 2r(n, d)

is about n
2 .

7.3 Concluding remarks

The results of this study extend the work done earlier in the literature on majority domination in graphs.
They can be of interest within two real-world frameworks. Both involve two-stage decision-making and
in both the second stage is a majority voting. Their difference lies in the interpretation of the first
stage.

Within the first framework, an informational one, each graph vertex is an agent connected by
information links with d − 1 other agents. The agent is in one of two states, “happy” or “sad,” but
when voting, it represents not only itself, but rather its neighborhood. To do this, the agent determines
its vote as the majority opinion of all its neighbors (including itself). Thus, each agent aggregates
local information in its vicinity and such aggregated opinions become the votes that determine the final
decision by means of the simple majority procedure. This framework is a model of a number of settings
in computer science, where the agents correspond to parallel processors, local database repositories,
etc., solving, among others, error correction tasks.

The second framework represents some of the problems typical of political science. Many socio-
political decisions are made in two stages, where the first is the formation of the opinions of a number of
local voting bodies, after which each such a body has one casting vote in the procedure for forming the
final decision. In both stages, aggregation is carried out by a simple majority of votes. In the simplest
case, the entire set of political agents is partitioned into a system of local voting bodies. The subcase
where they are all the same size is the most democratic, since in this (and only this) subcase all voters
have the same influence. This situation can be modeled by our setting involving regular graphs. Indeed,
when such a graph consists of disjoint components of the same size, the vertices of any component are
all proponents or all opponents, since their neighborhoods coincide. In the final voting, the number of
votes of a component is equal to its size, and as their sizes are equal, this is equivalent to having one
vote. Thus, we have the two-stage democratic majority mentioned above, which is 1/4-protecting.

It is worth noting that our two-stage graph model is able to simulate a wider class of political
situations in which each agent can participate in several voting bodies. In this case, the democratic
requirement that the number of such bodies be the same for all agents and that they have the same size
reduces to the condition that the graph determining the system of voting bodies is regular6. The main
question of this study is whether multiple democratic participation of each agent essentially increases the
representativeness of collective decisions, and how this depends on the size of each voter’s neighborhood.

6The case where this condition is replaced by the upper boundedness of the vertex degrees is considered in [58].
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In this work, it has been found that the “curse of one-quarter” hanging over the two-stage majority
with disjoint equal-sized voting bodies is not eliminated in the case of arbitrary d-regular local interaction
patterns, at least not for moderate d. This is the difference between our results and those of [9, 56, 57],
where the mentioned curse is lifted. Responsible for this is the combined effect of three differences
between the two settings. Namely, in [9]: (1) a special class of graphs is considered; (2) on the second
stage, only happy vertices vote, and for the approval, all of them must be proponents, instead of the
condition that the proponents should make up the majority; (3) to become a proponent, a happy
vertex must have a majority of happy vertices in its neighborhood, excluding itself, thereby, its closed
neighborhood must maintain a three-vote preponderance of happiness.
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