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Abstract

Conceptual modeling continues to evolve as both practitioners and researchers reflect

on the challenges of modeling and implementing data-intensive problems that continue

to appear in business and in science. These challenges of data modeling and rep-

resentation are well-recognized in contemporary applications of big data, ontologies,

and semantics, along with traditional efforts associated with methodologies, tools, and

theory development. This introduction contains a review of some current research in

conceptual modeling and identifies emerging themes. It also introduces the articles

that comprise this special issue of papers from the 32nd International Conference on

Conceptual Modeling.
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modeling tools, modeling techniques, applications

1. Introduction

The field of conceptual modeling was founded approximately 40 years ago with

roots at the intersection of database, artificial intelligence, and programming language

research. Early efforts to share ideas among these communities led to the use of the

term conceptual model, with one of the earliest and most widely acknowledged con-

ceptual modeling languages being Chen’s Entity-Relationship (ER) model [13]. This

model is well-known for it simplicity and elegance, and is based upon the two main

constructs of entities and relationships. The ability to model data effectively and to

easily separate logical from physical database design was a key contribution of this

early work in conceptual modeling. This seminal paper has inspired decades of related

research, and “the ER model” has become virtually synonymous with “database de-

sign.” The ER model is widely used for communication among developers, domain

experts, and users regarding the features of a proposed information system.
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Conceptual modeling involves capturing various aspects of the real world, and rep-

resenting them in the form of a model that can be used for communication [43]. More

specifically, conceptual modeling focuses on “capturing and representing human per-

ceptions of the real world” in such a manner that they can be included in an information

system [60]. The outcome of the conceptual modeling activity is usually a diagram or

model that can then be translated into a relational or some other logical model [58, 59].

The adequacy of a conceptual model is based on how well it is able to promote a com-

mon understanding among human users [43].

Conceptual modeling has continued a tradition of capturing and representing the

data needed in real-world applications. Research on conceptual modeling includes a

focus on tools, techniques, theories, and modeling languages. The field of conceptual

modeling is inherently multi-disciplinary, incorporating researchers and professionals

from academia and industry, from computer science, management information sys-

tems, data engineering, knowledge engineering, artificial intelligence, and other areas

(see, e.g. [14, 32, 42, 52] to name a few).

Throughout its history, conceptual modeling research has, in essence, been a study

in finding higher and more suitable forms of abstraction (see, e.g. [56]) to aid in ef-

ficient and effective software construction. Most researchers consider the purpose of

conceptual modeling to be developing software that meets the needs of a business or

organization (see, e.g. [32]). Thus conceptual modeling research tends to demonstrate

practical applications, tools, and techniques associated with the proposed theories.

The conceptual modeling activity of “formally describing some aspects of the phys-

ical and social world around us for purposes of understanding and communication” [43]

requires assessment of how well the model captures a real world problem or situation

for which an information system is being designed, and how well it facilitates commu-

nication between developers and users. Promoting a common or shared understanding

between members of a development team is increasingly important with global, dis-

tributed systems development teams [40, 48].

From its beginning, the field of conceptual modeling built on work like the ER

model [13] and the binary relationship model (see, e.g. [1, 54]). Since then the dis-

cipline has grown substantially, with researchers exploring many topics related to

database design (e.g. [59]), knowledge representation (e.g. [16, 42]), ontological anal-

ysis (e.g. [25]), and software engineering (e.g. [57]). It has also been applied to a wide

range of topics dealing with the development and implementation of information sys-

tems, including the Internet of Things [7], modeling languages [19, 36], social network

analysis [15, 37], semantic understanding [8, 34], provenance [49], enterprise model-

ing [21], biology [47, 50], mobile devices [20], cloud computing [2, 51], and modeling

for user-generated content [38, 39].

As the complexity of information systems development initiatives has evolved, so

has conceptual modeling, providing abstract, interesting, and novel ways in which to

capture the real world. The International Conference on Conceptual Modeling1 has re-

mained the leading conference in the area of information systems and database design,

attracting world-class researchers from around the world, who work in both academia

1See http://conceptualmodeling.org.
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and industry. This introduction to the Data & Knowledge Engineering special issue

on ER 2013 first identifies some of the important and emerging areas of research in

conceptual modeling as reflected in that meeting. It then provides an overview of each

of the papers that appear in this special issue before concluding with a summary and

discussion of future aspects of conceptual modeling.

2. Research Themes

Many specific areas provide much opportunity for continued research in concep-

tual modeling. Since conceptual modeling is needed for most information systems

development activities, this section only mentions some of the most notable topics.

Some of the main themes that emerged from the ER 2013 conference [44] included:

theories of concepts and ontologies underlying conceptual modeling, methods and tools

for developing and communicating conceptual models, techniques for transforming

conceptual models into effective implementations, the relationship between big data

and conceptual modeling, advances in business process modeling, and applications of

conceptual modeling. Section 3 gives an overview of papers in several of these areas,

and this section addresses two of the major themes: ontology and big data.

2.1. Ontology Theories and Concepts

The term “Ontology” means the study of existence, and in philosophy ontology is

a branch of metaphysics that considers the fundamental nature of being [26]. Work

from philosophy, such as the writings of physicist/philosopher Mario Bunge [9, 10]

and others (e.g. [53]), has influenced researchers studying ontological dimensions of

conceptual modeling. A significant alignment exists between ontology and conceptual

modeling, in that applied ontology starts with the explicit creation of models of the

world to clarify what exists [23]. Likewise, understanding and communication are

primary objectives of conceptual modeling.

For the past two decades, topics related to ontology development as well as on-

tological foundations of conceptual modeling have appeared as part of the scien-

tific program of the annual International Conference on Conceptual Modeling (see,

e.g. [20, 24, 25, 27, 28, 29, 33, 60]) and elsewhere (e.g. [6, 26, 46, 55, 61, 62, 63]).

For several years, the International Conference on Conceptual Modeling has also

attracted workshops where the role of ontology has played a major part. These work-

shops include, for example, Foundations and Practices of UML, Ontologies and Con-

ceptual Modeling, Modeling for Data-Intensive Computing, Conceptual Modelling of

Services, and Web Information Systems Modeling. The growing influence of ontology

in conceptual modeling research has led to the discovery of ontological patterns and

also anti-patterns [25]. Thus, we are learning both things we should do and things we

should not do with conceptual modeling languages.

Similar to the field of conceptual modeling, the field of ontology naturally attracts

multi-disciplinary teams. As Guarino and Musen point out, ontology is a cross-cutting

area that “embrace[s] conceptual modeling issues both in artificial intelligence and in

conventional software engineering” [23]. They further emphasize the need for research

into “the theoretical aspects of ontological analysis” along with research “that delve[s]

3



AC
C

EP
TE

D
 M

AN
U

SC
R

IP
T

ACCEPTED MANUSCRIPT

deep into the nuances of modeling real content” [23]. There is much that still needs

to be done in this area [22], and this will likely continue to be an active and important

area of conceptual modeling research.

2.2. Big Data and Conceptual Modeling

The ER 2013 conference included three keynote speakers who presented their re-

search and insights on themes associated with big data concepts. These were: David

Embley’s “Big Data: Conceptual Modeling to the Rescue” [18]; Marie-Aude Aufaure’s

“What’s Up in Business Intelligence? A Contextual and Knowledge-based Perspec-

tive” [4]; and Surajit Chaudhuri’s “Big Data and Enterprise Analytics”. Additional

industry presentations echoed this theme.

Big data has become well-known as described by the V’s of volume, variety, veloc-

ity, and veracity, each of which brings its own unique challenges for conceptual mod-

eling. The volume of big data is now often considered in petabytes and exabytes. The

variety of big data reflects heterogeneous sources, including traditional database struc-

tures, sensors and sensor networks, user-supplied web content, and scientific projects

such as the Large Hadron Collider or the Square Kilometre Array telescope network.

The phenomenal rate of acquisition reflects the velocity of big data. The veracity refers

to issues of trustworthiness and uncertainty.

It is difficult for humans to comprehened the scale of big data. The first keynote

reports that “the NSA data center being built in Utah within 35km of our university

purportedly is designed to store at least zettabytes (1021 bytes) and perhaps yottabytes

(1024 bytes) of data” [18]. As reported in Wikipedia, “According to the CSIRO, in

the next decade, astronomers expect to be processing 10 petabytes of data every hour

from the Square Kilometre Array (SKA) telescope. The array is thus expected to gen-

erate approximately one exabyte every four days of operation. According to IBM, the

new SKA telescope initiative will generate over an exabyte of data every day. IBM is

designing hardware to process this information.”2

How are conceptual-modeling researchers responding to the challenges of deal-

ing with big data? As our understanding and advancement of tools and techniques to

deal with big data for predictive analytics [17] and other applications increases, ac-

curate representation and modeling of data is crucial (see, e.g. [4, 5]). With respect

to conceptual modeling, an important first observation [18] is that the main thrust of

conceptual modeling has always been about organizing data [13]. However, this tra-

ditional approach has now been challenged as can be understood in terms of the big

data “V’s.” The volume is too big; the variety has too much heterogeneity; the velocity

has data being generated too fast; and the veracity gives rise to too much uncertainty.

Thus, traditional conceptual modeling tools and techniques need to be reconsidered

(also see [38]). Embley and Liddle suggest that these can be handled at least in some

contexts by automated harvesting and organization of data, as well as evidence-based

reasoning [18].

Research in knowledge management has recognized that the overwhelming mag-

nitude of data is difficult to manage but very valuable if meaningful information can

2https://en.wikipedia.org/wiki/Exabyte, retrieved June 2015
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be extracted. Search engines have advanced in the last two decades in efforts to de-

liver the most relevant content to their users. However, issues of content and semantics

have been, and continue to be, major challenges [11, 51]. Business intelligence and

data analytics initiatives have been developing web analytics techniques to mine user-

generated content in the form of unstructured data to perform sentiment analysis and

other types of intelligence analysis on consumer opinions and needs, in an attempt to

create new business opportunities [4, 12].

The era of big data is here to stay. To capitalize on the many available opportuni-

ties that arise when “data poor” applications become “data rich,” conceptual modeling

researchers will need to continue to develop models, tools, and techniques to deal with

these relatively new challenges.

3. Overview of Special Issue Papers

The papers in this special issue reflect several main themes, including ontologies,

software development and conceptual modeling, semantic richness in conceptual mod-

els, and business process modeling. These papers are extended versions of work pre-

sented at ER 2013 [20, 30, 33, 35, 41, 45, 64]

3.1. Ontologies

The paper “Ontology-Based Mappings” by Giansalvatore Mecca, Guillem Rull,

Donatello Santoro, and Ernest Teniente investigates the difficult problem of mapping

a source schema to a database when a rich ontology is available. The authors develop

a translation algorithm for doing so. The authors formally represent and test their

proposed expressive language for view definitions. With the rapid evolution of the

Semantic Web and increased adoption of ontologies, this research advances the goal of

incorporating richer ontology schemas into the data translation process.

A second paper in the area of ontologies, entitled “An Ontology-Driven Unifying

Metamodel of UML Class Diagrams, EER, and ORM2”, is by Maria Keet and Pablo

Fillottrani. The authors propose a unified ontology-driven metamodel of the static

structural entities of three main language families: UML class diagrams, ER/EER, and

ORM/ORM2. The metamodel constitutes a theoretical foundation for CASE tool de-

velopment that supports all three language families, facilitating both the expression of

inter-model assertions across models represented in different languages and convert-

ing a model from one language into another. The authors illustrate two practical use

cases of the metamodel and further provide a qualitative assessment of inter-model

assertions.

3.2. Software Development and Conceptual Modeling

The paper “Improving Conceptual Data Models through Iterative Development”

by Tilmann Zäschke, Stefania Leone, Tobias Gmünder, and Moira C. Norrie facilitates

agile development of information systems by introducing the concept of evolvability

as a model quality characteristic. “Evolvability” refers to the expected implications of

future model refactorings in terms of the complexity of the required database evolution

algorithm and the expected volume of data. The authors propose extending the agile

5
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development cycle by using database profiling information to recommend conceptual-

model transformations that will improve system performance. The authors also analyze

the flow of semantic information and, finally, make an interesting case for the use of

object databases in agile development environments.

A second paper that addresses the theme of improving the conceptual-model de-

velopment process is by Van Le, Sebastian Link, and Flavio Ferrarotti. Their paper,

“Empirical Evidence for the Usefulness of Armstrong Tables in the Acquisition of Se-

mantically Meaningful SQL Constraints”, examines how Armstrong tables can help

developers acquire requirements in SQL semantics. For this purpose, the authors em-

pirically measure the usefulness of Armstrong tables. They tackle this problem from

two angles, showing both how (1) Armstrong tables help with recognizing most mean-

ingful SQL constraints, and (2) Armstrong tables do not help with recognizing mean-

ingless SQL constraints. This paper demonstrates how using theoretically sound sam-

ple data can help developers interact with domain experts to acquire domain semantics

more effectively and accurately.

3.3. Semantic Richness in Conceptual Models

The article entitled “The Baquara2 Knowledge-based Framework for Semantic

Enrichment and Analysis of Movement Data” by Renato Fileto, Cleto May, Chiara

Renso, Nikos Pelekis, Douglas Klein, and Yannis Theodoridis proposes a conceptual

model for annotating movement data, which is becoming more ubiquitous in the cur-

rent age of smartphones and wearable computing. The authors’ proposed model sup-

ports geoSPARQL queries referring to movement segments, their annotations, and re-

lationships. In this model, developers annotate movement segments with classes and

instances that come from existing ontologies and Linked Open Data collections. Ex-

periments with geo-referenced social media data and Linked Open Data assess the

effectiveness of an algorithm to annotate movement segments with visited points of

interest, and the viability of the proposed approach for movement data enrichment and

analysis.

One need look no further than the headlines of the news press to see security re-

quirements as another area where additional semantic richness could be beneficial in

our complex modern computing environment. In their paper, “Managing Security Re-

quirements Conflicts in Socio-Technical Systems”, Elda Paja, Fabiano Dalpiaz, and

Paolo Giorgini present an extended version of STS-ml, a security requirements model-

ing and reasoning approach for specifying secure socio-technical systems. It provides

the semantics of the language constructs and a set of modeling primitives to represent

socio-technical systems, their participants, their important assets, and their security

needs. STS-ml employs multi-view modeling by arranging its modeling primitives

into three different, yet complementary, views that together represent the overall STS-

ml model for a proposed system.

3.4. Business Process Modeling

The paper “Improving Business Process Intelligence by Observing Object State

Transitions” by Nico Herzberg, Andreas Meyer, and Mathias Weske addresses the lack

of event information in manual business process execution environments. During such

6
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business process executions, several events happen and certain documents get manip-

ulated. The approach that Herzberg et al. present utilizes the information about the

manipulation of documents, i.e., the state transitions of the data objects—so-called

“object state transition events”—to reason about enablement and termination of busi-

ness process activities. This creates a solid basis for process monitoring and analysis.

The paper discusses a methodology to create the required design-time artifacts that as-

sist with run-time monitoring. The authors demonstrate the applicability of object state

transition events by means of a proof-of-concept implementation of their approach.

4. Conclusion

Challenges in conceptual modeling of how to capture and represent the real world

for inclusion into information systems continues to evolve as business and society re-

quire increasingly complex and interconnected systems. In an era of big data, mobile

computing, social networks, and sophisticated systems applications, the need for effec-

tive conceptual modeling tools and methodologies is arguably more important than in

previous generations of information systems development.

This Data & Knowledge Engineering special issue on ER 2013 intends, in part, to

serve as a platform for identifying and understanding contemporary issues and chal-

lenges in conceptual modeling for information systems development. The selected

papers highlight several emerging areas of research. Taken together, the seven pa-

pers in this special issue illustrate a representative snapshot of the kinds of conceptual-

modeling related work that researchers are conducting in this active and important field.

Indeed, conceptual modeling has much to offer to emerging technologies for business

practices and society. We look forward to the future advances that will continue to be

initiated by this research community.
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