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Abstract

A signed edge domination function (or SEDF) of a simple graph G = (V,E) is a
function f : E → {1,−1} such that

∑

e′∈N [e] f(e
′) ≥ 1 holds for each edge e ∈ E,

where N [e] is the set of edges in G that share at least one endpoint with e. Let γ′

s(G)
denote the minimum value of f(G) among all SEDFs f , where f(G) =

∑

e∈E
f(e). In

2005, Xu conjectured that γ′

s(G) ≤ n− 1, where n is the order of G. This conjecture
has been proved for the two cases vodd(G) = 0 and veven(G) = 0, where vodd(G)
(resp. veven(G)) is the number of odd (resp. even) vertices in G. This article proves
Xu’s conjecture for veven(G) ∈ {1, 2}. We also show that for any simple graph G of
order n, γ′

s
(G) ≤ n + vodd(G)/2 and γ′

s
(G) ≤ n − 2 + veven(G) when veven(G) > 0,

and thus γ′

s
(G) ≤ (4n − 2)/3. Our result improves the best current upper bound of

γ′

s(G) ≤ ⌈3n/2⌉.

Keywords: signed edge domination function, signed edge domination number, trail de-

composition

1 Introduction

This article considers simple and undirected graphs only. For a graph G, let V (G) and

E(G) denote its vertex set and edge set, respectively. For any v ∈ V (G), let EG(v) be the

set of edges in G incident to v, let NG(v) be the set of vertices in G adjacent to v, and

let NG[v] = NG(v) ∪ {v}. EG(v), NG(v) and NG[v] are simply written as E(v), N(v) and

N [v], respectively, when there is no confusion. For any v ∈ V (G), we use dG(v) (or simply

d(v) when there is no confusion) to denote the degree of v in G.
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For a graph G = (V,E), a signed domination function of G is a function f : V → {1,−1}

with the property that f(N [v]) ≥ 1 holds for every v ∈ V , where f(S) =
∑

v∈S f(v) for

each S ⊆ V . The signed domination number of G, denoted by γs(G), is defined to be the

minimum value of f(V ) over all signed domination functions f of G. The parameter γs(G)

was introduced by Dunbar, Hedetniemi, Henning, and Slater [4] and has been studied by

many authors, e.g., [3, 5–7,10,15].

In 2001, Xu [11] introduced signed edge domination functions. For a graph G = (V,E),

a function f : E → {1,−1} is called a signed edge domination function (SEDF) of G

if
∑

e′∈N [e] f(e
′) ≥ 1 holds for every e ∈ E, where e = uv and N [e] = EG(u) ∪ EG(v).

Let Fsed(G) denote the set of SEDFs of G. The signed edge domination number of G,

denoted by γ′s(G), is defined to be the minimum value of f(G) over all f ∈ Fsed(G), where

f(G) =
∑

e∈E f(e).

Observe that the parameter γ′s(G) is an extension of γs(G), as each member f in Fsed(G) is

actually a signed domination function of the line graph L(G), thus implying that γ′s(G) =

γs(L(G)). The parameter γ′s(G) has been studied by many authors, e.g., [1, 2, 8, 11–14].

The following are some known results on γ′s(G) for a graph G of order n and size m:

(i). γ′s(G) ≥ −n2

16 [1];

(ii). for any positive integer r, there exists an r-connected graph H such that γ′s(H) ≤

− r
6 |V (H)| [1];

(iii). γ′s(G) ≥ 2α′(G)−m
3 , where α′(G) is the size of a largest matching of G [2];

(iv). γ′s(G) ≥ n−m for n ≥ 4 [12];

(v). γ′s(G) ≤ 11n
6 − 1 [13];

(vi). γ′s(G) ≤ ⌈3n2 ⌉ [8].

In this article, we will improve the upper bounds of γ′s(G) by establishing the following

result. A vertex in a graph G is called an odd vertex (resp. even vertex) if it is of odd

degree (resp. even degree) in G. Let vodd(G) (resp. veven(G)) denote the number of odd

(resp. even) vertices in G. Clearly, vodd(G) is even.

Theorem 1 For any graph G of order n,

(a) γ′s(G) ≤ n+ vodd(G)/2;

(b) γ′s(G) ≤ n− 2 + veven(G) when veven(G) > 0;

and hence γ′s(G) ≤ (4n− 2)/3.
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The most challenging and interesting problem on γ′s(G) may be the following conjecture

proposed by Xu [12] in 2005.

Conjecture 1 ([12]) For any simple graph G of order n, γ′s(G) ≤ n− 1 holds.

As far as we know, Conjecture 1 has been only proved for a few cases. Karami, Khodkar,

and Sheikholeslami [8] showed that Conjecture 1 holds when vodd(G) ∈ {0, n}. In the case

vodd(G) = n, Akbari, Esfandiari, Barzegary, and Seddighin [2] strengthened the result to

γ′s(G) ≤ n− 2α′(G)
3 , where α′(G) is the size of a maximum matching in G. In this paper,

we prove that γ′s(G) ≤ n− 1 if veven(G) ∈ {1, 2}.

Theorem 2 Conjecture 1 holds for any simple graph G with veven(G) ∈ {1, 2}.

In Section 2, we introduce a subfamily F0
sed(G) of Fsed(G) and establish some basic results

for proving the main results in the following sections. Theorem 1 (a) and (b) are proved in

Sections 3 and 4, respectively. By Theorem 1 (b), Conjecture 1 holds for veven(G) = 1. In

Section 5, we show that Conjecture 1 holds for veven(G) = 2, and thus Theorem 2 follows.

In Section 6, we propose a conjecture to replace Conjecture 1, as we think there exists a

member f in F0
sed(G) with f(G) ≤ n − 1 for any graph G of order n. We also propose a

conjecture for the lower bound of γ′s(G) when G is 2-connected.

2 A subset F0
sed(G) of Fsed(G)

Let G be a simple graph. For any f : E(G) → {1,−1} and v ∈ V (G), let f(v) =
∑

e∈EG(v)

f(e) and let f(S) =
∑

e∈S
f(e), where S ⊆ E(G). Let F0

sed(G) denote the set of

functions f : E(G) → {1,−1} satisfying the two conditions below:

(a) f(v) ≥ 0 for all v ∈ V (G); and

(b) f(u) + f(v) ≥ 2 for each e = uv ∈ E(G) with f(e) = 1.

Lemma 1 F0
sed(G) ⊆ Fsed(G).

Proof. Let f be any member in F0
sed(G) and let e = v1v2 ∈ E(G). It follows from the

definition of F0
sed(G) that f(vi) ≥ 0 for i = 1, 2 and f(v1) + f(v2) ≥ 2 holds whenever

f(e) = 1, thus implying f(v1) + f(v2) ≥ 1 + f(e). Consequently,

f(N [e]) = f(v1) + f(v2)− f(e) ≥ 1 + f(e)− f(e) = 1.

Hence f ∈ Fsed(G) and the result holds. ✷
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For S ⊆ V (G), let G[S] denote the subgraph of G induced by S. If E1 and E2 form a

partition of E(G) and fi : Ei → {1,−1}, let f1 ∗ f2 be the function f : E(G) → {1,−1}

defined by f(e) = fi(e) whenever e ∈ Ei.

Lemma 2 Let G be a separable graph with V (G) = V1 ∪ V2, V1 ∩ V2 = {v0} and E(G) =

E(G[V1]) ∪ E(G[V2]). If fi ∈ F0
sed(G[Vi]) for i = 1, 2, then f = f1 ∗ f2 ∈ F0

sed(G) with

f(G) = f1(G[V1]) + f2(G[V2]).

Proof. Note that E(G[V1]) and E(G[V2]) form a partition of E(G) and thus f1 ∗f2 is well

defined. By the definition of f , it is obvious that f(G) = f1(G[V1]) + f2(G[V2]). Next, by

the definition of f , for any v ∈ V (G),

f(v) =

{

f1(v0) + f2(v0), if v = v0;
fi(v), if v ∈ Vi − {v0}, i = 1, 2.

(1)

As fi ∈ F0
sed(G[Vi]) for i = 1, 2, we have f(v) ≥ 0 for each v ∈ V (G) by (1). Now, let e

be any edge in E(G) with f(e) = 1. We may assume that e = v1v2 ∈ E(G[V1]), and thus

f1(e) = f(e) = 1. As f1 ∈ F0
sed(G[V1]), f1(v1) + f1(v2) ≥ 2. By (1) and the assumption

that f2 ∈ F0
sed(G[V2]), we have

f(v1) + f(v2) ≥ f1(v1) + f1(v2) ≥ 2.

Hence f ∈ F0
sed(G) as required. ✷

In the following, we assume that v0 is a vertex in a 2-connected graph G with dG(v0) = 2.

Lemma 3 Let G be a simple graph, and let v0 ∈ V (G) with NG(v0) = {u1, u2}.

(i). For u1u2 ∈ E(G) and g ∈ F0
sed(G

′), where G′ = G − u1u2 − v0, as shown in

Figure 1(b), let f : E(G) → {1,−1} be defined below:

f(e) =







g(e), if e ∈ E(G′);
1, if e = v0ui, i = 1, 2;
−1, if e = u1u2.

Then, f ∈ F0
sed(G) with f(G) = g(G′) + 1.

(ii). For u1u2 /∈ E(G) and g ∈ F0
sed(G

′), where G′ = G + u1u2 − v0, as shown in

Figure 2(b), let f : E(G) → {1,−1} be defined below:

f(e) =







g(e), if e ∈ (E(G′)− {u1u2});
1, if e = u1v0;
g(u1u2), if e = u2v0.

Then, f ∈ F0
sed(G) with f(G) = g(G′) + 1.
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· · · · · ·

v0

u1 u2

· · · · · ·

u1 u2

−1

+1 +1

(a) G (b) G′ (= G− u1u2 − v0)

Figure 1: Graphs G and G′ (= G− u1u2 − v0).

· · · · · ·

v0

u1
u2

· · · · · ·

u1 u2

g(u1u2)+1

g(u1u2)

(a) G (b) G′ (= G+ u1u2 − v0)

Figure 2: Graphs G and G′ (= G+ u1u2 − v0).

Proof. (i). By the definition of f , for any v ∈ V (G), we have

f(v) =

{

g(v), if v ∈ V (G)− {v0};
2, if v = v0.

For any uv ∈ E(G) − {v0u1, v0u2, u1u2} such that f(uv) = 1, we have f(u) + f(v) =

g(u) + g(v) ≥ 2. For v0ui, i ∈ {1, 2}, we have f(v0) + f(ui) = 2 + g(ui) ≥ 2. Thus,

g ∈ F0
sed(G

′) implies f ∈ F0
sed(G).

(ii). If g(u1u2) = 1, then by the definition of f , we have

f(v) =

{

g(v), if v ∈ V (G)− {v0};
2, if v = v0.

For any uv ∈ E(G)−{v0u1, v0u2} such that f(uv) = 1, we have f(u)+f(v) = g(u)+g(v) ≥

2. For v0ui, i ∈ {1, 2}, we have f(v0) + f(ui) = 2 + g(ui) ≥ 2. Thus, f ∈ F0
sed(G) in this

case.

If g(u1u2) = −1, then, by the definition of f , we obtain

f(v) =







g(v), if v ∈ V (G)− {u1, v0};
g(u1) + 2, if v = u1;
0, if v = v0.

5



For any uv ∈ E(G)−{v0u1, v0u2} such that f(uv) = 1, we have f(u)+f(v) ≥ g(u)+g(v) ≥

2. For the positive edge v0u1, we have f(v0)+f(u1) = 0+g(u1)+2 ≥ 2. Thus, f ∈ F0
sed(G)

in this case. ✷

3 γ ′
s(G) ≤ n+ vodd(G)/2

For any graph G and f : E(G) → {1,−1}, let If (G) = {v ∈ V (G) : f(v) = 0}. We

will prove the main result in this section by applying the following result due to Karami,

Khodkar, and Sheikholeslami [8].

Theorem 3 ([8]) For any simple graph G of order n with vodd(G) = 0, there exists

f ∈ F0
sed(G) with If (G) 6= ∅ and f(u) ∈ {0, 2} for all u ∈ V (G).

Proposition 1 For any simple graph G of order n, there is f ∈ F0
sed(G) such that f(G) ≤

n+ vodd(G)/2.

Proof. It is sufficient to prove for the case when G is connected. It can be easily verified

that the result holds whenever n ≤ 3. Now assume that n ≥ 4 and the result holds for

any connected graph of order at most n− 1.

If G is not 2-connected, by assumption, the result holds for each block of G. Assume that

G has k blocks, then by using Lemma 2 k − 1 times, we will see the result holds for G. If

G is 2-connected and δ(G) = 2, then the result also holds by assumption and Lemma 3.

If vodd(G) = 0, then the result follows from Theorem 3. In the following, we assume that

G is 2-connected with δ(G) ≥ 3 and vodd(G) > 0.

For convenience, let k = vodd(G)/2 in the proof, where k ≥ 1. Let U = {u1, u2, . . . , u2k}

be the set of odd vertices in G, and let G′ be the graph obtained from G by adding a

new vertex w and 2k new edges joining w to all vertices in U . Clearly, vodd(G
′) = 0 and

E(G′) = E(G) ∪ {wui : 1 ≤ i ≤ 2k}.

By Theorem 3, there exists g ∈ F0
sed(G

′) with Ig(G
′) 6= ∅ and g(u) ∈ {0, 2} for all

u ∈ V (G′). Thus g(w) ∈ {0, 2}. As E(G′) = E(G) ∪ EG′(w), g(G′) = g(w) + g(E(G))

holds. Thus, we have the following conclusion.

Claim 1: g(E(G)) = g(G′)− g(w).

Let U1 be the set of vertices ui ∈ U with g(wui) = +1 and U2 = U − U1. As g(w) =

|U1| − |U2| and |U1|+ |U2| = dG′(w) = 2k, the following conclusion holds.

Claim 2: |U1| = k + g(w)/2.
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U1 is then partitioned into A and B, where A is the set of ui ∈ U1 with g(ui) = 2. Let C be

the set of vertices v ∈ V (G)−U with g(v) = 0 as shown in Figure 3. Then B∪C ⊆ Ig(G
′).

Note that w ∈ Ig(G
′) if and only if g(w) = 0. Thus the following claim holds.

w

A B U2

C

G

Figure 3: G = G′ − w, NG′(w) = A ∪B ∪ U2 and B ∪ C ⊆ Ig(G
′).

Claim 3: |Ig(G
′)| ≥ |B|+ |C|+ 1− g(w)/2.

By Theorem 3, we have g(G′) = 1
2

∑

u∈V (G′) g(u) = (n+1)− |Ig(G
′)|. Thus, the following

conclusions follows from Claims 1 and 3.

Claim 4: g(E(G)) ≤ n− (|B|+ |C|+ g(w)/2).

Let v be any vertex in V (G). As δ(G) ≥ 3, dG′(v) ≥ 4 holds. Since g(v) ∈ {0, 2}, v is

incident with some edge e ∈ E(G) with g(e) = −1. Thus, there exists a subset E1 of E(G)

with g(e) = −1 for all e ∈ E1 such that each v ∈ A ∪ B is incident with some edge in E1

(recall that g(uw) = 1 for u ∈ A ∪ B = U1). Let E1 be a minimal one of such sets; note

that |E1| ≤ |A|+ |B|.

Let f : E(G) → {+1,−1} be the function defined by f(e) = +1 for all e ∈ E1 and

f(e) = g(e) for all e ∈ E(G)−E1. It can be easily verified that f ∈ F0
sed(G) holds by the

following facts:

(i). For each ui ∈ A ∪B, we have f(ui) ≥ g(ui)− g(wui) + 2 = g(ui) + 1 ≥ 1.

(ii). For each ui ∈ U2, we have f(ui) ≥ g(ui)− g(wui) = g(ui) + 1 ≥ 1.

(iii). For each v ∈ V (G)− U , we have f(v) ≥ g(v) ≥ 0.

(iv). For each e = v1v2 ∈ E(G) with f(e) = +1, if e ∈ E1, then f(v1) + f(v2) ≥

g(v1) + g(v2) + 2 ≥ 2; if e ∈ E(G)− E1, then f(v1) + f(v2) ≥ g(v1) + g(v2) ≥ 2.

By the definition of f and Claim 4, we have

f(G) = g(E(G)) + 2|E1|

≤ n− (|B|+ |C|+ g(w)/2) + 2(|A| + |B|)

= n+ 2|A| + |B| − |C| − g(w)/2.
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Thus, the following conclusion holds.

Claim 5: γ′s(G) ≤ n+ 2|A| + |B| − |C| − g(w)/2.

Similarly, there exists a subset E2 of E(G) with g(e) = −1 for all e ∈ E2 such that each

v ∈ B ∪ C is incident with some edge in E2. Let E2 be a minimal one of such sets; note

that |E2| ≤ |B|+ |C|.

Let f ′ : E(G) → {+1,−1} be the function defined by f ′(e) = +1 for all e ∈ E2 and

f ′(e) = g(e) for all e ∈ E(G)−E2. Again, it can be verified easily that f ′ ∈ F0
sed(G) holds

by the following facts:

(i). For each u ∈ A, we have f ′(u) ≥ g(u) − 1 = 2− 1 = 1.

(ii). For each u ∈ B, we have f ′(u) ≥ g(u) − 1 + 2 = 0− 1 + 2 = 1.

(iii). For each u ∈ U2, we have f ′(u) ≥ g(u) + 1 ≥ 0 + 1 = 1.

(iv). For each u ∈ C, we have f ′(u) ≥ g(u) + 2 = 0 + 2 ≥ 2.

(v). For each u ∈ V (G) − U − C, we have f ′(u) ≥ g(u) = 2.

(vi). For each e = v1v2 ∈ E(G) with f ′(e) = +1, we have f(v1) + f(v2) ≥ 1 + 1 = 2.

By the definition of f ′ and Claim 4, we have

f ′(G) = g(E(G)) + 2|E2|

≤ n− (|B|+ |C|+ g(w)/2) + 2(|B|+ |C|)

= n+ |B|+ |C| − g(w)/2.

Thus, the following conclusion holds.

Claim 6: γ′s(G) ≤ n+ |B|+ |C| − g(w)/2.

By Claims 5 and 6, γ′s(G) ≤ n+ |A|+ |B|−g(w)/2 = n+ |U1|−g(w)/2 holds. By Claim 2,

we have γ′s(G) ≤ n+ k = n+ vodd(G)/2. ✷

4 γ ′
s(G) ≤ n− 2 + veven(G) when veven(G) > 0

In this section, the following exact values of γ′s(Km,n) will be used.

Theorem 4 ([1]) Let m and n be two positive integers, where m ≤ n. Then:

(i). If m and n are even, then γ′s(Km,n) = min{2m,n}.
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(ii). If m and n are odd, then γ′s(Km,n) = min{2m− 1, n}.

(iii). If m is even and n is odd, then γ′s(Km,n) = min{3m,max{2m,n + 1}}.

(iv). If m is odd and n is even, then γ′s(Km,n) = min{3m− 1,max{2m,n}}.

In the proof of the part (b) of Theorem 1, we shall need the parts (i) and (iii) of Theorem

4. In these two cases, actually Akbari et al. proved that there exists f ∈ F0
sed(G) such

that f(Km,n) = γ′s(Km,n).

Proposition 2 For any simple graph G of order n, if veven(G) > 0, then there is an

f ∈ F0
sed(G) such that f(G) ≤ n− 2 + veven(G), and thus γ′s(G) ≤ n− 2 + veven(G).

Proof. When veven(G) = 0, by Theorem 7 in [8], there exists f ∈ F0
sed(G) with f(G) ≤

|V (G)| − 1. So it is sufficient to prove the case when G is connected. It can be easily

verified that the result holds whenever n ≤ 3. Now assume that n ≥ 4 and the result holds

for any graph of order at most n − 1. By Lemma 2, we only need to prove the result for

2-connected graphs. Let veven(G) = t ≥ 1, and let W = {w1, w2, . . . wt} be the set of all

even vertices.

Claim 1: If W is an independent set, then there exists f ∈ F0
sed(G) such that f(G) ≤

n− 2 + veven(G).

Assume that w1 has the minimum degree among all elements in W . Let dG(w1) = 2s,

s ≥ 1, and assume that NG(w1) = {u1, u2, . . . , u2s}. Consider G′ = G − w1. Since G has

no cut vertex, G′ is connected. Clearly, |V (G′)| = n− 1 and vodd(G
′) = n− t− 2s.

Case 1.1. n− t− 2s ≥ 2, i.e., G′ is not an Eulerian graph.

In this case, G′ can be decomposed into (n− t− 2s)/2 trails T1, . . . , T(n−t−2s)/2, and the

endpoints of these (n− t−2s)/2 trails correspond to all odd vertices of G′. Now, we define

the function f1 : E(G) → {1,−1} as follows:

(i). for each Ti, 1 ≤ i ≤ (n − t − 2s)/2, starting with +1, we assign +1 and −1 to the

edges of Ti alternatively. When the trail has even number of edges, we change the

value of the last edge to +1;

(ii). for each edge w1ui, 1 ≤ i ≤ 2s, we set f1(w1ui) = +1; and

(iii). for any wi, 2 ≤ wi ≤ t, if the weight of wi till now is 0, then we choose any negative

edge incident to wi and change it to a positive one.

It follows from the construction that

f1(G) ≤ 2 ·
n− t− 2s

2
+ 2s+ 2(t− 1) = n− 2 + t = n− 2 + veven(G).
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Next, after Step (i), the weight of any vertex in V (G) − W − NG(w1) is at least 1, and

the weight of vertices in (W − {w1}) ∪ NG(w1) is 0 or at least 2. After Step (ii), f(w1)

is 2s; the weight of vertices in NG(w1) has increased by 1, and others remain unchanged.

Finally, after Step (iii), all the vertices in W − {w1} are of the weight at least 2.

Hence f1 ∈ F0
sed(G), and γ′s(G) ≤ f1(G) ≤ n− 2 + veven(G).

Case 1.2. n− t− 2s = 0, i.e., G′ is an Eulerian graph, and 2s ≥ 4.

Because G′ is an Eulerian graph, so it has an Eulerian circuit. Now we define the function

f2 : E(G) → {1,−1} as follows:

(i). for a fixed Eulerian circuit of G′, starting from the vertex u1, walking along the

Eulerian circuit, we assign +1 and −1 alternatively starting with +1;

(ii). we set f2(w1ui) = 1, 1 ≤ i ≤ 2s if |E(G′)| is even; otherwise, if |E(G′)| is odd, we

set f2(w1u1) = −1 and f2(w1ui) = 1, 2 ≤ i ≤ 2s; and

(iii). for any wi, 2 ≤ wi ≤ t, choose any negative edge incident to wi and change it to a

positive one.

After Step (i), if G′ has an even number of edges, then each vertex in G′ has weight 0;

if G′ has an odd number of edges, then f2(u1) = 2, and all other vertices have weight 0.

Next, after Step (ii), all vertices in NG(w1) have weight 1, and f2(w1) ≥ 2s − 2 ≥ 2, and

all vertices in W − {w1} have weight 0. Finally, after Step (iii), all vertices in W − {w1}

have weight 2, and others do not decrease.

Hence f2 ∈ F0
sed(G). Recall that in this case n− t− 2s = 0, we have

γ′s(G) ≤ f2(G) = 0 + 2s+ 2(t− 1) = 2s+ 2t− 2 = n+ t− 2 = n− 2 + veven(G)

when |E(G′)| is even, and

γ′s(G) ≤ f2(G) = 1 + (2s − 2) + 2(t− 1) = 2s + 2t− 3 = n+ t− 3 = n− 3 + veven(G)

when |E(G′)| is odd.

Case 1.3. n− t− 2s = 0 and 2s = 2.

In this case, if n is odd, then G = K2,n−2. Then, if n ≥ 5, there exists f3 ∈ F0
sed(G)

such that f3(G) = γ′s(G) = γ′s(K2,n−2) = min{6,max{4, n − 1}}. Hence there exists

f3 ∈ F0
sed(G) such that

γ′s(G) = f3(G) =







2, if n = 3,
4, if n = 5,
6, if n ≥ 7.

Therefore γ′s(G) = f3(G) ≤ n− 2 + veven(G) holds.
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If n is even, then G = K2,n−2+u1u2. There exists f ∈ F0
sed(K2,n−2) such that f(K2,n−2) =

γ′s(K2,n−2) = min{4, n−2}, n ≥ 4. Now we extend f by assigning +1 to u1u2, thus obtain

f4 ∈ F0
sed(G) such that f4(G) = γ′s(K2,n−2) + 1 = min{4, n − 2}+ 1. That is, there exists

f4 ∈ F0
sed(G) such that

γ′s(G) ≤ f4(G) =

{

3, if n = 4,
5, if n ≥ 6.

Therefore γ′s(G) ≤ f4(G) ≤ n− 2 + veven(G) holds.

Claim 2: If W is not an independent set, then there is an f ∈ F0
sed(G) such that

f(G) ≤ n− 2 + veven(G).

In this case, we find a maximal matching M in G[W ]. Assume that |M | = p and consider

the graph G′′ = G−M , with n vertices and veven(G
′′) = t− 2p.

Case 2.1. t− 2p ≥ 1.

Since M is maximal in G[W ], the t− 2p even vertices in G′′ form an independent set. By

Claim 1, there is an f5 ∈ F0
sed(G

′′) such that f5(G
′′) ≤ n− 2 + veven(G

′′). We now extend

f5 by adding M to G′′ and letting each edge in M be a positive edge. Thus we obtain

f ′

5 ∈ F0
sed(G) such that γ′s(G) ≤ f ′

5(G) = f5(G
′′)+ p ≤ n− 2+ t− 2p+ p = n− 2+ t− p <

n− 2 + veven(G).

Case 2.2. t− 2p = 0, i.e., M is a perfect matching of G[W ].

In this subcase, vodd(G
′′) = n. Karami et al. [8] proved that for a graph G with n vertices

in which each vertex is of odd degree, there exists f ∈ F0
sed(G) such that γ′s(G) ≤ n − 1.

So there is f6 ∈ F0
sed(G

′′) such that f6(G
′′) ≤ n − 1. We now extend f6 by adding M to

G′′ and letting each edge in M be a positive edge. Thus we obtain f ′

6 ∈ F0
sed(G) such that

γ′s(G) ≤ f ′

6(G) = f6(G
′′) + p ≤ n− 1 + p = n− 1 + veven(G)

2 ≤ n− 2 + veven(G).

Thus, Claim 2 holds and the proof is complete. ✷

Corollary 1 Conjecture 1 holds for the case veven(G) = 1.

Now we prove Theorem 1.

Proof of Theorem 1. From Propositions 1 and 2, we can see that γ′s(G) ≤ n+vodd(G)/2,

and γ′s(G) ≤ n− 2 + veven(G) when veven(G) > 0.

So when veven(G) > 0, we have

3γ′s(G) ≤ 2(n+ vodd(G)/2) + (n− 2 + veven(G)) = 3n+ vodd(G) + veven(G)− 2 = 4n− 2,

and hence γ′s(G) ≤ (4n− 2)/3.

When veven(G) = 0, i.e., vodd(G) = n, it was proved in [8] that γ′s(G) ≤ n − 1. Hence

γ′s(G) ≤ (4n − 2)/3 also holds. ✷
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5 Conjecture 1 for veven(G) = 2

Proposition 3 For any simple graph G of order n, if veven(G) = 2, then there is an

f ∈ F0
sed(G) such that f(G) ≤ n− 1, and thus γ′s(G) ≤ n− 1.

Proof. It can be easily verified that the result holds whenever n ≤ 3. So assume that

n ≥ 4 and the result holds for any graph of order at most n− 1.

Let G be a simple graph of order n with veven(G) = 2, and let w1, w2 be the two vertices

of even degree.

Claim 1: Proposition 3 holds for G when it is disconnected.

Assume that G1, G2, . . . , Gk are the components of G, where k ≥ 2. Then veven(Gi) ≤ 2

and |V (Gi)| ≤ n− 1 for all i = 1, 2, . . . , k. For any Gi, where 1 ≤ i ≤ k, if veven(Gi) = 0,

by the proof in [8], there exists fi ∈ F0
sed(Gi) with fi(Gi) ≤ |V (Gi)| − 1; otherwise, by

the assumption above and Proposition 2, there exists fi ∈ F0
sed(Gi) such that fi(Gi) ≤

|V (Gi)| − 1.

Let f be the mapping E(G) → {1,−1} defined by f |E(Gi) = fi for all 1 ≤ i ≤ k. It is easy

to see that f ∈ F0
sed(G) with

f(G) =

k
∑

i=1

f(Gi) ≤
k

∑

i=1

(|V (Gi)| − 1) = n− k ≤ n− 2.

Thus, Claim 1 holds.

Claim 2: Proposition 3 holds for G when d(wi) = 2 for some i ∈ {1, 2}.

Assume that d(w1) = 2. Let N(w1) = {u1, u2}.

If u1u2 ∈ E(G), then consider the graph G − u1u2 − w1. G − u1u2 − w1 is a simple

graph of order n − 1 and veven(G − u1u2 − w1) = 1. By Proposition 2, there exists

g ∈ F0
sed(G− u1u2 −w1) such that g(G− u1u2 −w1) ≤ (n− 1)− 2 + 1 = n− 2. Then, by

Lemma 3 (i), there exists f ∈ F0
sed(G) such that f(G) = g(G − u1u2 − w1) + 1 ≤ n − 1.

If u1u2 /∈ E(G), then similarly, by applying Proposition 2 and Lemma 3 (ii), we can show

that there exists f ∈ F0
sed(G) with f(G) ≤ n− 1.

Thus, Claim 2 holds.

According to Claims 1 and 2, in the following, we may assume that G is connected and

d(wi) ≥ 4 for i = 1, 2.

Let N0 = NG(w1) ∩NG(w2), N1 = NG(w1)−NG(w2)− {w2}, N2 = NG(w2)−NG(w1)−

{w1}, and N3 = V (G) − (N0 ∪ N1 ∪ N2 ∪ {w1, w2}). Set ni = |Ni| for 0 ≤ i ≤ 3. Then

n0 + n1 + n2 + n3 = vodd(G) = n− 2.
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Case 1. w1w2 /∈ E(G).

We divide this case into two subcases, depending on whether w1 and w2 share a neighbour

or not, i.e., n0 ≥ 1 or n0 = 0.

Case 1.1. w1w2 /∈ E(G) and n0 ≥ 1.

Consider the graph G′ = G − w1. Note that vodd(G
′) = n2 + n3, and so G′ can be

decomposed into (n2 + n3)/2 trails {T1, T2, . . . , T(n2+n3)/2}, whose endpoints corresponds

to all odd vertices of G′.

If Ti has odd length, we assign +1 and −1 alternatively to the edges of Ti, starting and

ending with +1; this weight assignment in an odd trail is called a proper assignment.

When Ti has even length t, there are exactly t
2 vertices on Ti, each of which can naturally

divide Ti into two subtrails with odd length. We call these t
2 vertices good. For each Ti

with even length, choose a good vertex ui of Ti. We can assign +1 and −1 alternatively

to edges in the two subtrails of Ti divided by ui such that both starting and ending edges

in each subtrail are assigned +1. This weight assignment of edges in an even trail Ti is

called a proper assignment with respect to ui. Let T1 = {T1, T2, . . . , T(n2+n3)/2}.

Claim 3: In Case 1.1, Proposition 3 holds for G when there is at least one trail of odd

length in T1.

Assume that there is at least one trail of odd length in T1. For each Ti ∈ T1 with even

length, let ui be a good vertex of Ti. We define a function f1 : E(G) → {1,−1} as follows:

each odd trial Ti ∈ T1 is equipped with a proper assignment, and each even trail Ti ∈ T1

is equipped with a proper assignment with respect to ui. Then we assign +1 to each edge

incident to w1. If the weight of w2 till now is 0, we choose any negative edge incident to

w2 and change it to a positive one.

Now we have f1(w1) = d(w1) ≥ 4, f1(w2) ≥ 2, and f1(u) ≥ 1 for each u ∈ V (G)−{w1, w2}.

So f1 ∈ F0
sed(G) and hence γ′s(G) ≤ f1(G) ≤ 1+2(n2+n3

2 − 1)+n1+n0 +2 = n− 1. Thus

Claim 3 holds.

Claim 4: In Case 1.1, if all trails in T1 have even length, then either w2 or some vertex

x ∈ N0 is a good vertex of some trail Tj ∈ T1.

Assume that all trails in T1 have even length. Then, some edge w2x, where x ∈ N0, must

be in some Tj ∈ T1. Obviously, either w2 or x is a good vertex in Tj. Thus Claim 4 holds.

Claim 5: In Case 1.1, Proposition 3 holds for G when all trails in T1 have even length.

Assume that all trails in T1 have even length. By Claim 4, either w2 or some vertex x ∈ N0

is a good vertex of some trail Tj ∈ T1.

If w2 is good, we define a function f2 : E(G) → {1,−1} as follows. We equip Tj with the
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proper assignment with respect to w2, and for each Ti ∈ T1 − {Tj}, we equip Ti with a

proper assignment (with respect to any good vertex). Then we assign +1 to each edge

incident to w1.

Now we have f2(w1) = d(w1) ≥ 4, f2(w2) ≥ 2, and f2(u) ≥ 1 for each u ∈ V (G)−{w1, w2}.

So f2 ∈ F0
sed(G) and hence γ′s(G) ≤ f2(G) = 2 · n2+n3

2 + n1 + n0 = n− 2.

If x is good, we define a function f3 : E(G) → {1,−1} as follows. We equip Tj with the

proper assignment with respect to x, and for each Ti ∈ T1 − {Tj}, we equip Ti with a

proper assignment (with respect to any good vertex). Then we assign −1 to w1x and +1

to any other edge incident to w1. If the weight of w2 till now is 0, we choose any negative

edge incident to w2 and change it to a positive one.

Now we have f3(w1) = d(w1) − 2 ≥ 2, f3(w2) ≥ 2, f3(x) ≥ 2 − 1 = 1, and f3(u) ≥ 1 for

each u ∈ V (G) − {w1, w2, x}. So f3 ∈ F0
sed(G) and hence γ′s(G) ≤ f3(G) ≤ 2 · n2+n3

2 +

(n1 + n0 − 2) + 2 = n− 2. Thus Claim 5 holds.

By Claims 3 and 5, Proposition 3 holds for G in Case 1.1.

Case 1.2. w1w2 /∈ E(G) and n0 = 0.

Claim 6: Proposition 3 holds for G in Case 1.2.

Choose edges e1, e2 incident to w1 and edges e3, e4 incident to w2.

w1

· · ·

w2

· · ·

e1 e2
e3 e4

Figure 4: Case 1.2.

As n0 = 0, N0 = N(w1) ∩ N(w2) = ∅. Thus, by the condition that d(wi) ≥ 4 for both

i = 1, 2, we have n ≥ 2 + 4 · 2 = 10. Let G′′ denote the graph G−{e1, e2, e3, e4}. Observe

that vodd(G
′′) = vodd(G)−4 = n−6 > 0. Thus E(G′′) can be decomposed into t = (n−6)/2

trails, say T1, T2, . . . , Tt. We now define the function f4 : E(G) → {1,−1} as follows:

• f4(ei) = 1 for i = 1, 2, 3, 4; and

• each odd trial Ti is equipped with a proper assignment, and each even trail Ti is

14



equipped with a proper assignment with respect to some good vertex.

Observe that f4(wi) ≥ 2 for i = 1, 2 and f4(u) ≥ 1 for all u ∈ V (G) − {w1, w2}. Thus

f4 ∈ F0
sed(G). Also note that f4(G) ≤ 2t+ 4 = 2(n− 6)/2 + 4 = n− 2. So Claim 6 holds.

Case 2. w1w2 ∈ E(G).

Similarly as in Case 1, we divide this case into two subcases, depending on whether w1

and w2 share a neighbour or not.

Case 2.1. w1w2 ∈ E(G) and n0 ≥ 1.

Claim 7: Proposition 3 holds for G in Case 2.1.

Consider the graph G′ = G−w1. Note that vodd(G
′) = n2 + n3 + 1, and so G′ can be de-

composed into (n2+n3+1)/2 trails {T1, T2, . . . , T(n2+n3+1)/2} whose endpoints correspond

to all odd vertices of G′. Let T2 = {T1, T2, . . . , T(n2+n3+1)/2}.

Case 2.1 is now divided into two subcases.

Case 2.1.1. Some trail in T2 has an odd length.

We define a function g1 : E(G) → {1,−1} as follows. Each trail Ti ∈ T2 of odd length

is equipped with a proper assignment, and each trail Ti ∈ T2 of even length is equipped

with a proper assignment with respect to some good vertex of Ti. Then we assign +1 to

each edge incident to w1.

Now we have g1(w1) = d(w1) ≥ 4, g1(w2) ≥ 2, and g1(u) ≥ 1 for each u ∈ V (G)−{w1, w2}.

So g1 ∈ F0
sed(G) and hence γ′s(G) ≤ g1(G) ≤ 1 + 2(n2+n3+1

2 − 1) + n1 + n0 + 1 = n− 1.

Case 2.1.2. All trails in T2 have even length.

Choose any x ∈ N0 and assume that w2x is an edge in T1. Then, either w2 or x is

good in T1. Let u1 = w2 if w2 is good in T1, and u1 = x otherwise. For any i =

2, 3, . . . , (n2 + n3 + 1)/2, let ui be any good vertex of Ti.

We define a function g2 : E(G) → {1,−1} as follows. We first equip each Ti with a proper

assignment with respect to ui. Then, we assign −1 to w1u1, and finally, we assign +1 to

any other edge incident with w1.

If u1 = w1, then g2(w1) = d(w1) − 2 ≥ 2, g2(w2) ≥ 2 − 1 = 1, and g2(u) ≥ 1 for each

u ∈ V (G)−{w1, w2}. So g2 ∈ F0
sed(G) and hence γ′s(G) ≤ g2(G) ≤ 2·n2+n3+1

2 +n1+n0−1 =

n− 2.

If u1 = x, then g2(w1) = d(w1)− 2 ≥ 2, g2(w2) ≥ 1, g2(x) ≥ 2− 1 = 1, and g2(u) ≥ 1 for

each u ∈ V (G) − {w1, w2, x}. So g2 ∈ F0
sed(G) and hence γ′s(G) ≤ g2(G) ≤ 2 · n2+n3+1

2 +

(n1 + n0 − 2 + 1) = n− 2.
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Hence Claim 7 holds.

Case 2.2. w1w2 ∈ E(G) and n0 = 0.

Claim 8: Proposition 3 holds for G in Case 2.2.

Choose x1 ∈ N1 and x2 ∈ N2 and consider the graph G′′′ = G − {e0, e1, e2}, where

e0 = w1w2, e1 = w1x1, and e2 = w2x2.

w1

· · ·

w2

· · ·

e1 e2

e0

Figure 5: Case 2.2.

As n0 = 0, N0 = N(w1) ∩ N(w2) = ∅. Thus, by the condition that d(wi) ≥ 4 for both

i = 1, 2, we have n ≥ 2+3 ·2 = 8. Observe that vodd(G
′′′) = vodd(G)−2 = n−4 > 0. Thus

E(G′′′) can be decomposed into t = (n − 4)/2 trails, say T1, T2, . . . , Tt. We now define a

function g3 : E(G) → {1,−1} as follows:

• g3(ei) = 1 for i = 0, 1, 2; and

• each odd trial Ti is equipped with a proper assignment and each even trail Ti is

equipped with a proper assignment with respect to some good vertex.

Observe that g3(wi) ≥ 2 for i = 1, 2, and g3(u) ≥ 1 for all u ∈ V (G) − {w1, w2}. Thus

g3 ∈ F0
sed(G). Also note that g3(G) ≤ 2t + 3 = 2(n − 4)/2 + 3 = n − 1, and so Claim 8

holds, which eventually finishes the proof. ✷

Note that Theorem 2 follows directly from Proposition 2 for the case veven(G) = 1 and

from Proposition 3 for the case veven(G) = 2.

6 Concluding remarks

Karami et al. [8] proved Conjecture 1 for the two cases vodd(G) = 0 or n by showing the

existence of f ∈ F0
sed(G) with f(G) ≤ n − 1. In the proof of Propositions 1, 2 and 3, all

defined members in Fsed(G) also belong to F0
sed(G). Therefore, we believe Conjecture 1

can be strengthened to the following one.
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Conjecture 2 For any simple graph G of order n, there exists f ∈ F0
sed(G) with f(G) ≤

n− 1.

In 2005, Xu [12] proved the following sharp lower bound of γ′s(G).

Theorem 5 ([12]) Let G be a graph with n vertices, m edges and δ(G) ≥ 1. Then

γ′s(G) ≥ n−m.

Then Karami et al. [9] characterized all simple connected graphs G for which γ′s(G) =

n − m. These graphs all have many vertices of degree 1. If we restrict graphs to have

higher connectivity or larger minimum degree, a better lower bound can be expected. So

we raise the following conjecture.

Conjecture 3 Let G be a 2-connected graph with n vertices and m edges, and without

two adjacent degree 2 vertices. Then γ′s(G) ≥ 2n−m.

If the conjecture above is correct, then the lower bound is also sharp. For example,

γ′s(K4 − e) = 3 = 2n−m.

Now we show more examples that the bound in Conjecture 3 is reachable. Let G be

a 2-connected Hamiltonian graph with δ(G) ≥ 3, V (G) = {v1, v2, . . . , vn} and size m.

Suppose C is one of its Hamiltonian cycles.

The triangulation of a graph H, denoted by T (H), is the graph obtained from H by

changing each edge uv of H into a triangle uwv, where w is a new vertex associated with

uv. Let G′ = T (G − E(C)) + E(C), that is, the graph obtained from T (G − E(C)) by

adding all the edges in the Hamiltonian cycle C. Then the order of G′ is m and the size

of G′ is 3m− 2n.

Observe that G′ is 2-connected and does not have two adjacent degree 2 vertices. Consider

a function f : E(G′) → {1,−1}, where f(e) = 1 if e ∈ E(G), and f(e) = −1 otherwise.

Then

f(G′) = |E(G)| − |E(G′)− E(G)| = m− 2(m− n) = 2n−m = 2|V (G′)| − |E(G′)|.

By the definition of f , fG′(vi) = 2 for each i = 1, 2, . . . , n whereas f(u) = −2 for each

u ∈ V (G′)−V (G). Thus, for each e = uv ∈ E(G), we have f(e) = 1 and f(u) = f(v) = 2,

whereas for each e = uv ∈ E(G′)− E(G), we have f(e) = −1 and f(u) + f(v) = 0. Thus

f ∈ Fsed(G). The graph shown in Figure 6 is an example of G′ when G = K5 (edges

without a sign in the figure receive sign +1).
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Figure 6: G′ = T (G− E(C)) + E(C), where G = K5.
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