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Abstract

The independence equivalence class of a graph G is the set of graphs
that have the same independence polynomial as G. Beaton, Brown and
Cameron (2019) found the independence equivalence classes of even cycles,
and raised the problem of finding the independence equivalence class of
odd cycles. The problem is completely solved in this paper.

1 Definitions and Introduction

Let G be a simple graph with vertex set V (G) and edge set E(G). A set
of vertices U ⊆ V (G) is said to be independent if no two vertices in U are
adjacent. The independence number α(G) of G is the cardinality of the largest
independent set of G. The independence polynomial I(G, x) of G is given by

I(G, x) =
∑α(G)

k=0 ik(G)xk where ik(G) is the number of independent subsets of
V (G) of cardinality k. A survey of results on independence polynomials can be
found in [16].

Two graphs G and H are said to be independence equivalent if I(G, x) =
I(H,x). The independence equivalence class I(G) of a graph G is the set of
graphs which are independence equivalent to G. A graph G is said to be in-

dependence unique if I(G) = {G}, that is, if I(G, x) = I(H,x) implies that
G ∼= H (G is isomorphic to H).

In the study of graph polynomials, the problem of finding nonisomorphic
graphs that have equivalent polynomials is one that naturally arises. An equiv-
alence class analogous to the independence equivalence class can be defined for
any graph polynomial. In the case of chromatic polynomials, this has a long
history (see [4, 7, 8, 14] and Chapter 3 of [10]). More recently, the study of
domination polynomials has also led to results on domination equivalence [1, 2,
5, 13].

Returning to independence polynomials, the existence of graphs with the
same independence polynomial was already noticed very early on byWingard [19].
The following two results, on finding the independence polynomial of a graph
in terms of that of its subgraphs, are very useful in showing that graphs are
independence equivalent.
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Figure 1: The graph Dn with n vertices

Proposition 1. [11] For any vertex u ∈ V (G),

I(G, x) = I(G− u, x) + xI(G −N [u], x).

Proposition 2. [11] For any edge e = uv in E(G),

I(G, x) = I(G− e, x)− x2I(G− (N(u) ∪N(v)), x).

For example, the following family of independence equivalent graphs was
observed by Chism [9].

Proposition 3. [9] For n ≥ 4, if G is the cyclic graph Cn and H is the graph
Dn shown in Figure 1, then Cn and Dn are independence equivalent.

Oboudi [17] and Beaton, Brown and Cameron [6] considered the question of
whether other graphs existed in I(Cn), and showed the following:

Proposition 4. [17] If G is a connected graph in I(Cn), then G ∈ {Cn, Dn}.

Proposition 5. [6]

(i) I(C6) = {C6, D6,K4 − e ∪K2} for n = 6,

(ii) I(Cn) = {Cn, Dn} for even n ≥ 4, n 6= 6,

(iii) I(Cn) = {Cn, Dn} for n = pk where p ≥ 5 is prime and k is a positive
integer.

Beaton, Brown and Cameron [6] also made the following conjecture:

Conjecture 1. If 3 6 |n and n ≥ 4 is odd, then G is independence equivalent to
Cn iff G ∈ {Cn, Dn}.

In the case where n is an odd multiple of 3, Oboudi [17] observed for n = 9,
and Beaton, Brown and Cameron [6] observed for n = 15, that there exist
graphs other than Dn which are independence equivalent to Cn. A computer
search carried out by Beaton, Brown and Cameron [6] showed that these were
the only examples up to n = 31, and they raised the problem of determining
I(Cn) for larger values of n which are odd multiples of 3.

In this paper, we will prove Beaton, Brown and Cameron’s conjecture, and
solve their problem, in the following theorem.
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Ga Gb Gc Gd

Figure 2: Graphs Ga, Gb, Gc and Gd in Theorem 6

Theorem 6. For odd n ≥ 3,

(i) I(C3) = {C3},

(ii) I(C0) = {C9, D9, C3 ∪ Ga, C3 ∪ Gb, C3 ∪ Gc, C3 ∪ Gd} (see Figure 2; the
case C3 ∪Gd seems to have been omitted by previous writers [17, 6]),

(iii) I(C15) = {C15, D15, C3 ∪C5 ∪G′
a, C3 ∪D5 ∪G′

a, C3 ∪C5 ∪G′
b, C3 ∪D5 ∪

G′
b, C3 ∪ C5 ∪G′

c, C3 ∪D5 ∪G′
c} (see Figure 3),

(iv) I(Cn) = {Cn, Dn} for odd n ≥ 5, except for n = 9 and n = 15,

Proposition 5 and Thereom 6 together give us a complete characterisation
of I(Cn) for all n ≥ 3.

The proof of Theorem 6 will proceed as follows. Since Proposition 4 com-
pletely characterises the connected graphs which are independence equivalent
to Cn, we need only consider disconnected graphs. From the definition of the
independence polynomial, it is clear that if G is a disconnected graph with
connected components G1, . . . , Gr, then

I(G, x) =

r∏

i=1

I(Gi, x).

In other words, the independence polynomial of a graph G is the product of the
independence polynomials of the connected components of G.

In Section 2, we show how to factorise I(Cn, x) over Z[x] for odd n, and
investigate properties of the factors of I(Cn, x). This in turn enables us, in
Section 3, to determine which graphs can be connected components of a graph
G ∈ I(Cn). The case where n is not a multiple of 3 is addressed in Section 4,
where it is shown that I(Cn) = {Cn, Dn}.

The more difficult case where n is a multiple of 3 is addressed in Section 5,
where we seek graphs in I(Cn) that are not isomorphic to Cn orDn. Such graphs
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G′
a G′

b G′
c

Figure 3: Graphs G′
a, G

′
b and G′

c in Theorem 6

must be disconnected, and we show that one of the connected components must
be C3, and the other components must either be cycle graphs, or belong one
of the families of graphs in Figure 4. Further consideration of the degree and
coefficients of I(Cn, x) narrows down the possible graphs to those listed in the
statement of Theorem 6.

2 Factorisation of the Independence Polynomial

of Cn

In this section, we factorise I(Cn, x) over Z[x] to investigate properties of the
factors.

The roots of the independence polynomials of cyclic graphs have been com-
pletely determined by Alikhani and Peng [3].

Proposition 7. [3] The roots of I(Cn, x) are

ci = −
1

2 + 2 cos
(

(2i−1)π
n

)

for i = 1, 2, . . . ,
⌊
n
2

⌋
.

Now, the minimal polynomials of cos(2πk/n) have been previously deter-
mined by Lehmer [15] and Watkins and Zeitlin [18].

Proposition 8. [15] If gcd(k, n) = 1 and n ≥ 3 then the minimal polynomial of
2 cos(2πk/n) has degree φ(n)/2 and leading coefficient 1, where φ(n) is Euler’s
totient function.
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Watkins and Zeitlin [18] give an explicit construction for this minimal poly-
nomial in terms of Chebychev polynomials.

Proposition 9. [18] The roots of the minimal polynomial of 2 cos(2πk/n) are
precisely those values of 2 cos(2πk/n) for which gcd(k, n) = 1 and 1 ≤ k < n/2.

We are now in a position to find the minimal polynomials of ci.

Proposition 10. Let n ≥ 3 be an odd integer. For positive integers i where
gcd(2i − 1, n) = 1 and 1 ≤ i ≤

⌊
n
2

⌋
, let f(x) be the minimal polynomial of ci

over Z[x]. For positive integers k where gcd(k, n) = 1 and 1 ≤ k < n/2, let g(x)
be the minimal polynomial of 2 cos((2πk)/(2n)) over Z[x]. Then f(x) and g(x)
are of the same degree d = φ(n)/2. Furthermore, f(x)|I(Cn, x).

Proof. Let

xi = 2 cos

(
2π(2i− 1)

2n

)

= −
2ci + 1

ci
.

Since n is odd, gcd(2i − 1, n) = 1 iff gcd(2i − 1, 2n) = 1. Therefore, the set of
values taken by xi as i varies is precisely those of 2 cos((2πk)/(2n)) as k varies.

{

xi : gcd(2i− 1, n) = 1 and 1 ≤ i ≤
⌊n

2

⌋}

=

{

2 cos

(
2πk

2n

)

: gcd(k, n) = 1 and 1 ≤ k <
n

2

}

From Proposition 8, g(x) has degree φ(2n)/2 = φ(n)/2 and leading coefficient
1. From Proposition 9, we now have

g(x) =
∏

gcd(2i−1,n)=1,

1≤i≤⌊n
2 ⌋

(x− xi)

Since we know that g(x) is an irreducible polynomial with integer coefficients
and degree d, let

g(x) =

d∑

t=0

atx
t.

Now, we can translate g(x) along the x-axis to obtain another irreducible poly-
nomial h(x) with integer coefficients and degree d, whose roots are xi + 2.

g(x− 2) =

d∑

t=0

at(x− 2)t =

d∑

t=0

btx
t = h(x).

Since xi + 2 = −1/ci,

0 =

d∑

t=0

atx
t
i =

d∑

t=0

bt(xi + 2)t =

d∑

t=0

bt

(

−
1

ci

)t

=

(

−
1

ci

)d d∑

t=0

bt(−ci)
d−t.
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and therefore the ci are roots of a polynomial

f(x) =

d∑

t=0

bt(−x)d−t.

Since h(x) is irreducible, f(x) is irreducible as well, and has degree d and integer
coefficients.

The roots of f(x) are precisely the values of ci where gcd(2i− 1, n) = 1 and
1 ≤ i ≤

⌊
n
2

⌋
. As all these values of ci are also roots of I(Cn, x), we see that

f(x)|I(Cn, x).

We can therefore define a sequence of polynomials fn(x) for odd positive
integers n.

Definition 11. For an odd positive integer n, the polynomial fn(x) is defined
to be

f(x) =







1 n = 1,

kn
∏

gcd(2i−1,n)=1,

1≤i≤⌊n
2 ⌋

(x− ci) odd n ≥ 1,

where kn is an appropriate constant to make the coefficients of fn integers whose
greatest common divisor is 1.

Then fn(x) is the minimal polynomial over Z[x] of ci where gcd(2i− 1, n) =
1 and 1 ≤ i ≤

⌊
n
2

⌋
for odd n > 1. The following proposition then follows

immediately.

Proposition 12. For odd n > 1,

I(Cn, x) =
∏

m|n

fm(x).

Corollary 13. For an odd prime p, fp(x) = I(Cp, x).

Corollary 14. [6] For an odd positive integer n and k 6= 1, k|n if and only if
I(Ck, x)|I(Cn, x).

Example 15. We will illustrate Proposition 12 for n = 3, 5, 9, 15. (We omit
explicitly writing the factor f1(x) = 1.)

(i) In the case n = 3, we have

f3(x) = I(C3, x) = 1 + 3x,

an irreducible polynomial.

Similarly, in the case n = 5, we have

f5(x) = I(C5, x) = I(D5, x) = 1 + 5x+ 5x2.
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(ii) In the case n = 9, we have

I(C9, x) = 1 + 9x+ 27x2 + 30x3 + 9x4

= (1 + 3x)
︸ ︷︷ ︸

f3(x)

(1 + 6x+ 9x2 + 3x3)
︸ ︷︷ ︸

f9(x)

.

Note that for the four graphs in Figure 2,

I(Ga, x) = I(Gb, x) = I(Gc, x) = I(Gd, x) = f9(x).

(iii) In the case n = 15, we have

I(C15, x) = 1 + 15x+ 90x2 + 275x3 + 450x4 + 378x5 + 140x6 + 15x7

= (1 + 3x)
︸ ︷︷ ︸

f3(x)

(1 + 5x+ 5x2)
︸ ︷︷ ︸

f5(x)

(1 + 7x+ 14x2 + 8x3 + x4)
︸ ︷︷ ︸

f15(x)

.

Note that for the three graphs in Figure 3,

I(G′
a, x) = I(G′

b, x) = I(G′
c, x) = f15(x).

We now show how this factorisation of I(Cn, x) gives us information about
graphs which are independence equivalent to it.

3 Structure of a graph which is independence

equivalent to Cn

Definition 16. [6] A polynomial p(x) =
∑n

i=0 pix
i, where the pi are all non-

negative integers, is unicyclic if p0 = 1 and p2 =
(
p1

2

)
− p1.

Corollary 17. [6] Let G be a connected graph. Then G has an independence
polynomial that is unicyclic iff G is unicyclic.

Proposition 18. [6] Suppose that p(x) = q(x)r(x).

(i) If q(x) and r(x) are unicyclic then p(x) is unicyclic.

(ii) If p(x) and q(x) are unicyclic then r(x) is unicyclic.

Proposition 19. The polynomials fn(x) for odd n ≥ 3 are all unicyclic.

Proof. Suppose that n has prime factorisation pr11 pr22 . . . p
rj
j . We use induction

on sn = r1 + . . .+ rj . If sn = 1 then n is prime, and therefore, by Corollary 13,
fn(x) = I(Cn, x) which is unicyclic. Suppose it holds for all odd n ≥ 3 where
1 ≤ sn < s.

Let n ≥ 3 be odd where sn = s ≥ 2. Now

fn(x) =
I(Cn, x)
∏

m|n,m<n

fm(x)
.
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I(Cn, x) is unicyclic and, for all m such that m|n, m < n, we have sm < s so
fm(x) is unicyclic by our induction hypothesis. Therefore, by Proposition 18(ii),
fn(x) is also unicyclic.

Proposition 20. If G ∈ I(Cn), where n is odd, and G is the disjoint union of
connected graphs G1, G2, . . . , Gr, then G1, G2, . . . , Gr are all unicyclic.

Proof. For each i ∈ {1, . . . , r}, I(Gi, x) is a factor of I(Cn, x). Therefore, it
must be a product of some polynomials fm(x) where m|n. Since each of the
fm(x) are unicyclic, their product I(Gi, x) is unicyclic by Proposition 18(i), and
hence Gi is unicyclic by Corollary 17.

Therefore, if G ∈ I(Cn), where n is odd, then G = Dn or G is the disjoint
union of a set of unicyclic graphs.

We will make use of the following notation and propositions from Beaton,
Brown and Cameron [6].

Definition 21. Let n ≥ 4 be a positive integer and G be a graph. Let nG(C3)
be the number of triangles in G, and gi denote the number of vertices in G of
degree i.

Proposition 22. [6] If G ∈ I(Cn), where n ≥ 4, then

(i)

n−1∑

i=0

gi = n,

(ii)

n−1∑

i=1

i · gi = 2n,

(iii)

n−1∑

i=2

(
i

2

)

gi = n+ nG(C3),

(iv) nG(C3) ≥ g0 +

n−1∑

i=3

gi, so that the number of vertices in G not of degree 1

or 2 is n(C3).

Actually, Beaton, Brown and Cameron proved a stronger statement than
Proposition 22(iv).

Proposition 23. If G ∈ I(Cn), where n ≥ 4, then

nG(C3) =

n−1∑

i=3

(
i− 1

2

)

gi

8



Proof. From Proposition 22, if we add (i) and (iii) and subtract (ii), we get

nG(C3) =

n−1∑

i=0

gi +

n−1∑

i=2

(
i

2

)

gi −

n−1∑

i=1

i · gi

= g0 +

n−1∑

i=3

((
i

2

)

− i+ 1

)

gi

= g0 +

n−1∑

i=3

(
i− 1

2

)

gi.

Now g0 is the number of isolated vertices. However, if G has an isolated vertex,
then I(K1, x) = 1 + x would be a factor of I(G, x), so −1 would be a root of
I(G, x) = I(Cn, x). However, we can see from Proposition 7 that this is not
possible. Hence g0 = 0 and the result follows.

We now try to elucidate the structure of a graph G ∈ I(Cn) for odd n ≥ 5.
If G is not Cn or Dn then, by Proposition 4, G is not connected, and by
Proposition 20, G =

⋃r
i=1 Gi where the Gi are connected unicyclic graphs.

Since I(Cn, x) does not have repeated roots, at most one of the connected
components can be C3. If any of the other connected components contain a
triangle, then at least one of the vertices of the triangle must have degree 3 or
larger.

Proposition 24. If G ∈ I(Cn), where n ≥ 4, then the maximum degree ∆(G)
of G is at most 3 and

nG(C3) = g3.

Proof. From Proposition 23,

nG(C3) = g3 + 3g4 + 6g5 + . . .+

(
n− 2

2

)

gn−1.

Let h = g4 + . . . + gn−1 > 0. Then nG(C3) ≥ g3 + 3h. Since every triangle,
except at most one, has a vertex of degree 3 or larger, we see that g3+h must be
at least as large as the number of triangles less one, that is, g3+h ≥ nG(C3)−1.
Since we have g3 + h ≥ g3 + 3h − 1 and h is a nonnegative integer, the only
possibility is that h = 0, so g4 = . . . = gn−1 = 0 and the maximum degree of G
is 3. This also implies that nG(C3) = g3.

Proposition 25. If G ∈ I(Cn), where n ≥ 4, and G does not contain C3 as a
connected component, then each connected component of G is either a cycle or
a graph of the form Dm for some values of m.

Proof. Let Gi be one of the connected components of G. From Proposition 24,
the maximum degree of G is at most 3. Since Gi is unicyclic, if the maximum
degree of Gi is 2, then Gi must be a cycle.

If the maximum degree of Gi is 3, then Gi must contain a triangle. Other-
wise, G would need to have C3 as a connected component so that nG(C3) = g3.

9



But this also implies that there must be exactly one vertex of degree 3 per tri-
angle, so there is only one such vertex in Gi. Therefore, Gi must be isomorphic
to Dm for some value of m.

Therefore, each connected component of G is either a cycle or a graph of the
form Dm for some values of m.

4 The case where n is not a multiple of 3

Proposition 26. If G ∈ I(Cn) where n is an odd positive number that is not
a multiple of 3, then G = Cn or G = Dn.

Proof. If G is not Cn or Dn then G is not connected, and by Proposition 20,
G =

⋃r
i=1 Gi where the Gi are connected unicyclic graphs. Since n is not a

multiple of 3, none of the Gi can be C3, by Corollary 14.
By Proposition 25, G is a disjoint union of cyclic graphs and Dm’s. But

each Dm is independence equivalent to Cm, hence G is independence equivalent
to a disjoint union of cyclic graphs. In other words, I(G, x) is a product of
independence polynomials of cyclic graphs:

I(G, x) =

r∏

i=1

I(Cni
, x).

Now I claim that gcd(ni, nj) = 1 for all i, j ∈ {1, . . . r}. Suppose this was
not the case, and that for some i, j ∈ {1, . . . r}, gcd(ni, nj) = d > 1. Then,
from Proposition 7,

−
1

2 + 2 cos
(
π
d

) = −
1

2 + 2 cos
(

(ni/d)π
ni

) = −
1

2 + 2 cos
(

(nj/d)π
nj

)

is a root of both I(Cni
, x) and I(Cnj

, x), and hence a repeated root of I(G, x).
However, also from Proposition 7, none of the roots of I(G, x) = I(Cn, x) are
repeated, which is a contradiction. Hence, gcd(ni, nj) = 1 for all i, j ∈ {1, . . . r}.

Now, from Proposition 12,

I(G, x) =
r∏

i=1

∏

m|ni

fm(x).

For some i, j ∈ {1, . . . r}, note that fni
(x) and fnj

(x) are included among the
factors, but since gcd(ni, nj) = 1, fninj

(x) is not.
We also have

I(G, x) = I(Cn, x) =
∏

m|n

fm(x).

Therefore, since fni
(x) and fnj

(x) are factors of I(Cn, x), it follows that ni|n
and nj |n, and since gcd(ni, nj) = 1, ninj|n, so fninj

(x) is also a factor of
I(G, x). This is a contradiction.

Hence, G must be a connected graph and so can only be Cn or Dn.
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5 The case where n is a multiple of 3

If n is a multiple of 3, and if G is a disconnected graph which is independence
equivalent to Cn, then it turns out that C3 must be exactly one of the connected
components of G. If this is not the case, then the proof of Proposition 26
would show that G must be a connected graph. On the other hand, since the
independence polynomial of Cn does not have repeated roots, at most one of
the connected components can be C3. If any of the other connected components
contain a triangle, then at least one of the vertices of the triangle must have
degree 3 or larger.

Let G =
⋃r

i=1 Gi where the Gi are connected unicyclic graphs. Let g3,i be
the number of vertices of degree 3 in Gi, and let G1 = C3. Now nGi

(C3) is
either 0 or 1, and if nGi

(C3) = 1 then g3,i ≥ 1 for i ∈ {2, . . . , r}. Therefore,
g3,i ≥ nGi

(C3) for all i ∈ {2, . . . , r}. But we have

1 +

r∑

i=2

nGi
(C3) = nG(C3) = g3 =

r∑

i=2

g3,i

and so g3,i = nGi
(C3) for all values of i ∈ {2, . . . , r} except one (without loss of

generality, let it be r), and in that case, g3,r = nGr
(C3) + 1.

For those values of i where g3,i = nGi
(C3), we have either g3,i = nGi

(C3) = 0,
which means Gi = Cm for some m ≥ 4, or g3,i = nGi

(C3) = 1, which, by an
argument in the proof of Proposition 25, means that Gi = Dm for some m ≥ 4.
Since Cm and Dm are independence equivalent, we will not consider the case
where Gi = Dm, and instead replace all Dm with Cm. Since I(Cm, x)|I(Cn, x),
by Proposition 14, m|n. In particular, m is odd.

As for Gr, where g3,r = nGr
(C3) + 1, we have the following cases (see

Figure 4), where m1,m2,m3 are positive integers unless otherwise stated.

1. g3,r = 1 and nGr
(C3) = 0. In this case, the only possibility is Em1,m2

, a
graph where a pendant path Pm2

is attached to a cyclic graph Cm1+3.

2. g3,r = 2 and nGr
(C3) = 1. This leads us to two subcases:

(a) If both vertices of degree 3 are on the triangle, then we haveAm1,m2
, a

graph where pendant paths Pm1
and Pm2

are attached to two distinct
vertices of a C3.

(b) If only one vertex of degree 3 is on the triangle, then we haveBm1,m2,m3
.

It is possible that m1 = 0, in which case the two vertices of degree 3
are adjacent.

It turns out that the graph Am1,m2
is independence equivalent to both

Em1,m2
and Em2,m1

. This can be observed using Proposition 1. Deleting ver-
tices v1 from Em1,m2

and u1 from Am1,m2
give isomorphic graphs, and deleting

neighbourhoods N [v1] from Em1,m2
and N [u1] from Am1,m2

also give isomor-
phic graphs. Therefore Am1,m2

is independence equivalent to Em1,m2
. Similarly,

deleting vertices v1 from Em2,m1
and v1 from Am1,m2

gives isomorphic graphs,

11



Em1,m2
:

· · ·

Cm1+3
v1 v2

· · ·
vm2

Am1,m2
: v

v0 v1 v2
· · ·

vm1

u0 u1 u2
· · ·

um2

Bm1,m2,m3
:

v1
· · ·

vm1

v

u1 u2
· · ·

um2

w1 w2
· · ·

wm3

Figure 4: Candidate graphs for Gr
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and deleting neighbourhoods N [v1] from Em2,m1
and N [v1] from Am1,m2

also
give isomorphic graphs, so Am1,m2

is independence equivalent to Em2,m1
. There-

fore, we do not need to consider graphs Em1,m2
for the rest of this section, as

they can be replaced with graphs Am1,m2
.

As G is independence equivalent to Cn, their independence numbers are
equal so α(G) = α(Cn) =

1
2 (n− 1) since n is odd. As G =

⋃r
i=1 Gi and all the

Gi are odd cycles except for Gr, we have

α(G) =

r∑

i=1

α(Gi) = α(Gr) +

r−1∑

i=1

|V (Gi)| − 1

2
= α(Gr)−

r − 1

2
+

r−1∑

i=1

|V (Gi)|

2
.

Equating this to 1
2 (n− 1) gives us

2α(Gr) = n+ r − 2−

r−1∑

i=1

V (Gi)| = |V (Gr)|+ r − 2. (1)

Since Gr is of the form Am1,m2
or Bm1,m2,m3

, we can calculate the independence
numbers of both graphs to determine α(Gr) and obtain a bound on r.

Lemma 27. The independence number α(Am1,m2
) is

•
1
2 (m1 +m2 + 4) = 1

2 (|V (Am1,m2
)|+ 1) if m1 and m2 are both odd,

•
1
2 (m1 +m2 + 3) = 1

2 |V (Am1,m2
)| if m1 and m2 have different parity,

•
1
2 (m1 +m2 + 2) = 1

2 (|V (Am1,m2
)| − 1) if m1 and m2 are both even.

Also, the independence number α(Bm1,m2,m3
) is

•
1
2 (m1 +m2 +m3 + 5) = 1

2 (|V (Bm1,m2,m3
)|+ 1 if m1,m2,m3 are all odd,

•
1
2 (m1 +m2 +m3 + 4) = 1

2 |V (Bm1,m2,m3
)| if

– m1 is odd and m2 and m3 have different parity,

– m1 is even and m2 and m3 are both odd,

– m1,m2,m3 are all even,

that is, either none or exactly two of m1,m2,m3 are odd,

•
1
2 (m1 +m2 +m3 + 3) = 1

2 (|V (Bm1,m2,m3
)| − 1) if

– m1 is odd and m2 and m3 are both even,

– m1 is even and m2 and m3 have different parity,

that is, exactly one of m1,m2,m3 is odd.
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Proof. Using Proposition 1 and the vertices labelled v in Figure 4, we find that

I(Am1,m2
, x) = I(Pm1+m2+2, x) + xI(Pm1

, x)I(Pm2
, x)

and

I(Bm1,m2,m3
, x) =







I(Cm1+3, x)I(Pm2
, x)I(Pm3

, x)

+xI(Cm1+2, x)I(Pm2−1, x)I(Pm3−1, x)
m1 ≥ 1,

I(Cm1+3, x)I(Pm2
, x)I(Pm3

, x)

+xI(P2, x)I(Pm2−1, x)I(Pm3−1, x)
m1 = 0.

Since we know that the degree of I(Pm, x) is 1
2 (m+ 1) when m is odd and 1

2m
when m is even, and the degree of I(Cm, x) is 1

2 (m− 1) when m is odd and 1
2m

whenm is even, we can calculate the degree of I(Am1,m2
, x) and I(Bm1,m2,m3

, x)
for each of the cases.

Substituting each of these possibilities into Equation 1, we find that r ∈
{1, 2, 3}. However, as G is not a connected graph, r 6= 1. This leaves us with
the following cases:

• r = 2: Then

– G = C3 ∪ Am1,m2
, where m1 and m2 are of different parity

– G = C3 ∪Bm1,m2,m3
where either none or exactly two of m1,m2,m3

are odd.

• r = 3: Then

– G = C3 ∪ Cm ∪Am1,m2
, where m1 and m2 are both odd, or

– G = C3 ∪ Cm ∪Bm1,m2,m3
where m1,m2,m3 are all odd.

Note that m|n (from Corollary 14), and 3 ∤ m, since from Proposition 7,
I(Cn, x) does not have repeated roots. Note that we can always replace
Cm by Dm.

Thus far, we have used the fact that the independence coefficients ik(G) for
k ∈ {0, 1, 2, 3} are equal to ik(Cn) to obtain information about the structure of
G. We next try to make use of the next coefficient i4(G). Now, the coefficients
of the independence polynomial of the cyclic graph Cn and the path Pn have
been found by Hopkins and Staton [12].

Lemma 28. [12] Let ik(G) be the number of independent sets of cardinality k
in G. Then

ik(Cn) =
n

k

(
n− k − 1

k − 1

)

and

ik(Pn) =

(
n− k + 1

k

)

.
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We also need the following:

Lemma 29. If G is a graph such that I(G, x) = I(Cn, x) where n ≥ 5 is odd.
Then

n(3n− 11)

2
= e2(G) + nG(P3 ∪K1)− nG(C3 ∪K1)

−nG(P4)− nG(K1,3) + nG(D4) + nG(C4).

where e2(G) is the number of matchings of size 2 in G and nG(H) is the number
of subgraphs in G (not necessarily induced) which are isomorphic to H .

Proof. We try to find an expression for i4(G) using the Principle of Inclusion
and Exclusion. Any subset of 4 vertices would induce one of the subgraphs in
the table below. As each connected component of G is unicyclic, we do not need
to consider subgraphs with more than 4 edges as they would contain more than
one cycle.

Number of edges |E(H)| Subgraphs H

0 K4

1 P2 ∪K2

2 2P2 and P3 ∪K1

3 C3 ∪K1, P4 and K1,3

4 D4 and C4

Let G4 be the collection of graphs listed in the table above.
For each edge e ∈ E(G), let Xe (respectively, Xe) be the set of induced

subgraphs of G with 4 vertices and which contain (do not contain) e as an edge.
Then

i4(G) =

∣
∣
∣
∣
∣
∣

⋂

e∈E(G)

Xe

∣
∣
∣
∣
∣
∣

=
∑

Y⊆E(G)

(−1)|Y |

∣
∣
∣
∣
∣

⋂

e∈Y

Xe

∣
∣
∣
∣
∣
,

by the Principle of Inclusion and Exclusion. For each k, 1 ≤ k ≤ |E(G)|,
consider a set Y ⊆ E(G) such that |Y | = k. Then

⋂

e∈Y

Xe is the collection of

graphs H which have 4 vertices and edge set E(H) = Y . Therefore,

∑

H∈G4,
|E(H)|=k

nG(H) =
∑

Y ⊆E(H),
|Y |=k

∣
∣
∣
∣
∣

⋂

e∈Y

Xe

∣
∣
∣
∣
∣
.

Substituting this into the above expression for i4(G) gives us

i4(G) =
∑

H∈G4

(−1)|E(H)|nG(H).

15



Expanding this summation using the values of nG(H) from the table above gives
us

i4(G) =

(
n

4

)

− n

(
n− 2

2

)

+e2(G) + nG(P3 ∪K1)

−nG(C3 ∪K1)− nG(P4)− nG(K1,3)

+nG(D4) + nG(C4)

because

nG(K4) =

(
n

4

)

, nG(P2 ∪K2) = n

(
n− 2

2

)

, nG(2P2) = e2(G).

On the other hand, from Lemma 28,

i4(G) = i4(Cn) =
n(n− 5)(n− 6)(n− 7)

24
.

Comparing the two expressions for i4(G) gives us the required result.

5.1 The subcase G = C3 ∪ Am1,m2

We tabulate the number of each subgraph with 2 to 4 vertices for G = C3 ∪
Am1,m2

. (Here, n = |V (G)| = |V (Am1,m2
)|+ 3.)

We will do it in detail for this subcase, and leave the remaining subcases for
the reader to fill in. The vertex labels below refer to those in Figure 4.

• 2P2: This is the number of matchings of size 2 in C3 ∪ Am1,m2
. In such

a matching, either the two edges are both in Am1,m2
or one edge is in C3

and one edge is in Am1,m2
. There are e2(Am1,m2

) matchings in the first
case. We find e2(Am1,m2

) by subtracting the number of pairs of adjacent
edges from

(
n−3
2

)
. Now there are n − 7 vertices of degree 2 (namely, v,

v1 to vm1−1 and u1 to um2−1) in Am1,m2
that correspond to a pair of

adjacent edges, and two vertices of degree 3 (v0 and u0) that correspond
to three pairs of adjacent edges each. Hence there are n − 1 pairs of
adjacent edges, so e2(Am1,m2

) =
(
n−3
2

)
− (n − 1). In the second case,

the number of matchings is |E(C3)||E(Am1,m2
) = 3(n − 3). Therefore,

nG(2P2) =
(
n−3
2

)
− (n− 1) + 3(n− 3).

• P3 ∪K1: We count the number of P3 subgraphs according to the central
vertex (the vertex of degree 2) in P3. Each vertex of degree 2 in G can
be the central vertex in exactly one P3 subgraph. There are altogether
n − 4 such vertices. There are also two vertices of degree 3 (v0 and u0)
that can be the central vertex of three P3 subgraphs each. Hence there
are altogether n+ 2 P3 subgraphs. For each P3 subgraph, there are n− 3
vertices that are not in the P3, and hence can be the K1. Therefore,
nG(P3 ∪K1) = (n+ 2)(n− 3).
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• C3∪K1: There are two C3 subgraphs in G, and for each of them, there are
n− 3 vertices that are not in the C3, and hence can be the K1. Therefore,
nG(C3 ∪K1) = 2(n− 3).

• P4: This can only be a subgraph of Am1,m2
. We count the number of P4

subgraphs according to the central edge (the edge incident to two vertices
of degree 2) in P4. The edges vv0 and vu0 can each be the central edge in
exactly one P4 subgraph. The edge v0u0 can be the central edge in three
P4 subgraphs.

If m1 ≥ 2 then v0v1 can be the central edge in two P4 subgraphs, and
vi−1vi can be the central edge in one P4 subgraph for 2 ≤ i ≤ m1 − 1.
However, if m1 = 1 then we do not have any of these subgraphs. Then
number of P4 subgraphs here is thus m1 − 1 + α1 where

α1 =

{

1 if m1 ≥ 2

0 if m1 = 1.

A similar argument holds for the edges ui−1ui for 1 ≤ i ≤ m2 − 1. There-
fore, nG(P4) = 5+ (m1 − 1+α1) + (m2 − 1+α2) = n− 3+α1 +α2 since
m1 +m2 = n− 6.

• K1,3: There are only two vertices (v0 and u0) that can be the vertex
of degree 3 in K1,3, and each of them correspond to exactly one K1,3

subgraph.

• D4 There are only two vertices (v0 and u0) that can be the vertex of
degree 3 in D4, and each of them correspond to exactly one D4 subgraph.

• C4: There are none.

The results are summarised in the following table.

Subgraph H nG(H)

2P2

e2(Am1,m2
) + 3|E(Am1,m2

)|

=

(
n− 3

2

)

− (n− 1) + 3(n− 3)

P3 ∪K1 (n+ 2)(n− 3)
C3 ∪K1 2(n− 3)

P4 n− 3 + α1 + α2

K1,3 2
D4 2
C4 0

where

αi =

{

1 if mi ≥ 2

0 if mi = 1

for i ∈ {1, 2}.
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Lemma 29 gives us α1+α2 = 1 so, without loss of generality, m1 ≥ 2 is even
and m2 = 1.

Applying Proposition 1 to vertex u1, we have

I(Am1,1, x) = I(Dm1+3, x) + xI(Pm1+2, x) = I(Cm1+3, x) + xI(Pm1+2, x),

so the leading coefficient of I(Am1,1, x) is 1
2m1 + 2. Therefore, the leading

coefficient of

I(G, x) = I(C3, x)I(Am1,1, x) = (1 + 3x)I(Am1,1, x)

is 3
2m1 + 6. Equating this to the leading coefficient of I(Cn, x), which is n,

and recalling that n = m1 + 7 gives us m1 = 2 or n = 9 as the only solution.
Explicit computation shows that C9 is independence equivalent to C3 ∪ A2,1.
As we have seen, A2,1 is itself independence equivalent to E1,2 and E2,1. These
are the graphs Ga, Gb and Gc listed in Theorem 6, and are the cases found by
Oboudi [17].

5.2 The subcase G = C3 ∪ Bm1,m2,m3

We tabulate the number of each subgraph with 2 to 4 vertices for G = C3 ∪
Bm1,m2,m3

. (Here, n = |V (G)| = |V (Bm1,m2,m3
)|+ 3.)

Subgraph H nG(H)

2P2

e2(Bm1,m2,m3
) + 3|E(Bm1,m2,m3

)|

=

(
n− 3

2

)

− (n− 1) + 3(n− 3)

P3 ∪K1 (n+ 2)(n− 3)
C3 ∪K1 2(n− 3)

P4 n− 4 + α1 + α2 + α3

K1,3 2
D4 1
C4 0

where

α1 =

{

1 if m1 = 0

0 if m1 ≥ 1

and

αi =

{

1 if mi ≥ 2

0 if mi = 1

for i ∈ {2, 3}.
Lemma 29 gives us α1 +α2 +α3 = 1 so either m1 = 0 and m2 = m3 = 1 or,

without loss of generality, m1 ≥ 1, m2 ≥ 2 and m3 = 1. The former case gives
us G = C3 ∪ B0,1,1, and explicit computation of the independence polynomial
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shows that it is indeed independence equivalent to C9. This is the graph Gd

mentioned in Theorem 6.
In the latter case, sincem3 = 1 is odd, m1 and m2 must have different parity.

Now

I(Bm1,m2,1, x) = I(Dm1+m2+4, x) + xI(Dm1+3, x)I(Pm2
, x)

= I(Cm1+m2+4, x) + xI(Cm1+3, x)I(Pm2
, x)

Supposem1 is odd andm2 is even. Then the leading coefficient of I(Bm1,m2,1, x)
is 2(12m2 + 1) = m2 + 2, which is even. Therefore, the leading coefficient of

I(G, x) = I(C3, x)I(Bm1,m2,1, x)

is also even (in fact, it is 3m2 + 6). However, the leading coefficient of I(Cn, x)
is n, an odd number. Therefore, this cannot be the case.

Supposem1 is even andm2 is odd. Then the leading coefficient of I(Bm1,m2,1, x)
is m1 + 3 so the leading coefficient of I(G, x) is 3(m1 + 3). But this has to be
equal to the leading coefficient of I(Cn, x), which is n = m1+m2+8. Therefore,
m2 = 2m1 + 1 and n = 3m1 + 9.

We have

I(Bm1,m2,1, x) = I(Cm1+m2+4, x) + xI(Cm1+3, x)I(Pm2
, x)

=
(

1 + . . .+ (m1 +m2 + 4)x
m1+m2+3

2

)

+x

(

1 + . . .+
(m1 + 3)3 − (m1 + 3)

24
x

m1
2 + (m1 + 3)x

m1+2

2

)

(

1 + . . .+
(m2 + 3)(m2 + 1)

8
x

m2−1

2 + x
m2+1

2

)

and therefore the coefficient of x
1
2
(m1+m2+3) in I(Bm1,m2,1, x) is

m1 +m2 + 4 +
(m1 + 3)3 − (m1 + 3)

24
+

(m1 + 3)(m2 + 3)(m2 + 1)

8

=
13m3

1 + 93m2
1 + 287m1 + 279

24
.

The coefficient of x
1
2
(m1+m2+5) = x

1
2 (n− 3) in I(G, x) = I(C3, x)I(Bm1,m2,1, x)

is thus

3 ·
13m3

1 + 81m2
1 + 230m1 + 216

24
+ 1 · (m1 + 3).

This has to be equal to the coefficient of x
1
2 (n− 3) in I(Cn, x) which is

n3 − n

24
=

(3m1 + 9)3 − (3m1 + 9)

24

. This ultimately simplifies to

m3
1 −m1 = 0.

Since m1 is an even integer, the only possibility is m1 = 0, contradicting the
supposition that m1 ≥ 1.
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5.3 The subcase G = C3 ∪ Cm ∪ Am1,m2

We tabulate the number of each subgraph with 2 to 4 vertices for G = C3 ∪
Cm ∪ Am1,m2

. Since m is an odd number not divisible by 3, m ≥ 5. Also, m1

and m2 are both odd. (Here, n = |V (G)| = |V (Am1,m2
)|+m+ 3.)

Subgraph H nG(H)

2P2

e2(Cm) + e2(Am1,m2
)

+ 3m+ (3 +m)|E(Am1,m2
)|

=
m(m− 3)

2
+

(
n− 3−m

2

)

− (n− 1−m)

+ 3m+ (3 +m)(n− 3−m)
P3 ∪K1 (n+ 2)(n− 3)
C3 ∪K1 2(n− 3)

P4 n− 3 + α1 + α2

K1,3 2
D4 2
C4 0

where

αi =

{

1 if mi ≥ 3

0 if mi = 1

for i ∈ {1, 2}.
Lemma 29 gives us α1 +α2 = 1 so, without loss of generality, m1 ≥ 3 is odd

and m2 = 1.
Applying Proposition 1 to vertex u1, we have

I(Am1,1, x) = I(Dm1+3, x) + xI(Pm1+2, x)

= I(Cm1+3, x) + xI(Pm1+2, x)

=
(

1 + . . .+ 2x
m1+3

2

)

+ x

(

1 + . . .+

(m1+5
2

2

)

x
m1+1

2 + x
m1+3

2

)

= 1 + . . .+

(

2 +
(m1 + 5)(m1 + 3)

8

)

x
m1+3

2 + x
m1+5

2

Comparing the leading coefficients of I(Cn, x) and

I(G, x) = I(C3, x)I(Cm, x)I(Am1,1, x),

gives us n = 3m.

Comparing the coefficients of x
n−3

2 in I(Cn, x) and I(G, x) gives us

m+
m3 −m

8
+ 3m

(

2 +
(m1 + 5)(m1 + 3)

8

)

=
n3 − n

24
.

Substituting n = 3m and m1 = n−m− 7, this equation reduces to

(m− 5)(m− 4) = 0.
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Since m is odd, m = 5 is the only solution. This gives us G = C3 ∪ C5 ∪ A3,1.
Explicit computation shows that G is indeed independence equivalent to C15.
As we have seen, A3,1 is itself independence equivalent to E1,3 and E3,1. These
are the graphs G′

a, G
′
b and G′

c listed in Theorem 6, and were first discovered by
Beaton, Brown and Cameron [6].

5.4 The subcase G = C3 ∪ Cm ∪ Bm1,m2,m3

We tabulate the number of each subgraph with 2 to 4 vertices and at most 4
edges for G = C3 ∪ Cm ∪ Bm1,m2,m3

. (Here, n = |V (G)| = |V (Bm1,m2,m3
)| +

m+ 3.)

Subgraph H nG(H)

2P2

e2(Cm) + e2(Bm1,m2,m3
)

+ 3m+ (3 +m)|E(Bm1,m2,m3
)|

=
m(m− 3)

2
+

(
n− 3−m

2

)

− (n− 1−m)

+ 3m+ (3 +m)(n− 3−m)
P3 ∪K1 (n+ 2)(n− 3)
C3 ∪K1 2(n− 3)

P4 n− 4 + α1 + α2 + α3

K1,3 2
D4 1
C4 0

where

α1 =

{

1 if m1 = 0

0 if m1 ≥ 1

and

αi =

{

1 if mi ≥ 2

0 if mi = 1

for i ∈ {2, 3}.
Equating i4(Cn) and i4(G) gives us α1 + α2 + α3 = 1 so either m1 = 0 and

m2 = m3 = 1 or, without loss of generality, m1 ≥ 1, m2 ≥ 2 and m3 = 1. The
former case is impossible as the total number of vertices of G is even whereas
the total number of vertices of Cn is odd. In the latter case, m1 and m2 are
both odd.
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Applying Proposition 1 to vertex w1, we have

I(Bm1,m2,1, x) = I(Dm1+m2+4, x) + xI(Dm1+3, x)I(Pm2
, x)

= I(Cm1+m2+4, x) + xI(Cm1+3, x)I(Pm2
, x)

=
(

1 + . . .+ 2x
m1+m2+4

2

)

+x
(

1 + . . .+ 2x
m1+3

2

)(

1 + . . .+ x
m2+1

2

)

= 1 + . . .+ 2x
m1+m2+6

2

The leading coefficient of I(Bm1,m2,1, x) is 2, an even number. Therefore, the
leading coefficient of

I(G, x) = I(C3, x)I(Cm, x)I(Bm1,m2,1, x)

is also even (in fact, it is 6m). However, the leading coefficient of I(Cn, x) is n,
an odd number. This contradiction means that this case is impossible.

This concludes the proof of Theorem 6. In Section 4, it was shown, for odd n
that were not multiples of 3, that I(Cn) = {Cn, Dn}. In Section 5, we searched
for graphs in I(Cn) that are not isomorphic to Cn or Dn, leading to the four
subcases. Subcases 5.1 and 5.2 turned up graphs in I(C9), while Subcase 5.3
turned up graphs in I(C15). Subcase 5.4 turned out to be impossible.
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