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Abstract. In this article we investigate a problem in graph theory, which has an
equivalent reformulation in extremal set theory similar to the problems researched in
[13] by Gyula O.H. Katona, who proposed our problem as well. In the graph theoretic
form we examine the clique number of the Xor product of two isomorphic KG(N, k)
Kneser graphs. Denote this number with f(k,N). We give lower and upper bounds on
f(k,N), and we solve the problem up to a constant deviation depending only on k, and
find the exact value for f(2, N) if N is large enough. Also we compute that f(k, k2) is
asymptotically equivalent to k2.

1. Introduction
In the abstract we briefly stated the problem in the graph theoretic form, here we intro-
duce the definitions that are necessary to understand the statement.

Definition 1.1 (Kneser graphs). A Kneser graphKG(N, k) is a graph defined as follows.
The vertices correspond to the k element subsets of a given N element set, and two
vertices are connected if and only if the corresponding subsets are disjoint.

The following graph product was studied in [17].

Definition 1.2 (Xor product). Given two graphs, G and H, let us denote by V (G),
V (H) and E(G), E(H) their vertex and edge sets respectively. Define the Xor product,
denoted by G·H, as the graph with the vertex set V = V (G)×V (H) (where V (G)×V (H)
denotes the Cartesian product of the vertex sets), and two vertices (g, h) and (g′, h′) are
connected if and only if among the statements gg′ ∈ E(G) and hh′ ∈ E(H) exactly one
occurs.

Definition 1.3 (Clique number). Let G = (V,E) be a simple graph. A subset H ⊂ V
is called a clique, if any two vertices in H are connected by an edge in G. The clique
number of G is simply the size of a maximal clique, denoted by ω(G).

So now we have everything to state the main problem of this article.

Problem 1.4. We want to find the value of ω(KG(N, k) ·KG(N, k)).
As the exact value for all pairs (k,N) is beyond our reach, we focus on giving lower and
upper bounds, determining the asymptotic behaviour of these functions, and calculating
the exact value for a large family of pairs (k,N).

Similar questions have been studied about the independence number of different, more
conventional (Cartesian, Tensor and Strong) products of the Kneser graph in [5]. The
clique number in these graphs for any conventional graph product can be determined
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easily as discussed in Subsection 1.4. In [2] the limits of both the independence and
clique numbers are studied for Xor powers.

Our problem can be rephrased as an extremal combinatorial problem. This was our
original problem proposed by Gyula O.H. Katona. The problem is the following.

Let k and N be fixed positive integers. Let A and B be disjoint sets with |A| = |B| =
N . We will consider families of subsets on the base set A ∪ B. For easier notation we
introduce the following.

Definition 1.5. Throughout the article for a set S ⊂ A∪B we denote S ∪A as SA and
S ∪B as SB.

Definition 1.6 (Semiintersecting family). We call a family of sets S on the base set
A ∪B semiintersecting, if the following conditions hold.

• |SA| = |SB| = k for all S ∈ S
• (SA) ∩ (TA) = ∅ if and only if (SB) ∩ (TB) 6= ∅ for all S 6= T ∈ S

In other words the second condition states that two sets from S intersect exactly at one
side, so S ∩ T 6= ∅ and either S ∩ T ⊂ A or S ∩ T ⊂ B.
Let f(k,N) := max{ |S| : S is semiintersecting with constants k and N}.

The next proposition states the equivalence of the two problems.

Proposition 1.7.
f(k,N) = ω(KG(N, k) ·KG(N, k))

Proof. The proof is actually really easy if we understand the definitions.
Let G1 = (V1, E1) and G2 = (V2, E2) be two KG(N, k) Kneser graphs, and let A and

B be disjoint N -element sets corresponding to G1 and G2 respectively. Let u = (u1, u2)
and w = (w1, w2) be two vertices of G1 ·G2. Denote the corresponding k-element sets of
u1, u2, w1, w2 by U1, U2, W1, W2 respectively (U1,W1 ⊂ A, U2,W2 ⊂ B). u and v are
connected in the product if one of the following occurs.

• u1w1 ∈ E1 and u2w2 /∈ E2, which is equivalent with U1∩W1 = ∅ and U2∩W2 6= ∅.
• u1w1 /∈ E1 and u2w2 ∈ E2, which is equivalent with U1∩W1 6= ∅ and U2∩W2 = ∅.

So if we assign to each vertex (u1, u2) of G1 ·G2 the set U1 ∪ U2 then a clique in the
graph corresponds to a semiintersecting family on A ∪ B, and vice versa, we assigned a
clique to each semiintersecting family on A ∪B. The proof is finished. �

Therefore our main question can be stated as follows.

Problem 1.8. What is the value of f(k,N)?

Similar questions have been studied in extremal combinatorics about families of sets.
Most notable among these would be the Erdős-Ko-Rado theorem [7], which determines
the size of the maximal uniform intersecting family of sets (a family of sets such that
each set has the same size, and has a non-empty intersection with all other sets in the
family). In [6] this question has been studied for two part set systems. Here the maximal
cardinality of such an intersecting family of sets is studied, where the base set is divided
into two parts, and each set in the family has fixed size intersections with both parts.
Other similar questions have been studied about such 2-part families of sets in [9].

The connection of our problem to intersecting families is tighter than the definitions
suggest. The proofs of the two main theorems, Theorem 2.3 and Theorem 2.4, are
based on the fact that in a sense the structure of a k-uniform large family with a lot
of intersections is similar to the structure of an intersecting family, and an intersecting
family cannot be too complicated.
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The structure of intersecting families is widely studied in extremal combinatorics.
One of the most famous results is due to Hilton and Milner [11] who gave an upper
bound for the size of a non-trivially intersecting family. In [3] the typical structure of
an intersecting family is studied, and proved that assuming some conditions, almost all
intersecting k-uniform families on n element are trivial. This result has been improved
since in several articles, the best known result is [4] (preprint), where the authors only
need the condition n ≥ 2k + 100 log(k). One can read more about the structure of
intersecting families for example in this [14] survey.

In [8] the maximal cardinality of almost intersecting families are examined, that is
families with every set intersecting all other except at most l. This problem is closely
related to the idea behind the proof of our main theorem.

In our article we only examine the case when the two Kneser graphs are isomorphic.
The results of our article can be generalized to products of different Kneser graphs,
though the proofs may be more technical.

1.1. Structure of the article. In the next subsections we talk about notations and
preliminaries. We introduce the notations we use throughout the article and we state
some definitions and theorems we will need in later chapters. Then, we study the maximal
cliques in conventional products of graphs.

In chapter 2 we talk about upper bounds. First we give two fairly easy bounds that
work in every case. Then we solve the problem with up to constant deviation for large
N , and give a sharp bound for the case of k = 2 and large N .

In chapter 3 we work on lower bounds. This mainly consists of giving as good con-
structions as we can. We find connections with other topics in combinatorics and algebra
and use them to give good (sharp in a lot of cases) constructions, and we give a better
lower bound for large N than the trivial.

In chapter 4 we compare the bounds from chapter 2 and 3 and summarize our results.
In chapter 5 we give some open problems.

1.2. Notations. If we do not imply otherwise, we always use the constants k and N and
base set A∪B for semiintersecting families. For easier notation we have also introduced
SA = S ∩ A and SB = S ∩B for any set S ⊂ A ∪B in Definition 1.5.

We call 1-dimensional affine subspaces affine lines as defined in the statement of
Proposition 1.14. We partition the affine lines of a 2-dimensional vector space into
parallel classes (two of the lines are in the same parallel class if their corresponding
linear subspaces are the same, see Definition 1.13 and the paragraphs after it).

We always use Calligraphic letters to refer to families of sets or parallel classes of
affine lines. We use capital letters to denote sets and lowercase letters for elements in
sets.

MOLS(n) is the maximum number of mutually orthogonal Latin squares, defined in
Definition 1.11.
π(x) denotes the number of primes not greater than x.
∼ denotes the asymptotic equivalence of functions. That is, if given two functions,

both defined on the positive reals or on the positive integers, then we say f(x) ∼ g(x) if
and only if

lim
x→∞

f(x)

g(x)
= 1.

We will also use the little-o notation. For two functions, f(x) and g(x) defined on the
positive reals, we say that f(x) = o(g(x)) if for every ε > 0 there exists a K, with

|f(x)| < εg(x)
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for all x > K. With o(g(x)) we denote the set of all functions with the above property.
We say that o(g(x)) = o(h(x)) if the set of functions corresponding to o(g(x)) and o(h(x))
are the same.

1.3. Preliminaries. In our constructions in chapter 3 we will use certain definitions
from algebra, combinatorics and number theory. We will give a brief introduction to
them along with the applied theorems in this subsection.

We will use four well-known mathematical definitions and related theorems: finite
fields, finite projective geometries, mutually orthogonal Latin squares and affine sub-
spaces.

We will not state the definition of a field, as we consider it well-known. A finite field
is a field with a finite number of elements. We will use the following famous theorem.

Theorem 1.9. There exists a finite field with n elements, exactly if n is a prime power.

[15] contains a detailed introduction to finite fields.
We also consider finite projective geometries well-known. A good introduction to the

topic can be read here [1]. We will require the following known theorem.

Theorem 1.10. If n is a prime power then there exists a finite projective plane of order
n.

Definition 1.11 (Mutually orthogonal Latin squares). A Latin square is an n×n square
filled with n different symbols, each occurring exactly once in every row and column.
Two Latin squares are said to be orthogonal if, considering the two filling as an ordered
pair in every entry of the table, every ordered pair occurs exactly once in the square. A
family of Latin squares are mutually orthogonal if every pair of them are orthogonal.

We use the usual MOLS(n) notation for the maximum number of mutually orthogonal
Latin squares of size n× n.

Mutually orthogonal Latin squares are a widely studied topic in combinatorics. In
[12] the authors wrote a brief survey about the best known constructions. We will also
need a related theorem.

Theorem 1.12. There exist n − 1 mutually orthogonal Latin squares of size n if and
only if there exists a finite projective plane of order n.

Finally, we define affine subspaces in a vector space.

Definition 1.13 (Affine subspace). Let V be a vector space. Any subset of the form
x + U , where x is a vector in V and U is a linear subsapce of V , is referred to as an
affine subspace of V .

We will refer to the set of affine subspaces corresponding to a certain linear subspace
as a parallel class. The elements of such a class are pairwise disjoint.

We will use these definitions only when the vector space is two dimensional. In this
case we can state the following useful property.

Proposition 1.14. In a two dimensional vector space V , every two affine subspaces
corresponding to different 1-dimensional linear subspaces (which we will call affine lines)
have exactly one vector as their intersection.

Proof. Let two affine lines be U1 = L1 + p1 and U2 = L2 + p2 where L1 and L2 are two
linear subspaces. First, let us observe that any two non-zero vectors from the two different
linear subspaces will be independent. Let us choose two non-zero vectors x ∈ L1, y ∈ L2.
As these are independent, we can express any vector as the linear combination of these
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two vectors, thus U1 = L1 +a1x+ b1y = L1 + b1y and U2 = L2 +a2x+ b2y = L2 +a2x. It
follows that if we translate the original linear subspaces L1 and L2 with a2x + b1y then
we will get the affine lines U1 and U2 respectively, as x ∈ L1 and y ∈ L2. The linear
subspaces had only the origin as their intersection, therefore when they are translated
they will have only a2x+ b1y as their intersection, thus we have proved our claim. �

At the end of Chapter 3 we will use the famous prime number theorem.

Theorem 1.15 (Prime number theorem). Denote by π(x) the number of primes not
greater than x. (We can consider this function defined on the positive reals.) Then

π(k) =
k

log(k)
+ o

(
k

log(k)

)
.

1.4. Other graph products. Our main problem can be stated as the calculation of
the clique number in the Xor product of Kneser graphs. In this section we examine the
clique number in other graph products. First we define the three most commonly used
graph products. In all three definitions G1 and G2 are simple graphs.

Definition 1.16 (Cartesian product). Let G1�G2 be the graph on the vertex set V1×V2,
where V1 × V2 is the Cartesian product of the vertex sets of the original graphs, and let
(g, h) and (g′, h′) be connected, if either g = g′ and h and h′ are connected in G2, or g
and g′ are connected in G1 and h = h′.

Definition 1.17 (Tensor product). Let G1×G2 be the graph on the vertex set V1×V2,
and let (g, h) and (g′, h′) be connected, if both g and g′ are connected in G1 and h and
h′ are connected in G2. Note that no vertex is connected with itself in G1 and G2.

Definition 1.18 (Strong product). Let G1 �G2 be the graph on the vertex set V1×V2,
and let (g, h) and (g′, h′) be connected, if either g = g′ and h and h′ are connected in
G2, or g and g′ are connected in G1 and h = h′, or both g and g′ are connected in G1

and h and h′ are connected in G2. This is the union of the previous two graph products.

In the case of these graph products the calculation of the clique number is trivial not
only in the case of Kneser graphs, but in the general case as well. The following well
known equivalences describe the clique number in the canonical graph products.

Proposition 1.19. ω(G�G) = ω(G)

Proof. Take a clique from G�G with ω(G) vertices. Without the loss of generality we
can suppose that (v, u1) and (v, u2) are part of this maximal clique. The only points
connected to both of these are the ones having v as their first coordinate. Therefore all
the elements in the clique have v as their first coordinate, so in the other coordinate they
must form a clique, thus ω(G�G) ≤ ω(G).

Let us take a maximal clique A from G. Then in G�G the following set forms a
clique of size ω(G). Let us take all the vertices of the form (v, a) for a fixed v, where
a ∈ A. Therefore ω(G�G) = ω(G)

�

Proposition 1.20. ω(G×G) = ω(G)

Proof. There are no two vertices connected of the form (v, u1) and (v, u2), as v is not
connected to itself. Therefore, in a clique every v ∈ G can only appear once in the first
coordinate. All of the v ∈ G that appear in such a way should be connected, therefore
ω(G×G) ≤ ω(G).

This is sharp, as if we take a clique A of size ω(G), and take the points (v, v) where
v ∈ A, we will get a suitably large clique. �
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Proposition 1.21. ω(G�G) = ω(G)2

Proof. If we observe only the first coordinate in a clique in G � G we get that for each
pair of vertices the first coordinate is either the same, or is connected. This means that
the size of the set of possible first coordinates is at most ω(G). This is true for the
second coordinate as well, therefore there are only ω(G)2 possibilities for an element in
the clique.

We can construct a large enough clique by taking a maximal clique A in G, and taking
the clique consisting of the vertices (u, v) where u, v ∈ A. �

2. Upper bounds
As stated in the introduction we start this section with 2 simple lemmas, which give
surprisingly strong bounds in some cases.

Lemma 2.1.

f(k,N) ≤ 2k

(⌊
N

k

⌋
− 1

)
+ 1

Proof. Let S be a semiintersecting family, and let S ∈ S. We want to give an upper
bound for the number of sets T with T ∈ S, T 6= S and SA ∩ TA 6= ∅. Let us denote the
family of sets with these properties T .

Note that for all a ∈ A there are at most
⌊
N
k

⌋
sets H ∈ S with a ∈ H, because any

two such H intersect in A, so they must be pairwise disjoint in B. Using this, for all
u ∈ SA there are at most

⌊
N
k

⌋
− 1 sets T ∈ S with T 6= S and u ∈ T . |SA| = k, and

u ∈ T for some u ∈ SA for all T ∈ T , so

|T | ≤ k

(⌊
N

k

⌋
− 1

)
.

By the symmetry between A and B this is also an upper bound for the sets that intersect
S at B, and all sets from S must intersect S either in A or in B. The conclusion
follows. �

Lemma 2.2.

f(k,N) ≤

⌊
N
⌊
N
k

⌋
k

⌋
Proof. We will use double counting.

Let S be a semiintersecting family. Using the same fact as in Lemma 2.1, for all
a ∈ A there can be at most

⌊
N
k

⌋
elements of S that contain a. Therefore we can count

the (ordered) pairs (a, S), where a ∈ A, S ∈ S and a ∈ S. On one hand for every a there
are at most

⌊
N
k

⌋
sets containing it, so there are at most N

⌊
N
k

⌋
pairs. On the other hand

the number of pairs equals |S| · k, since every S ∈ S contains exactly k elements in A.
Therefore we get

|S| ≤

⌊
N
⌊
N
k

⌋
k

⌋
.

�

Now we turn to the case when N is sufficiently large. We examine the k = 2 case
separately, because in this case we can calculate the exact value. Our next theorem is a
sharp upper bound, and we will prove that this is indeed sharp in a slightly more general
form in the next chapter.
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In the next two theorems we will use the concept of Ramsey numbers. Ramsey’s
theorem [16] states that for all positive integers a and b there exist a smallest integer
R(a, b) (called Ramsey number) with the property that any simple graph with R(a, b)
vertices contains either a clique of size a or an independent set of size b. From now on
we use the notation R(a, b) for Ramsey numbers.

Theorem 2.3. If
⌊
N
2

⌋
≥ R(7, 7) then

f(2, N) ≤
⌊
N

2

⌋
+ 4.

Proof. Let S be a semiintesecting family with maximal cardinality. Then from the trivial
lower bound |S| ≥

⌊
N
2

⌋
≥ R(7, 7).

Consider the graph G that has the sets in S as its vertices and two vertices S, T ∈ S
are connected if and only if (SA) ∩ (TA) 6= ∅. From Ramsey’s Theorem we know that
this graph contains 7 vertices that form a click or an independent set.

In the former case, there are 7 sets in S pairwise intersecting in A. In the latter case,
there are 7 sets in S pairwise disjoint in A, therefore pairwise intersecting in B. By the
symmetry between A and B we can assume that there are 7 sets pairwise intersecting in
A. Let T ⊂ S denote such a 7-element subfamily.

Let us call a 2-element subset P ⊂ A catcher, if there exist at least 3 sets S1, S2, S3 ∈ S
such that (S1)A = (S2)A = (S3)A = P . Notice that if TA ∩ P = ∅ for some T ∈ S, then
T must intersect S1, S2 and S3 in B which is impossible, as they are disjoint in B and
|TB| = 2. So all T ∈ S must intersect P . This is a pretty strong condition, so our goal
is to find catcher subsets of A.

We have two possibilities for T . Either there is an element c ∈ A with c ∈ T for
all T ∈ T (Case 1 and Case 2). If there is no such c, then there are subsets TA
(T ∈ T ) of the form {c, d}, {c, e} and one that is not containing c, which must be
{d, e}. All other sets in T must intersect {c, d}, {d, e} and {e, c}, which is only possible,
if TA = {c, d}, {d, e} or {e, c} for all T ∈ T (Case 3).

Case 1: There is an element c ∈ A that is contained in all T ∈ T and c ∈ S for all
S ∈ S. All sets of S intersect at c, so they are pairwise disjoint in B, which means that
|S| ≤

⌊
N
2

⌋
, and we are finished.

Case 2: There is an element c ∈ A that is contained in all T ∈ T but c /∈ S for
some S ∈ S. Let us choose such an S ∈ S and call d and e the elements of SA, i.e.
SA = {d, e}. The sets in T are disjoint in B, and S can intersect at most two of them in
B as |SB| = 2. Therefore SA must intersect all but at most two sets in T , which means
that at least 5 sets from T contain d or e. Consequently either d or e is contained in at
least 3 sets from T . We can assume that the former holds and conclude that {c, d} ⊂ A
is a catcher subset.

Case 3: TA = {c, d}, {c, e} or {d, e} for all T ∈ T . This means that one of them
must occur at least 3 times. We can assume that {c, d} occurs at least 3 times, and
conclude that {c, d} ⊂ A is a catcher subset.

So in both Case 2 and Case 3 we concluded that P := {c, d} is a catcher subset.
Let C ⊂ S with C ∈ C exactly if c ∈ C and d /∈ C. If |C| ≤ 4 then all but at most 4 sets
from S contain d, and these sets are pairwise disjoint in B, so in this case |S| ≤

⌊
N
2

⌋
+4,

therefore the statement is true.
Thus we may assume that |C| > 4. Similarly, let D ⊂ S with D ∈ D exactly if c /∈ D

and d ∈ D. In the same way we can assume, that |D| > 4. D is nonempty, therefore we
may choose D ∈ D. Call e the other element of DA, i.e. DA = {d, e}.
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All the sets of C are disjoint in B, so D can intersect at most two of them in B.
Consequently it intersects at least 3 of them, C1, C2, C3, in A. Notice, that it is only
possible if (C1)A = (C2)A = (C3)A = {c, e}, which means that Q := {c, e} is a catcher
subset.
SA ∩ P 6= ∅ and SA ∩ Q 6= ∅ for all S ∈ S, so either c ∈ SA or SA = {d, e}. If there

are less than 3 sets with SA = {d, e} then all but these contain c, so they are disjoint in
B, therefore |S| <

⌊
N
2

⌋
+ 3, and we are finished.

The other option is that R := {d, e} is also a catcher subset. Then SA ∩ P 6= ∅,
SA ∩ Q 6= ∅ and SA ∩ R 6= ∅ for all S ∈ S. It is only possible if SA = P,Q or R for all
S ∈ S. So all set in S pairwise intersect in A, thus they are pairwise disjoint in B, so
|S| ≤

⌊
N
2

⌋
. The proof is complete.

�

And here comes the most important and challenging theorem of our article. We solve
the problem for large N up to a constant deviation.

Theorem 2.4. For all k there exists a constant c (depending only on k) with f(k,N) ≤⌊
N
k

⌋
+ c for all N .

Remark 2.5. In a forthcoming work with Zoltán Füredi, among others, we will show
that c = Θ(4k

√
k).

Proof. Let S be a semiintersecting family for some k, N . First we prove two lemmas.

Lemma 2.6. Suppose that we have a set C ⊂ A with 1 ≤ |C| ≤ k− 1. Furthermore, let
S1, S2, . . . , S2k+1 ∈ S be sets such that the intersection of any two of them is exactly C.
Then all of the other sets of S must intersect some element of C.

Proof. Since all of the sets S1, S2, . . . , S2k+1 intersect in A, they are disjoint in B. Suppose
that for some set S ∈ S, S∩C = ∅. We have that Si∩Sj = C for all i, j, therefore Si \C
and Sj \C are disjoint. There are 2k+ 1 sets that S has to intersect either in A or in B.
Recall that (Si)B and (Sj)B are disjoint for all i, j, and so are all the sets (Si)A \ C and
(Sj)A \ C. This means that S cannot intersect more than k of them neither in A nor in
B, since it has only k elements both in A and in B, so we have a contradiction.

�

We define two recursive sequences that will play an important role in Lemma 2.8.

Definition 2.7. Define
r1 := k + 1

and let
ri := R(mi−1, 2k + 1)

for i ≥ 2.
Furthermore, for all i ≥ 1 define

mi = ri · i.
Note that this is a well-defined recursive definition, as the two sequences determine each
other. r1 is given, ri determines mi and mi determines ri+1.

Lemma 2.8. There exists an m ∈ N such that it depends only on k, and for any Z ⊂ S
with |Z| ≥ m there exists a Z ∈ Z such that one of the following holds.

• ZA ∩ SA 6= ∅ for all S ∈ S.
• ZB ∩ SB 6= ∅ for all S ∈ S.

We will show that m = R(mk,mk) is an appropriate choice.
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Proof. Throughout the proof we will use the sequences ri andmi defined in Definition 2.7.
Suppose, that Z ⊂ S has at least m = R(mk,mk) elements.
We will construct the same graph as we did in the beginning of the proof of Theo-

rem 2.3. The vertices are the sets in Z, and two of them are connected if and only if they
intersect in A. Since we supposed that |Z| ≥ R(mk,mk), our graph must either contain
a click or an independent set of sizemk because of the Ramsey theorem. This means that
there must be a subsetMk ⊂ Z such that |Mk| ≥ mk, and either XA ∩ YA is nonempty
for every X, Y ∈ Mk or XB ∩ YB is nonempty for every X, Y ∈ Mk. We can assume
that the former holds, the other case is the same as the roles of A and B are symmetric.
Now let us choose a set X ∈ Mk. Since YA ∩XA is nonempty for every Y ∈ Mk, and
since |Mk| ≥ mk = k · rk by definition, there must be an element z1 ∈ XA ⊂ A, such
that at least rk sets inMk contain z1. Let us call the set of these sets Rk. Formally:

Rk := {M ∈Mk : z1 ∈MA}

We want to create a descending chain of subfamilies

Z ⊃Mk ⊃ Rk ⊃Mk−1 ⊃ Rk−1 ⊃Mk−2 ⊃ . . . ⊃ R1

such that the following conditions hold.
• |Ml| ≥ ml and |Rl| ≥ rl for all 1 ≤ l ≤ k.
• For all 1 ≤ l ≤ k there exist z1, z2, . . . , zk−l ∈ A such that {z1, z2, . . . , zk−l} ⊂M
for all M ∈Ml and {z1, z2, . . . , zk−l} (M ∩N for all M,N ∈Ml.
• For all 1 ≤ l ≤ k there exist z1, z2, . . . , zk−l+1 ∈ A with {z1, z2, . . . , zk−l+1} ⊂ R
for all R ∈ Rl.

We do this by induction. For the base step we already created the familiesMk and
Rk, it is easy to check that these satisfy the conditions of the induction. For the induction
step we assume that we already created Ml and Rl (2 ≤ l ≤ k), and then we try to
construct the subfamiliesMl−1 and Rl−1.

Thus we have Ml and Rl such that {z1, z2, . . . , zk+1−l} ⊂ X for every X ∈ Rl and
|Rl| ≥ rl.

We create a graph again: the vertices are the sets from Rl, and two of them, X
and Y , are connected if and only if {z1, z2, . . . , zk+1−l} ( XA ∩ YA. Since |Rl| ≥ rl =
R(ml−1, 2k + 1), we have either a click of size ml−1 or an independent set of size 2k + 1.

In the latter case, we can use Lemma 2.6, as we have an independent set of size 2k+1,
which means that the corresponding sets pairwise intersect in exactly {z1, z2, . . . , zk+1−l}.
Therefore, we conclude that for every set X ∈ S, XA ∩ {z1, z2, . . . , zk+1−l} 6= ∅, in
particular any Z ∈ Rl proves the lemma as {z1, z2, . . . , zk+1−l} ⊂ Z.

In the former case, let us defineMl−1 to be a subfamily of Rl such that for every pair
X, Y ∈ Ml−1 it holds that {z1, z2, . . . , zk+1−l} ( XA ∩ YA, and among these subfamilies
it has maximal cardinality. We have |Ml−1| ≥ ml−1, since we had a click of size ml−1 in
the graph we defined.

We created Ml−1 and it indeed satisfies the conditions stated above. Now we want
to find a subfamily ofMl−1 that is appropriate for Rl−1. We will do the same thing we
did in the base case when we created Rk fromMk.

Let us choose a set X ∈Ml−1. AllM ∈Ml−1 must intersect XA\{z1, z2, . . . , zk+1−l},
and |XA \ {z1, z2, . . . , zk+1−l}| = l− 1. By definition ml−1 = rl−1 · (l− 1), so we can find
an element zk+1−(l−1) in XA (with zk+1−(l−1) 6= z1, z2, . . . , zk+1−l) such that at least rl−1
sets from Ml−1 contain it. Here we used that k + 1 − l < k, and therefore we could
choose some element other than z1, z2, . . . , zk+1−l. Now define

Rl−1 := {M ∈Ml−1 : zk+1−(l−1) ∈MA}.
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We got a family of sets, Rl−1, such that {z1, z2, . . . , zk+1−(l−1)} ⊂ X for every set
X ∈ Rl−1 and |Rl−1| ≥ rl−1. These were the conditions for Rl−1, therefore the induction
works.

Throughout the induction, if at any step the graph we created has an independent
set of size 2k + 1 then we have proved the lemma.

If this case never occurs, so we always find a large clique, then we terminate in the
case when l = 1. Therefore, we get a family R1 and elements z1, z2, . . . , zk ∈ A with
|R1| ≥ r1 = k+1 and {z1, z2, . . . , zk} ⊂ XA for all X ∈ R1. Meaning that for all X ∈ R1

we have XA = {z1, z2, . . . , zk}. Now all S ∈ S must intersect {z1, z2, . . . , zk}, because
otherwise it intersects all the sets from R1 in B, which is clearly impossible as these are
at least k + 1 sets which must be pairwise disjoint in B, and |SB| = k. For any Z ∈ R1

we have {z1, z2, . . . , zk} ⊂ Z, therefore it is a good choice for the lemma. So by choosing
m = R(mk,mk) the lemma is indeed true.

�

Now we turn to prove Theorem 2.4. We will prove that |S| ≤
⌊
N
k

⌋
+m− 1.

Suppose on the contrary that |S| ≥ m +
⌊
N
k

⌋
. Then |S| ≥ m, so we can apply

Lemma 2.8 with Z = S, and conclude that there exists a set Z ∈ Z, such that either
ZA ∩ SA 6= ∅ for all S ∈ S or ZB ∩ SB 6= ∅ for all S ∈ S. We can suppose without loss
of generality that the former holds, and define the following nonempty family of sets.

F = {X ∈ S : XA ∩ SA 6= ∅ for all S ∈ S}
We know, that FA ∩ GA is nonempty for every F,G ∈ F , therefore they are disjoint

in B, so |F| ≤
⌊
N
k

⌋
.

Consequently, |S \ F| ≥ m, so we can apply Lemma 2.8 again for Z = S \ F . The
roles of A and B are not symmetric anymore, therefore we have to check both cases of
the lemma.

Case 1: There exists a set X ∈ S \F such that SA∩XA 6= ∅ for all S ∈ S. However,
this was the definition of the family F , and X is not in F , so this is a contradiction.

Case 2: There exists a set X ∈ S \ F such that SB ∩XB 6= ∅ for all S ∈ S. Let us
choose a set F from F . F 6= X as F ∈ F and X /∈ F . Notice that FA ∩XA 6= ∅ because
of the definition of F , and FB ∩XB 6= ∅ because of the definition of X. This contradicts
S being a semiintersecting family, so we proved Theorem 2.4.

�

3. Lower bounds
We start with three simple observations.

The first is the trivial lower bound
⌊
N
k

⌋
. Just take a family S with SA = TA and

(SB)∩(TB) = ∅ for all S, T ∈ S. This is actually not as weak as it looks, see Theorem 2.4.
Secondly, if k is fix and N1 < N2 then f(k,N1) ≤ f(k,N2), as a semiintersecting

family for (k,N1) can be considered as a semiintersecting family for (k,N2) where we do
not use the remaining elements. So in other words, f(k,N) is monotonously increasing
in N .

The third observation is a bit more complex, so we state it as a lemma.

Lemma 3.1. Assume that we have a semiintersecting family S with constants (k,N).
Let g : A ∪B → Z+ with the following properties.
There exists a constant N ′ with∑

a∈A

g(a) =
∑
b∈B

g(b) = N ′,
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and there exists a constant k′ with∑
s∈SA

g(s) =
∑
s∈SB

g(s) = k′

for all S ∈ S.
Then f(k′, N ′) ≥ |S|.

Proof. If we understand the statement, the proof is evident. Intuitively this means that
we replace every point p with g(p) other points.

For all c ∈ A ∪ B assign a set Hc such that |Hc| = g(c) and Hi ∩ Hj = ∅ for all
distinct i, j ∈ A ∪ B. Let A′ =

⋃
a∈AHa and B′ =

⋃
b∈BHb. For all S ∈ S consider the

set S ′ =
⋃

s∈S Hs, and let S ′ be the family of these sets for all S ∈ S.
From the assumptions of the lemma we know that |A′| = |B′| = N ′ and |S ′A′ | =

|S ′B′ | = k′ for all S ′ ∈ S ′, and clearly S ′ is semiintesecting because S is semiintersecting,
therefore

f(k′, N ′) ≥ |S ′| = |S|.
�

Corollary 3.2. If d divides both k and N then f(k,N) ≥ f
(
k
d
, N

d

)
.

Proof. Let us use Lemma 3.1 for a semiintersecting family S with constants
(
k
d
, N

d

)
and

with maximal cardinality among such, i.e. |S| = f
(
k
d
, N

d

)
. Furthermore let g ≡ d be the

constant function. With these conditions Lemma 3.1 gives the desired result. �

Now we will investigate the special case when N = k2, furthermore we only consider
constructions with an extra condition beside the conditions of semiintersecting families.

Definition 3.3. Call a semiinterseting family S Latin, if N = k2 and we can partition
B into k disjoint sets B1, B2,. . . , Bk, all of them having exactly k elements with the
property that for all S ∈ S we have SB = Bi for some 1 ≤ i ≤ k, and for all 1 ≤ i ≤ k
there is either no S ∈ S with SB = Bi or there are exactly k such S ∈ S.

At first glance this definition could look quite arbitrary, but the motivation is that
the Latin semiintersecting families can be corresponded to mutually orthogonal Latin
squares. The next theorem formulates this more precisely.

Theorem 3.4. Let k ≥ 2. The maximal number that can be the cardinality of a Latin
semiintersecting family with parameters (k, k2) is k ·min(MOLS(k) + 2, k).

Proof. Take a Latin semiintersecting family S with maximal cardinality. Let us call
B1, B2, . . . , Bk the disjoint sets in Definition 3.3. Index them such a way that exactly
the first l among them are the sets with k different S ∈ S intersecting B at that set,
i.e. SB = Bi for k sets S ∈ S if 1 ≤ i ≤ l, and there is no such S ∈ S if l + 1 ≤ i ≤ k.
For all 1 ≤ i ≤ l call Si ⊂ S the family of sets that intersect B at Bi. Note that for all
1 ≤ i ≤ l the sets S ∈ Si are pairwise disjoint in A, and there are k of them, so they
must partition A. Also if i 6= j and X ∈ Si, Y ∈ Sj then XA ∩ YA 6= ∅. This is true for
all Y ∈ Sj, so X must intersect every set Y ∈ Sj in exactly 1 element. So every pair of
sets from S that belong to different Si intersect in 1 element.

Clearly l ≥ 2. Arrange the points of A in a k × k square such that the rows are the
subsets in the partition obtained from S1, and the columns are the subsets in the partition
obtained from S2. It is clearly possible to construct such an arrangement. For example
let us call the sets from S1 and S2 respectively X1, X2, . . . , Xk and Y1, Y2, . . . , Yk. If
(Xi)A ∩ (Yj)A = a ∈ A then put a in the ith row and jth column. Now for every
3 ≤ i ≤ l we can see from the above conditions that every XA ∈ Si has to intersect every
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row and column exactly once, so the partition obtained from Si is a Latin square. Also
the above observations for 3 ≤ i < j ≤ l tells us exactly that Si and Sj are orthogonal
Latin squares.

Conversely if m ≤ k − 2 mutually orthogonal Latin squares are given, it is possible
to construct a Latin semiintersecting family of size m+ 2 from them. The construction
can be obtained by doing everything in the opposite direction. Arrange A into a k × k
square. Let the rows and the columns of A be the sets from S1 and S2 respectively, and
assign to every Latin square a semiintersecting subfamily Si. We needed the condition
that m ≤ k−2, since B is partitioned into k parts, thus we can only create k subfamilies
Si ⊂ S satisfying the above conditions even if MOLS(k) > k − 2. The theorem follows.

�

In particular the following corollary is true.

Corollary 3.5. f(k, k2) ≥ k ·min(MOLS(k) + 2, k)

With Corollary 3.5 we can give lower bounds for f(k, k2). As Latin semiintersect-
ing families are a very special class of semiintersecting families this estimation looks
quite weak at first glance, but actually we can see from Lemma 2.2 that it is sharp if
MOLS(k) ≥ k − 2. In particular, by Theorem 1.12 it is sharp if there exists a projective
plane of order k, consequently from Theorem 1.10 it is sharp for prime powers. We will
state this result as a separate lemma and write down another proof, as it is nice and
simple, and we will use the same ideas and notations in later lemmas and theorems.

Figure 1. This figure shows the construction detailed in Lemma 3.6 for
p = 7. The set A corresponds to the set of points of F2

p. (Si)A shows
examples of affine lines in this space. In the set B every parallel class of
lines in A will have a corresponding subset. As (S1)A and (S4)A are from
the same parallel class, their corresponding subset is the same in B, or in
other words (S1)B = (S4)B.

Lemma 3.6. Assume that p is a prime power. Then

f(p, p2) ≥ p2.
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Proof. Let Fp be the p-element field (that exists by Theorem 1.9), and let D be a 2-
dimensional vector space over this field. Let us take the affine lines (remember that
affine lines are affine subspaces corresponding to 1-dimensional linear subspaces) in this
space. There are p+ 1 parallel classes of affine lines corresponding to the p+ 1 distinct
1-dimensional linear subspaces, let us call these parallel classes D1, D2,. . . , Dp+1. All of
them contain p affine lines. From Proposition 1.14 any pair of affine lines from different
classes have exactly one point as their intersection.

Consider the following construction for a semiintersecting family S with constants
k = p and N = p2. Assign the elements of A to the points of D, and divide B into p
disjoint sets (call them B1, B2,. . . , Bp) all of them containing p elements.

For all 1 ≤ i ≤ p define
Si := {Bi ∪X : X ∈ Di},

and define S as
⋃p

i=1 Si. This is p2 sets as |Di| = p for all 1 ≤ i ≤ p. By the construction
it is trivial that |SA| = |SB| = p for all S ∈ S. The other condition of semiintersecting
families also holds, because we have two cases:

• X, Y ∈ Si. In this case, XA ∩ YA = ∅, as they correspond to parallel affine lines
and XB ∩ YB = Bi.
• X ∈ Si and Y ∈ Sj (i 6= j). In this case, XA ∩ YA 6= ∅ as they correspond to
nonparallel affine lines and XB ∩ YB = ∅.

So this is indeed a semiintersecting family with p2 elements which proves our claim.
�

Now we give 3 generalizations of this lemma. The first is interesting in itself, but we
will also use it as a lemma for the theorem after it.

Lemma 3.7. Assume that p is a prime power and l ≤ p+ 1. Then

f(p, lp2) ≥ lp2.

Proof. We use similar notations as in the proof of Lemma 3.6, as we are going to general-
ize the construction from that lemma. So now, as the statement of the lemma implies, we
construct a semiintersecting family S with constants k = p and N = lp2 with |S| = lp2.

Divide A into l disjoint sets with p2 elements, and assign the 2-dimensional vector
spaces (over Fp) D1, D2,. . . , Dl to them. Let Di

1, Di
2,. . . , Di

p+1 be the parallel classes of
affine lines in Di for all 1 ≤ i ≤ l. In B we will only use p2 elements, so let B′ ⊂ B with
|B′| = p2. Assign the points of a 2-dimensional vector space E (over Fp) to the elements
in B′ and let E1, E2,. . . , Ep+1 be the parallel classes of affine lines in E. For all 1 ≤ i ≤ l
let us take S from Lemma 3.6 with D = Di and with B1, B2,. . . , Bp as the sets from Ei,
call this family Si. Let

S :=
l⋃

i=1

Si.

Obviously |S| = lp2.
We need to check that this is a semiintersecting family. It is trivial that for all S ∈ S

we have |SA| = |SB| = p. Now we check the second condition of semiintersecting families.
Take two sets X and Y from S.

• If X, Y ∈ Si, then by Lemma 3.6 the condition holds.
• If X ∈ Si and Y ∈ Sj, then they are disjoint in A and they intersect in B, as
their intersections with B are two nonparallel affine lines in E.

We have proved that S is semiintersecting. �
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Remark 3.8. This lemma is not sharp (or at least we cannot prove it is), however
combining it with Lemma 2.1 we have

lp2 ≤ f(p, lp2) ≤ 2p(lp− 1) + 1,

so the upper bound is less than twice the lower bound.

The next theorem gives a lower bound when N is large if p is a fixed prime power.
It is sharp for p = 2, but unfortunately it is very likely that it is far from the best for
larger p prime powers. Still, it is much better than the trivial

⌊
N
p

⌋
estimation.

Theorem 3.9. Let p be a prime power. If N ≥ p3 then

f(p,N) ≥
⌊
N

p

⌋
− p2 + p3.

Proof. We use the notations from Theorem 3.7. Let p be a prime power and N ≥ p3, we
construct an appropriate semiintersecting family S with constants (p,N). Let A′ ⊂ A
and B′ ⊂ B be subsets with |A′| = |B′| = p3, and take the family S from Theorem 3.7
with l = p and A = A′, B = B′. In this proof we call this family S1.

Notice that in Theorem 3.7 we had p + 1 parallel classes of affine lines in E. Until
now we only used p from them as l = p in this case.

Let E ∈ Ep+1. Take
⌊
N−p3

p

⌋
pairwise disjoint p-element subsets from A \ A′, let C be

the family containing these subsets. Let

S2 := {C ∪ E : C ∈ C}.
Now let S = S1 ∪ S2. Then

|S| = |S1|+ |S2| = p3 +

⌊
N − p3

p

⌋
=

⌊
N

p

⌋
− p2 + p3,

we prove that S is semiintersecting. Trivially |SA| = |SB| = p for all S ∈ S. Now we
prove the second condition of semiintersecting families. Take any 2 sets X and Y from
S.

• If X, Y ∈ S1, then the condition is true by Theorem 3.7.
• If X ∈ S1 and Y ∈ S2, then they are disjoint in A and they intersect in B, since
YB = E and XB is also an affine line not from the family Ep+1 (to construct S1
we only used E1, E2,. . . , Ep).
• If X, Y ∈ S2, then they obviously intersect in B and are disjoint in A.

The proof is finished. �

Remark 3.10. In other words in this theorem we proved that c ≥ p3− p2 for any prime
power p where c is the constant in the statement of Theorem 2.4 with k = p.

The last generalization of Lemma 3.6 gives a sharp bound (combined with Lemma 2.2)
for a larger class of pairs (k,N).

Theorem 3.11. For all positive integers k and prime powers p with p ≤ k the following
inequality holds.

f(k, pk) ≥ p2

Proof. We will use Lemma 3.1 on the construction obtained in Lemma 3.6. So again,
take the construction from Lemma 3.6, call it S, and use the notations introduced in
that lemma. Let X ∈ Dp+1 be an affine line. Note that in the construction we only
used the first p parallel classes, so SA is an affine line intersecting X for every S ∈ S.
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Consequently, from Proposition 1.14 we have |SA∩X| = 1 for all S ∈ S. Take an element
bi ∈ Bi for 1 ≤ i ≤ p. Define g such that

g(c) =

{
k − p+ 1 if c ∈ X or c = bi for some 1 ≤ i ≤ p,
1 otherwise.

Now we have to check that the conditions of Lemma 3.1 are fulfilled. Let

C = {c ∈ A ∪B : c ∈ X or c = bi for some 1 ≤ i ≤ p}.

In other words C ⊂ A∪B consist of the elements c for which g(c) = k−p+1. |C∩A| = p
as |X| = p and |C ∩B| = p as C ∩B = {b1, b2, . . . , bn}. Consequently,∑

a∈A

g(a) =
∑
b∈B

g(b) = (p2 − p) + p · (k − p+ 1) = pk.

For any S ∈ S we saw that |SA ∩ C| = |SA ∩ X| = 1, and also |SB ∩ C| = 1, as
SB = Bi for some 1 ≤ i ≤ p, so SB ∩ C = {bi}. Consequently,∑

s∈SA

g(s) =
∑
s∈SB

g(s) = (p− 1) + (k − p+ 1) = k

for all S ∈ S. Therefore, we can indeed apply Lemma 3.1 which finishes the proof.
�

Corollary 3.12. f(k, k2) ∼ k2

Proof. Combining Theorem 3.11 with the monotonicity of f(k,N) on N , we know that
for every k and prime power p ≤ k the following inequality holds.

f(k, k2) ≥ f(k, pk) = p2.

From Lemma 2.2 we also know that f(k, k2) ≤ k2.
Now we will use the same argument as in [10, p. 494] about the density of prime

numbers. Let 0 < ε < 1. As log(1− ε) is a constant, evidently

log(k) ∼ log(k) + log(1− ε),
thus it is easy to see that

o

(
k

log(k)

)
= o

(
(1− ε)k

log(k) + log(1− ε)

)
= o

(
(1− ε)k

log((1− ε)k)

)
.

Using this equation and the prime number theorem (Theorem 1.15)

π(k)− π((1− ε)k) =
k

log(k)
− k − εk

log(k) + log(1− ε)
+ o

(
k

log(k)

)
.

Notice that from log(k) ∼ log(k) + log(1− ε) we have

k

log(k)
− k

log(k) + log(1− ε)
=

k

log(k)
·
(

1− log(k)

log(k) + log(1− ε)

)
= o

(
k

log(k)

)
.

Therefore

π(k)− π((1− ε)k) =
εk

log(k) + log(1− ε)
+ o

(
k

log(k)

)
.

There exists a K1 such that log(k) > log(1 − ε) for k > K1. There exists a K2 such
that for all k > K2 the following inequality holds by the definition of the little-o notation.

π(k)− π((1− ε)k) >
εk

log(k) + log(1− ε)
− ε

2
· k

log(k)
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Now for all k > max(K1, K2) we have

π(k)− π((1− ε)k) >
εk

2 log(k)
− ε

2
· k

log(k)
= 0.

We proved that for any 0 < ε < 1 there exists a sufficiently large K with the property
that if k > K then π(k)−π((1− ε)k) > 0. This means that there exists a prime number
k(1− ε) ≤ p ≤ k. Therefore

k2 ≥ f(k, k2) ≥ p2 ≥ k2(1− ε)2

for any given 0 < ε < 1 and sufficiently large k, thus

1 ≥ lim
k→∞

f(k, k2)

k2
≥ (1− ε)2.

This holds for all ε, therefore

1 = lim
k→∞

f(k, k2)

k2
.

�

4. Summary
Combining the results from Section 2 and Section 3 we know quite much about the order
of magnitude of f(k,N).

The most important result in our opinion is that in Theorem 2.4 for fix k we deter-
mined that the exact value of f(k,N) is

⌊
N
k

⌋
up to a constant deviation depending only

on k. In particular, for a fix k we asymptotically determined f(k,N).
If we consider only the pairs (k, k2) then Corollary 3.12 shows that f(k, k2) ∼ k2.
Also, from Theorem 3.11 we can see that for a fixed prime power p we have f(k, pk) ∼

p2 (in fact we know that they are equal if k ≥ p).
We found the exact result for the following (k,N) pairs.
• If k = 2 and

⌊
N
2

⌋
≥ R(7, 7) then the upper and lower bounds from Theorem 2.3

and Theorem 3.9 meet, so we have

f(2, N) =

⌊
N

2

⌋
+ 4.

• If k is a positive integer and p is a prime power not bigger than k then from
Lemma 2.2 and Theorem 3.11

f(k, pk) = p2.

5. Open problems
In this section we summarize the remaining unanswered questions.

The next natural step in the study of our problem will be the following generalization.

Problem 5.1. What is the clique number in higher powers of Kneser graphs with respect
to the Xor product?

This question is notably harder than the case we examined in this article.
We have seen that Lemma 2.2 is sharp in a variety of cases if N ≤ k2. Therefore, the

following question arises naturally.

Question 5.2. Is the following equation true for all N ≤ k2?

f(k,N) =

⌊
N
⌊
N
k

⌋
k

⌋
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Checking the equality for small values is rather hard due to the problem’s computa-
tional complexity with simple methods. Though we do not have much computational
data for Question 5.2, but by the examination of the structure of semiintersecting families
we think that it might be true.

Another remaining aspect of our problem is the behaviour of f when N > k2. We
know the trivial lower bound

⌊
N
k

⌋
, and from Lemma 2.1 we have a rather strong upper

bound. Consider the special case when N = dkn. The results in our article determine
the asymptotics of this case when n = 2 and d = 1 and when n = 1 and d = p for prime
power p. However, when n ≥ 3 we have little to no knowledge about the asymptotics
of f .

Problem 5.3. What is the asymptotics of f(k, dkn)?
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