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Abstract

DP-coloring (also called correspondence coloring) is a generalization of list coloring
that has been widely studied in recent years after its introduction by Dvořák and Postle
in 2015. As the analogue of the chromatic polynomial P (G,m), the DP color function
of a graph G, denoted PDP (G,m), counts the minimum number of DP-colorings over
all possible m-fold covers. Chromatic polynomials for joins and vertex-gluings of graphs
are well understood, but the effect of these graph operations on the DP color function is
not known. In this paper we make progress on understanding the DP color function of
the join of a graph with a complete graph and vertex-gluings of certain graphs. We also
develop tools to study the DP color function under these graph operations, and we study
the threshold (smallest m) beyond which the DP color function of a graph constructed
with these operations equals its chromatic polynomial.

Keywords. graph coloring, list coloring, DP-coloring, correspondence coloring, chro-
matic polynomial, list color function, DP-color function.
Mathematics Subject Classification. 05C15, 05C30, 05C69

1 Introduction

In this paper all graphs are nonempty, finite, simple graphs unless otherwise noted. Gen-
erally speaking we follow West [30] for terminology and notation. The set of natural numbers
is N = {1, 2, 3, . . .}. For m ∈ N, we write [m] for the set {1, . . . ,m}. Given a set A, P(A) is the
power set of A. We write AM-GM Inequality for the inequality of arithmetic and geometric
means. If G is a graph and S,U ⊆ V (G), we use G[S] for the subgraph of G induced by S, and
we use EG(S,U) for the set consisting of all the edges in E(G) that have at least one endpoint
in S and at least one endpoint in U . For v ∈ V (G), we write dG(v) for the degree of vertex v
in the graph G and ∆(G) for the maximum degree of G. We write NG(v) (resp. NG[v]) for
the neighborhood (resp. closed neighborhood) of vertex v in the graph G. We use ω(G) to
denote the clique number of the graph G. When C is a cycle on n vertices (n ≥ 3 since C is
simple), V (C) = {v1, . . . , vn}, and E(C) = {{v1, v2}, {v2, v3}, . . . , {vn−1, vn}, {vn, v1}}, then
we say the vertices of C are written in cyclic order when we write v1, . . . , vn. If G and H are
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vertex disjoint graphs, we write G∨H for the join of G and H. When G = K1, G∨H is the
cone of H, and the vertex in V (G) is called the universal vertex of G ∨H.

1.1 List Coloring and DP-Coloring

In the classical vertex coloring problem we wish to color the vertices of a graph G with
up to m colors from [m] so that adjacent vertices receive different colors, a so-called proper
m-coloring. The chromatic number of a graph G, denoted χ(G), is the smallest m such that
G has a proper m-coloring. List coloring is a variation on classical vertex coloring that was
introduced independently by Vizing [28] and Erdős, Rubin, and Taylor [14] in the 1970s. For
list coloring, we associate a list assignment L with a graph G such that each vertex v ∈ V (G)
is assigned a list of available colors L(v) (we say L is a list assignment for G). We say G is
L-colorable if there is a proper coloring f of G such that f(v) ∈ L(v) for each v ∈ V (G) (we
refer to f as a proper L-coloring of G). A list assignment L is called a k-assignment for G
if |L(v)| = k for each v ∈ V (G). The list chromatic number of a graph G, denoted χℓ(G),
is the smallest k such that G is L-colorable whenever L is a k-assignment for G. We say G
is k-choosable if k ≥ χℓ(G). Note χ(G) ≤ χℓ(G) since a k-assginment can assign the same
colors to every vertex in G. This inequality may be strict since it is known that there are
bipartite graphs with arbitrarily large list chromatic numbers (see [14]).

In 2015, Dvořák and Postle [13] introduced a generalization of list coloring called DP-
coloring (they called it correspondence coloring) in order to prove that every planar graph
without cycles of lengths 4 to 8 is 3-choosable. DP-coloring has been extensively studied over
the past 5 years (see e.g., [3, 4, 5, 6, 16, 18, 19, 20, 21, 25, 26]). Intuitively, DP-coloring
is a variation on list coloring where each vertex in the graph still gets a list of colors, but
identification of which colors are different can change from edge to edge. Following [5], we
now give the formal definition. Suppose G is a graph. A cover of G is a pair H = (L,H)
consisting of a graph H and a function L : V (G) → P(V (H)) satisfying the following four
requirements:

(1) the set {L(u) : u ∈ V (G)} is a partition of V (H) of size |V (G)|;
(2) for every u ∈ V (G), the graph H[L(u)] is complete;
(3) if EH(L(u), L(v)) is nonempty, then u = v or uv ∈ E(G);
(4) if uv ∈ E(G), then EH(L(u), L(v)) is a matching (the matching may be empty).

Suppose H = (L,H) is a cover of G. We refer to the edges of H connecting distinct parts
of the partition {L(v) : v ∈ V (G)} as cross-edges. An H-coloring of G is an independent
set in H of size |V (G)|. It is immediately clear that an independent set I ⊆ V (H) is an
H-coloring of G if and only if |I ∩ L(u)| = 1 for each u ∈ V (G). We say H is m-fold if
|L(u)| = m for each u ∈ V (G). An m-fold cover H is a full cover if for each uv ∈ E(G),
the matching EH(L(u), L(v)) is perfect. The DP-chromatic number of G, χDP (G), is the
smallest m ∈ N such that G has an H-coloring whenever H is an m-fold cover of G.

Suppose H = (L,H) is an m-fold cover of G. We say that H has a canonical labeling if it
is possible to name the vertices of H so that L(u) = {(u, j) : j ∈ [m]} and (u, j)(v, j) ∈ E(H)
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for each j ∈ [m] whenever uv ∈ E(G). 1 Clearly, when H has a canonical labeling, m ≥ χ(G),
I is the set of H-colorings of G, and C is the set of proper m-colorings of G, the function
f : C → I given by f(c) = {(v, c(v)) : v ∈ V (G)} is a bijection. Also, given an m-assignment
L for a graph G, it is easy to construct an m-fold cover H′ of G such that G has an H′-coloring
if and only if G has a proper L-coloring (see [5]). It follows that χ(G) ≤ χℓ(G) ≤ χDP (G).
The second inequality may be strict, e.g., it is easy to prove that χDP (Cn) = 3 whenever
n ≥ 3, but the list chromatic number of any even cycle is 2 (see [5] and [14]). In some instances
DP-coloring behaves similar to list coloring, but there are some interesting differences. Much
of the research on DP-coloring explores its similarities and differences with list coloring (see
e.g., [3, 4, 5]).

1.2 Counting Proper Colorings and List Colorings

In 1912 Birkhoff introduced the notion of the chromatic polynomial with the hope of using
it to make progress on the four color problem. For m ∈ N, the chromatic polynomial of a
graph G, P (G,m), is the number of proper m-colorings of G. It is well-known that P (G,m)
is a polynomial in m of degree |V (G)| (see [9]). For example, P (Kn,m) =

∏n−1
i=0 (m − i),

P (Cn,m) = (m− 1)n + (−1)n(m− 1), and P (T,m) = m(m− 1)n−1 whenever T is a tree on
n vertices (see [30]).

We now mention two chromatic polynomial formulas that will be important in this paper.
First, if G is an arbitrary graph and n ∈ N, then P (G ∨ Kn,m) = P (Kn,m)P (G,m − n)
whenever m ≥ n + 1 (see [8]). Second, suppose that n ≥ 2, G1, . . . , Gn are vertex disjoint
graphs, and 1 ≤ p ≤ mini{ω(Gi)}. Choose a copy of Kp contained in each Gi and form a
new graph G, called the Kp-gluing of G1, . . . , Gn, from the union of G1, . . . , Gn by arbitrarily
identifying the chosen copies of Kp; that is, if {ui,1, . . . , ui,p} is the vertex set of the chosen
copy of Kp in Gi for each i ∈ [n], then identify the vertices u1,j , . . . , ul,j as a single vertex
uj for each j ∈ [p]. 2 When p = 1 this is called vertex-gluing and when p = 2 this is called
edge-gluing (see [11]). Let

⊕n
i=1(Gi, p) denote the family of all Kp-gluings of G1, . . . , Gn. It is

well-known that for any G ∈
⊕n

i=1(Gi, p), P (G,m) =
∏n

i=1 P (Gi,m)/

(

(

∏p−1
i=0 (m− i)

)n−1
)

whenever m ≥ p (see [8, 11]).
The notion of chromatic polynomial was extended to list coloring in the early 1990s [23].

If L is a list assignment for G, we use P (G,L) to denote the number of proper L-colorings of
G. The list color function Pℓ(G,m) is the minimum value of P (G,L) where the minimum is
taken over all possible m-assignments L for G. Clearly, Pℓ(G,m) ≤ P (G,m) for each m ∈ N.
In general, the list color function can differ significantly from the chromatic polynomial for
small values of m. However, for large values of m, Wang, Qian, and Yan [29] (improving
upon results in [12] and [27]) showed the following in 2017.

Theorem 1 ([29]). If G is a connected graph with l edges, then Pℓ(G,m) = P (G,m) whenever
m > l−1

ln(1+
√
2)
.

1When H = (L,H) has a canonical labeling, we will always refer to the vertices of H using this naming
scheme.

2This is equivalent to the clique-sum of G1, . . . , Gn where no edges are removed after the identification of
the cliques.
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It is also known that Pℓ(G,m) = P (G,m) for all m ∈ N when G is a cycle or chordal
(see [22] and [23]). Moreover, if Pℓ(G,m) = P (G,m) for all m ∈ N, then Pℓ(Kn ∨ G,m) =
P (Kn ∨ G,m) for each n,m ∈ N (see [17]). See [27] for a survey of known results and open
questions on the list color function.

1.3 The DP Color Function and Motivating Questions

Two of the current authors (Kaul and Mudrock in [18]) introduced a DP-coloring analogue
of the chromatic polynomial to gain a better understanding of DP-coloring and use it as a
tool for making progress on some open questions related to the list color function. Suppose
H = (L,H) is a cover of graph G. Let PDP (G,H) be the number of H-colorings of G.
Then, the DP color function of G, PDP (G,m), is the minimum value of PDP (G,H) where
the minimum is taken over all possible m-fold covers H of G. 3 It is easy to show that for any
graph G and m ∈ N, PDP (G,m) ≤ Pℓ(G,m) ≤ P (G,m). 4 Note that if G is a disconnected
graph with components: H1,H2, . . . ,Ht, then PDP (G,m) =

∏t
i=1 PDP (Hi,m). So, we will

only consider connected graphs from this point forward unless otherwise noted.
As with list coloring and DP-coloring, the list color function and DP color function of

certain graphs behave similarly. However, for some graphs there are surprising differences.
For example, similar to the list color function, PDP (G,m) = P (G,m) for every m ∈ N

whenever G is chordal or an odd cycle [18]. On the other hand, we have the following result.

Theorem 2 ([18]). If G is a graph with girth that is even, then there is an N ∈ N such that
PDP (G,m) < P (G,m) whenever m ≥ N . Furthermore, for any integer g ≥ 3 there exists a
graph M with girth g and an N ∈ N such that PDP (M,m) < P (M,m) whenever m ≥ N .

This result is particularly interesting since Theorem 1 implies that the list color function
of any graph eventually equals its chromatic polynomial. It is also interesting to note that
the key to showing there is a graph G with girth g that is odd such that PDP (G,m) does
not eventually equal its chromatic polynomial, is to take an edge-gluing of a graph with girth
that is odd and a sufficiently large even cycle.

In contrast, the following recent result tells us that the DP color function of the cone of a
graph behaves like the list color function in that it eventually equals its chromatic polynomial.

Theorem 3 ([26]). For any graph G, P (G,m)− PDP (G,m) = O(mn−3) as m → ∞. More-
over, there exists an N ∈ N such that PDP (K1 ∨G,m) = P (K1 ∨G,m) whenever m ≥ N .

However, unlike the bound provided in Theorem 1, given a graph G, little is known about
the N in Theorem 3 (see [26]). With this in mind, for any graph G, we define the DP
color function threshold of G, τDP (G), to be the smallest N ≥ χ(G) such that PDP (G,m) =
P (G,m) whenever m ≥ N . If P (G,m) − PDP (G,m) > 0 for infinitely many m, we let
τDP (G) = ∞. We now state an important open question related to the DP color function
threshold 5.

3We take N to be the domain of the DP color function of any graph.
4To prove this, recall that for any m-assignment L for G, an m-fold cover H

′ of G such that G has an
H

′-coloring if and only if G has a proper L-coloring is constructed in [5]. It is easy to see from the construction
in [5] that there is a bijection between the proper L-colorings of G and the H

′-colorings of G.
5The list color function analogue of Question 4 is also open [22].
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Question 4 ([18]). If PDP (G,m0) = P (G,m0) for some m0 ≥ χ(G), does it follow that
τDP (G) ≤ m0?

An equivalent way to ask Question 4 is: If PDP (G,m0) = P (G,m0) for some m0 ≥ χ(G),
then does it follow that PDP (G,m0 + 1) = P (G,m0 + 1)?

Our focus in this paper is on questions that arise naturally from the ideas discussed
above. Specifically, with Theorem 3 and Question 4 in mind, we wish to pursue the following
question.

Question 5. Given an arbitrary graph G and p ∈ N, what is the value of τDP (Kp ∨G)?

Note that τDP (Kp ∨ G) must be finite for any p and G by Theorem 3. Since the proof
of Theorem 2 tells us that an edge-gluing of certain graphs can have DP color function that
does not eventually equal its chromatic polynomial, it is natural to ask whether the formula
for the chromatic polynomial of Kp-gluings of graphs has a DP color function analogue.

Question 6. Given p ≥ 1, n ≥ 2, vertex disjoint graphs G1, . . . , Gn, and G ∈
⊕n

i=1(Gi, p),
is it the case that

PDP (G,m) ≤

∏n
i=1 PDP (Gi,m)

(

∏p−1
i=0 (m− i)

)n−1

for all m ≥ p? Moreover, for which vertex disjoint graphs G1, . . . , Gn, and which G ∈
⊕n

i=1(Gi, p) is this bound tight?

We will see below that the inequality in Question 6 need not be an equality in all situations:
when p = 1, n = 2, G1 = G2 = K1 ∨ C4, and G is formed by gluing the universal vertices of
G1 and G2 respectively, then PDP (G, 4) < (PDP (G1, 4)PDP (G2, 4))/4. The focus of the last
section of this paper is on making progress on Question 6.

1.4 Outline of Results

In Section 2 we begin by exploring the relationship between the DP color function of
Kp ∨G and Kp+1 ∨G. We prove the following.

Theorem 7. Suppose PDP (Kp∨G,m) = P (Kp∨G,m) whenever m ≥ N . Then, PDP (Kp+1∨
G, s) = P (Kp+1∨G, s) whenever s ≥ N+1. Consequently, τDP (Kp+1∨G) ≤ τDP (Kp∨G)+1.

Then, we develop techniques to completely determine the DP color functions of wheels
(i.e., the cone of a cycle).

Theorem 8. For any k,m ∈ N, PDP (K1 ∨ C2k+1,m) = P (K1 ∨ C2k+1,m), and

PDP (K1 ∨ C2k+2,m) =











0 if m ∈ [2]

3 if m = 3

P (K1 ∨ C2k+2,m) if m ≥ 4.

Notice that Theorem 8 tells us that the answer to Question 4 is yes when we restrict our
attention to wheels. We end Section 2 by answering Question 5 in the case of the join of a
complete graph and cycle.
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Theorem 9. For any p ∈ N and n ≥ 3, τDP (Kp ∨ Cn) = 3 + p.

Theorem 9 also demonstrates that the bound on τDP (Kp+1 ∨G) in Theorem 7 is tight.
In Section 3.1, we build a toolbox for studyingKp-gluings of graphs. Given vertex disjoint

graphsG1, . . . , Gn, we define amalgamated cover, a natural analogue of “gluing”m-fold covers
of each Gi together so that we get an m-fold cover for G ∈

⊕n
i=1(Gi, 1). We define separated

covers, a natural analogue of “splitting” an m-fold cover of G ∈
⊕n

i=1(Gi, p) into separate
m-fold covers for each Gi. These notions help us show that the inequality in Question 6 holds
in the case that p = 1.

Theorem 10. Suppose that G1, . . . , Gn are vertex disjoint graphs for some n ≥ 2 and G ∈
⊕n

i=1(Gi, 1). Then

PDP (G,m) ≤

∏n
i=1 PDP (Gi,m)

mn−1
.

Next, we prove the following general result which is helpful for establishing lower bounds
on the DP color function of Kp-gluings of graphs.

Lemma 11. Suppose that G1, . . . , Gn are vertex disjoint graphs where n ≥ 2 and G ∈
⊕n

i=1(Gi, p) where for each i ∈ [n], {ui,1, . . . , ui,p} is a clique in Gi and G is obtained by
identifying u1,q, . . . , un,q as the same vertex uq for each q ∈ [p]. Suppose that for each i ∈ [n],
given any m-fold cover Di = (Ki,Di) of Gi, A is contained in at least ki Di-colorings of Gi

whenever A ⊆
⋃p

q=1Ki(ui,q), |A∩Ki(ui,q)| = 1 for each q ∈ [p], and A is an independent set
in Di. Then

PDP (G,m) ≥

(

p−1
∏

i=0

(m− i)

)(

n
∏

i=1

ki

)

.

In Section 3.2, we use Theorem 10 and Lemma 11 to show the following which makes
progress on Question 6.

Theorem 12. Suppose that G1, . . . , Gn are vertex disjoint graphs, and each Gi is either a
chordal graph or a cycle. For any G ∈

⊕n
i=1(Gi, 1) and m ∈ N,

PDP (G,m) =

∏n
i=1 PDP (Gi,m)

mn−1
.

We end with Section 3.3 by studying vertex-gluings of wheels (equivalently, cones of the
disjoint union of cycles). In doing so, we determine the DP color function threshold of all
such graphs which makes further progress on Questions 4 and 6.

2 Joins of Graphs

We begin by recalling a basic result and establishing some terminology and notation
that will be useful for the remainder of this paper. The following basic result will be used
frequently.

Proposition 13 ([18]). Suppose T is a tree and H = (L,H) is a full m-fold cover of T .
Then, H has a canonical labeling.
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Now, suppose M = K1 ∨ G for some graph G. Whenever H = (L,H) is a full m-
fold cover of M , we use the following conventions from this point forward unless otherwise
noted. We assume that w is the vertex corresponding to the copy of K1 used to form M ,
and the vertices of H are named so that L(v) = {(v, j) : j ∈ [m]} for each v ∈ V (M)
and EH(L(w), L(u)) = {(w, j)(u, j) : j ∈ [m]} whenever u ∈ V (G) (this is permissible by
Proposition 13). When all of these conventions are followed, we let the cone reduction of H
by (w, j) be H(j) = (L(j),H(j)) where L(j)(v) = L(v) − {(v, j′) : (v, j′) ∈ NH((w, j))} and
H(j) = H −NH [(w, j)]. Note H(j) is an (m− 1)-fold cover of G, and H(j) is not necessarily
full. We say that (w, t) ∈ L(w) is a level vertex if H(t) contains precisely |E(G)|(m − 1)
cross-edges (i.e., H(t) is full).

The following lemma captures the essence of the proof of Theorem 7.

Lemma 14. Suppose that for some graph G and m ∈ N, PDP (G,m) = P (G,m). Then,
PDP (K1 ∨G,m+ 1) = P (K1 ∨G,m+ 1).

Proof. LetM = K1∨G. Clearly, P (M,m+1) = (m+1)P (G,m). We assume thatH = (L,H)
is an (m + 1)-fold cover of M such that PDP (M,H) = PDP (M,m + 1), and we can assume
that H is full since adding edges to a graph can not increase the number of independent sets
of a given size. To prove the desired we must show PDP (M,H) ≥ P (M,m+ 1).

Let Ij be the set ofH-colorings containing (w, j). It is clear that PDP (M,H) =
∑m+1

j=1 |Ij|.

Let H(j) be the cone reduction of H by (w, j). Note that |Ij| = PDP (G,H(j)). Since H(j) is
an m-fold cover of G, we know that PDP (G,m) ≤ PDP (G,H(j)). So,

PDP (M,m+ 1) =
m+1
∑

j=1

|I(j)| =
m+1
∑

j=1

PDP (G,H(j)) ≥
m+1
∑

j=1

PDP (G,m)

= (m+ 1)PDP (G,m)

= (m+ 1)P (G,m) = P (M,m+ 1)

which completes the proof.

We can now finish the proof of Theorem 7.

Proof. It is clear that Kp+1 ∨ G = K1 ∨ (Kp ∨ G). Suppose M = Kp ∨ G, and assume m is
a fixed integer satisfying m ≥ N . We have that PDP (M,m) = P (M,m). Then, Lemma 14
implies that PDP (K1 ∨ M,m + 1) = P (K1 ∨ M,m + 1). The desired result immediately
follows.

The next lemma will take care of the situation where the cycle is odd in Theorems 8
and 9.

Lemma 15. For any p, k ∈ N, PDP (Kp ∨ C2k+1,m) = P (Kp ∨ C2k+1,m) whenever m ∈ N.
Consequently, τDP (Kp ∨ C2k+1) = χ(Kp ∨ C2k+1) = 3 + p.

Proof. Let G = C2k+1 for some k ∈ N. We know PDP (G,m) = P (G,m) for any m ∈ N

(see [18]). Now, we will prove the desired by induction on p. When p = 1, Theorem 7
implies PDP (K1 ∨ G,n) = P (K1 ∨ G,n) for any n ≥ 2. The desired result holds since
0 ≤ PDP (K1 ∨G, 1) ≤ P (K1 ∨G, 1) = 0. This completes the basis step.
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Now, suppose p ≥ 2 and the desired result holds for all positive integers less than p.
This means PDP (Kp−1 ∨ G,m) = P (Kp−1 ∨ G,m) for any m ∈ N. Lemma 14 implies
PDP (Kp ∨G,n) = PDP (K1∨ (Kp−1∨G), n) = P (K1 ∨ (Kp−1∨G), n) = P (Kp ∨G,n) for any
n ∈ N − {1}. The desired result holds since 0 ≤ PDP (Kp ∨ G, 1) ≤ P (Kp ∨ G, 1) = 0. This
completes the induction step.

We now turn our attention to cones of even cycles. In this Section, whenever G is a copy
of C2k+2, we assume that the vertices of G in cyclic order are v1, v2, . . . , v2k+2.

Lemma 16. Suppose M = K1 ∨ G where G = C2k+2 and k ∈ N. Suppose H = (L,H) is
an arbitrary m-fold cover of M where m ≥ 2. Let s be the number of level vertices in L(w).
Also let p = P (P2k+2,m− 1) = (m− 1)(m− 2)2k+1,
p1 = P (C2k+1,m− 1)/(m − 1) = ((m− 2)2k+1 − (m− 2))/(m − 1), and
p2 = P (C2k+2,m− 1)/((m − 1)(m− 2)) = ((m− 2)2k+1 + 1)/(m − 1).
For all (w, j) ∈ L(w), the following statements hold.
(i) If (w, j) is a level vertex, then (w, j) is in at least (p− (s− 1)p1 − (m− s)p2) H-colorings
of M .
(ii) If (w, j) is not a level vertex, then (w, j) is in at least (p−sp1−(m−2−s)p2) H-colorings
of M .
Consequently, PDP (M,m) is at least

min
s∈{0}∪([m]−{m−1})

(s(p− (s− 1)p1 − (m− s)p2) + (m− s)(p− sp1 − (m− 2− s)p2)) .

Proof. Let H(j) be the cone reduction of H by (w, j). Clearly, the number of H-colorings of
M containing (w, j) is equal to the number of H(j)-colorings of G (Note that when (w, j) is
not a level vertex, we will assume without loss of generality that EH(j)(L(v1), L(v2k+2)) is
not a perfect matching). Let Hl = H(j)[{(vi, l) : i ∈ [2k + 2]}] for each l ∈ [m] − {j}. Let
cl = 1 if Hl = C2k+2 and 0 otherwise. Now, let S =

∑

l∈[m]−{j} cl. Notice S = s − 1 when
(w, j) is a level vertex, and S = s when (w, j) is not a level vertex. We will now rename the
vertices in V (H(j)) according to the following procedure.

Suppose J is the graph obtained from modifying H(j) as follows. Delete the edges in
EH(j)(L(v1), L(v2k+2)). For each i ∈ [2k+1], add edges (if needed) so that EH(j)(L(vi), L(vi+1))
is a perfect matching. This completes the construction of J . Notice V (J) = V (H(j)). Since
G − {v1v2k+2} is a path, J can be decomposed into m − 1 paths Di where Di is the path
containing the vertex (v1, i) for each i ∈ [m]− {j}. Furthermore, for each l ∈ [m]− {j} and
i ∈ [2k + 2], |V (Dl) ∩ L(j)(vi)| = 1. Also, let (vi, al,i) be the element in V (Dl) ∩ L(j)(vi).
Finally, rename each element of V (H(j)) so that each (vi, al,i) is renamed (v∗i , l). Let A be
the set of vertices of H(j) before the renaming, and B be the set of vertices of H(j) after the
renaming. Let R : A → B be the function such that R((vi, l)) is the name of (vi, l) under the
new naming scheme.

Now, the vertices of H(j) are named such that L(j)(vi) = {(v∗i , l) : l ∈ [m] − {j}}. Let
H∗

l = H(j)[{(v∗i , l) : i ∈ [2k + 2]}] for each l ∈ [m] − {j}. Let bl = 1 if H∗
l = C2k+2 and 0

otherwise. Now, let T =
∑

l∈[m]−{j} bl. Notice that if cl = 1 for some l ∈ [m] − {j}, then
R((vi, l)) = (v∗i , l) for each i ∈ [2k + 2] which implies that bl = 1. Consequently, T ≥ S.

We will now prove Statement (i). Let H ′ = H(j) − EH(j)(L(v1), L(v2k+2)). Let H′ =
(L(j),H ′). Notice H′ is an (m − 1)-fold cover of G − {v1v2k+2}. Furthermore, based on the
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renaming scheme, finding an H ′-coloring of G − {v1v2k+2} is equivalent to finding a proper
(m−1)-coloring of G−{v1v2k+2}. Consequently, there are P (P2k+2,m−1) = p, H′-colorings
of G − {v1v2k+2}. It is clear that an H′-coloring I of G is not a H-coloring of G if and
only if I contains a vertex in L(j)(v1) and a vertex in L(j)(v2k+2) that are adjacent in H(j).
Notice that (v∗1 , i) and (v∗2k+2, i) are in precisely P (C2k+1,m− 1)/(m− 1) = p1, H

′-colorings
of G − {v1v2k+2}. Similarly, notice that (v∗1 , i) and (v∗2k+2, j) where i 6= j are in precisely
P (C2k+2,m − 1)/((m − 1)(m − 2)) = p2, H

′-colorings of G − {v1v2k+2}. Clearly, p2 > p1.
Note that EH(j)(L(v1), L(v2k+2)) has precisely T edges that connect two vertices with the
same second coordinate and m− 1− T edges that connect two vertices with different second
coordinates. The number of H(j)-colorings of G is p−Tp1−(m−1−T )p2. Since T ≥ S = s−1
and p2 ≥ p1, it follows that

p− Tp1 − (m− 1− T )p2 = p+ T (p2 − p1)− (m− 1)p2 ≥ p+ (s− 1)(p2 − p1)− (m− 1)p2

= p− (s− 1)p1 − (m− s)p2.

Now we turn our attention to Statement (ii). Following the same idea as the proof of State-
ment (i), note that EH(j)(L(v1), L(v2k+2)) has precisely T edges that connect two vertices
with the same second coordinate. Since (w, j) is a non-level vertex and we assumed that
EH(j)(L(v1), L(v2k+2)) is not a perfect matching, there are at most m − 2 − T edges in
EH(j)(L(v1), L(v2k+2)) that connect two vertices with different second coordinates. The num-
ber of H(j)-colorings of G is at least p− Tp1 − (m− 2− T )p2. Since T ≥ S = s and p2 ≥ p1,
it follows that

p− Tp1 − (m− 2− T )p2 = p+ T (p2 − p1)− (m− 2)p2 ≥ p+ s(p2 − p1)− (m− 2)p2

= p− sp1 − (m− 2− s)p2.

Finally, the fact that PDP (M,m) is at least

min
s∈{0}∪([m]−{m−1})

(s(p− (s− 1)p1 − (m− s)p2) + (m− s)(p− sp1 − (m− 2− s)p2))

immediately follows from Statements (i) and (ii) and the fact the number of level vertices of
any m-fold cover of M must be in the set {0} ∪ ([m]− {m− 1}) (see [18]).

We are now ready to complete the proof of Theorem 8 by proving it for cones of even
cycles.

Proof. Suppose m ≥ 4, and M = K1 ∨G where G = C2k+2. To apply Lemma 16, we need to
compute:

s(p− (s− 1)p1 − (m− s)p2) + (m− s)(p− sp1 − (m− 2− s)p2)

= s(p1(1−m) + p2(m− 2)) + (mp−m2p2 + 2mp2)

= s

(

(m− 2)− (m− 2)2k+1 +
(m− 2)2k+2 + (m− 2)

m− 1

)

+mp−m2p2 + 2mp2.

Notice that since m ≥ 4 and k ∈ N, m− (m− 2)2k ≤ 0. So,

(m− 2)− (m− 2)2k+1 +
(m− 2)2k+2 + (m− 2)

m− 1
=

m(m− 2)− (m− 2)2k+1

m− 1
≤ 0.

9



Thus,

min
s∈{0}∩([m]−{m−1})

(s(p− (s− 1)p1 − (m− s)p2) + (m− s)(p− sp1 − (m− 2− s)p2))

= m(p− (m− 1)p1) = m((m− 2)2k+2 + (m− 2)) = P (M,m).

It immediately follows by Lemma 16 that PDP (M,m) = P (M,m) whenever m ≥ 4.
Now, we will show that PDP (M, 3) = 3. For each v ∈ V (M), let L(v) = {(v, j) : j ∈ [3]}.

Let H be the graph with vertex set
⋃

v∈V (M) L(v). We will now describe the construction of
edges in H. Create edges so that H[L(v)] is a complete graph for each v ∈ V (M). Whenever
uv ∈ E(M) − {v1v2k+2}, create an edge between (u, j) and (v, j) for each j ∈ [3]. Finally,
create the edges (v1, 1)(v2k+2, 2), (v1, 2)(v2k+2, 3), and (v1, 3)(v2k+2, 1).

We claim for each j ∈ [3], (w, j) is in exactly one H-coloring of M . We will prove this
for (w, 1) (a similar argument holds for (w, 2) and (w, 3)). Suppose I is an H-coloring of
M containing (w, 1). Then, I − {(w, 1)} is an independent set of size 2k + 2 in H[{(vi, j) :
i ∈ [2k + 2], j ∈ {2, 3}}]. It is easy to verify that the only independent set of size 2k + 2
in H[{(vi, j) : i ∈ [2k + 2], j ∈ {2, 3}}] is {(vi, 3) : i ∈ {1, 3, . . . , 2k + 1}} ∪ {(vi, 2) : i ∈
{2, 4, . . . , 2k+2}}. Consequently, it must be that I = {(vi, 3) : i ∈ {1, 3, . . . , 2k+1}}∪{(vi , 2) :
i ∈ {2, 4, . . . , 2k+2}}∪ {(w, 1)} which means (w, 1) is in exactly one H-coloring of M . From
this, it follows that PDP (M, 3) ≤ PDP (M,H) = 3.

To show that PDP (M, 3) ≥ 3, we will use Lemma 16. Notice that when m = 3 and k ∈ N,
(m− 2)− (m− 2)2k+1 + ((m− 2)2k+2 + (m− 2))/(m − 1) = 1 ≥ 0. Thus,
mins∈{0,1,3}) (s(p− (s− 1)p1 − (3− s)p2) + (3 − s)(p − sp1 − (3− 2− s)p2)) = 3(p−p2) = 3.
So, P (M, 3) ≥ 3. Finally, PDP (M,m) = 0 whenm ∈ [2] follows from the fact thatM contains
a cycle.

Notice that Theorem 8 gives us the result in Theorem 9 when p = 1. To complete the
proof of Theorem 9, we will now show that τDP (Kp ∨C2k+2) = 3 + p when p ≥ 2 and k ∈ N.

Proof. Let M = Kp ∨G, where G = C2k+2 and p ≥ 2. Let the vertices in M that correspond
to G be v1, v2, . . . , v2k+2 in cyclic order, and let the vertices corresponding to the copy of Kp

used to form M be w1, w2, . . . , wp. It is easy to see that P (Kp∨C2k+2, 2+p) = (2+p)!. Also,
a simple induction on p that utilizes Theorems 7 and 8 shows that τDP (Kp ∨G) ≤ 3 + p.

We will now demonstrate τDP (M) > (2 + p) by showing PDP (M, 2 + p) < P (M, 2 + p) =
(2+p)!. For each v ∈ V (M), let L(v) = {(v, j) : j ∈ [2+p]}. Let H be the graph with vertex
set
⋃

v∈V (M) L(v). We will now describe the construction of edges in H. Create edges so that
H[L(v)] is a complete graph for each v ∈ V (M). Whenever uv ∈ E(M)−{v1v2k+2}, create an
edge between (u, j) and (v, j) for each j ∈ [2 + p]. Finally, create the edges (v1, 1)(v2k+2, 2),
(v1, 2)(v2k+2, 3), . . . , (v1, 1 + p)(v2k+2, 2 + p), and (v1, 2 + p)(v2k+2, 1). Then H = (L,H) is a
(2 + p)-fold cover of M .

We claim that each selection (w1, j1), (w2, j2), . . . , (wp, jp) of nonadjacent vertices from
L(w1), L(w2), . . . , L(wp) respectively are in at most 2 H-colorings of M . To see this, consider
such a selection (w1, j1), (w2, j2), . . . , (wp, jp) of nonadjacent vertices. By construction, for
each i ∈ [p], (wi, ji) is adjacent to (vn, ji) for every n ∈ [2k + 2]. Then, the only remaining
vertices in

⋃

v∈V (G) L(v) not adjacent to a chosen vertex are those with second coordinate
in [2 + p] − {j1, j2 . . . , jp}. This set has 2 elements, since j1, j2, . . . , jp must be pairwise
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distinct. Suppose [2+p]−{j1, j2 . . . , jp} = {α1, α2}. Then, the set of vertices in
⋃

v∈V (G) L(v)
nonadjacent to each (w1, j1), (w2, j2), . . . , (wp, jp) is {(vj , α1) : j ∈ [2k + 2]} ∪ {(vj , α2) : j ∈
[2k + 2]}. Note (vj , α1)(vj+1, α1), (vj , α2)(vj+1, α2) ∈ E(H) for every j ∈ [2k + 1], and
(vj , α1)(vj , α2) ∈ E(H) for every j ∈ [2k + 2].

So, there are clearly at most 2 ways to choose vertices from
⋃

v∈V (G) L(v) so as to com-
plete an H-coloring of M (the 2 possible ways to do this are to choose the elements in
{(v1, α1), (v2, α2), (v3, α1), . . . , (v2k+2, α2)} or choose the elements in
{(v1, α2), (v2, α1), (v3, α2), . . . , (v2k+2, α1)}).

Notice that there are (2 + p)!/2 ways to choose p nonadjacent vertices from
⋃p

i=1 L(wi).
So, if we can demonstrate that some selection of p nonadjacent vertices from

⋃p
i=1 L(wi) is

in at most one H-coloring of M , we will have PDP (G,H) < (2 + p)! and our proof will be
complete.

Consider the selection (w1, 1), (w2, 2), . . . , (wp, p) of nonadjacent vertices from
L(w1), L(w2), . . . , L(wp) respectively. Since {(v1, p+1), (v2, p+2), (v3, p+1), . . . , (v2k+2, p+2)}
is not an independent set in H, there is at most one H-coloring that contains
{(w1, 1), (w2, 2), . . . , (wp, p)}. This completes the proof.

3 Gluings of Graphs

Throughout this Section whenever we have an m-fold cover H = (L,H) of some graph G,
we assume that L(x) = {(x, j) : j ∈ [m]} for each x ∈ V (G) unless otherwise noted.

3.1 A Toolbox for Gluings of Graphs

We begin by establishing some useful terminology and notation. Whenever H = (L,H) is
an m-fold cover of G and S ⊆ V (H), we let N(S,H) be the number of H-colorings containing
S ⊆ V (H). When S = {s}, we write N(s,H). The next two definitions are crucial for the
results we present in this Section. First definition gives a natural way of splitting a cover of
a G ∈

⊕n
i=1(Gi, p) into corresponding covers for each Gi. The second definition shows how

to combine covers of Gi into a cover for a G ∈
⊕n

i=1(Gi, 1).

Definition 17. For some n ≥ 2, suppose that G1, . . . , Gn are vertex disjoint graphs such
that {ui,1, . . . , ui,p} is a clique in Gi for each i ∈ [n] and some p ∈ N. Let G be the graph
obtained by identifying u1,q, . . . , un,q as the same vertex uq for each q ∈ [p]. Suppose H =
(L,H) is an arbitrary m-fold cover of G. For each i ∈ [n], the separated cover of Gi

obtained from H is an m-fold cover Hi = (Li,Hi) of Gi defined as follows. Let Li(x) =
{(x, j) : j ∈ [m]} for each x ∈ V (Gi). Construct edges of Hi so that Hi is isomorphic to
H ′

i = H[(
⋃

x∈V (Gi)−{ui,q :q∈[p]}L(x)) ∪ (
⋃p

q=1 L(uq))] and f : V (H ′
i) → V (Hi) given by

f((x, j)) =

{

(x, j) if x ∈ V (Gi)− {ui,q : q ∈ [p]}

(ui,q, j) if x = uq

is a graph isomorphism.

Definition 18. Suppose that G1, . . . , Gn are vertex disjoint graphs graphs for some n ≥ 2.
Suppose that m ∈ N and that Hi = (Li,Hi) is an m-fold cover of Gi. Suppose that ui ∈ V (Gi)
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for each i ∈ [n] and fk+1 : L1(u1) → Lk+1(uk+1) is a bijection for each k ∈ [n − 1]. Let
F = (f2, . . . , fn), and let G be the graph obtained by identifying u1, . . . , un as the same
vertex u. The F -amalgamated m-fold cover of G obtained from H1, . . . ,Hn is an
m-fold cover H = (L,H) of G defined as follows. (In the special case where n = 2, we may
also say f2-amalgamated m-fold cover of G obtained from H1 and H2.) For each i ∈ [n],
assume Li(x) = {(x, j) : j ∈ [m]} for each x ∈ V (Gi). Let L(x) = {(x, j) : j ∈ [m]}
for each x ∈ V (G). Let Xi be the set of edges in Hi that are incident to at least one
element in Li(ui). Construct edges in H so that H[L(u)] is a complete graph and H contains
the edges in

⋃n
i=1(E(Hi) − Xi). Then for each s ∈ [m], whenever (x, r)(u1, s) ∈ E(H1)

where (x, r) /∈ L1(u1), construct the edge (x, r)(u, s) in H. Finally, for each s ∈ [m] and
i ∈ [n − 1], whenever (x, r)fi+1((u1, s)) ∈ E(Hi+1) where (x, r) /∈ Li+1(ui+1), construct the
edge (x, r)(u, s) in H.

Below is an illustration of Definition 18 where n = m = 2, G1 = P3, G2 = P3, f2((u1, 1)) =
(u2, 2), and f2((u1, 2)) = (u2, 1).

v1 v2

G1

u1 u2

G2

v4 v5

(v1, 1)

(v1, 2)

(v2, 1)

(v2, 2)

H1

(u1, 1)

(u1, 2)

f2 (u2, 1)

(u2, 2)

(v4, 1)

(v4, 2)

H2

(v5, 1)

(v5, 2)

v1 v2 u

G

v4 v5

(v1, 1)

(v1, 2)

(v2, 1)

(v2, 2)

(u, 1)

(u, 2)

H

(v4, 1)

(v4, 2)

(v5, 1)

(v5, 2)

Definition 18 allows us to present a result which gives a general method for finding an
upper bound on the DP color function of a vertex-gluing of graphs.

Lemma 19. Suppose that G1, . . . , Gn are vertex disjoint graphs for some n ≥ 2 where ui ∈
V (Gi) for each i ∈ [n]. Suppose that Hi = (Li,Hi) is an m-fold cover of Gi for each
i ∈ [n]. Suppose fi : L1(u1) → Li(ui) is a bijection for each 2 ≤ i ≤ n, and let F =
(f2, . . . , fn). Let G be the graph obtained by identifying u1, . . . , un as the same vertex u. Let
D =

∑m
j=1(N((u1, j),H1)

∏n
i=2 N(fi((u1, j)),Hi)). Then PDP (G,H) = D where H is the

F -amalgamated cover of G obtained from H1, . . . ,Hn. Consequently, PDP (G,m) ≤ D.
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Proof. Let H = (L,H) be the F -amalgamated m-fold cover of G obtained from H1, . . . ,Hn.
We will count the number of H-colorings of G that contain (u, j) for some j ∈ [m]. Note
PDP (G,H) =

∑m
j=1N((u, j),H). Let I1 be the set of all H1-colorings of G1 that contain

(u1, j), Ii be the set of all Hi-colorings of Gi that contain fi((u1, j)) for each 2 ≤ i ≤ n, and I
be the set of all H-colorings of G that contain (u, j) for some j ∈ [m]. Let g : I1×· · ·×In → I
be the function given by g((I1, . . . , In)) = {(u, j)}∪ (I1 −{(u1, j)})∪

⋃n
i=2(Ii−{fi((u1, j))}).

It is easy to check that g((I1, . . . , In)) is an independent set of size |V (G)| in H. Also, g is
a bijection. As such, N((u, j),H) = |I| =

∏n
i=1 |Ii| = N((u1, j),H1)

∏n
i=2 N(fi((u1, j)),Hi)

for each j ∈ [m]. Therefore, PDP (G,H) = D which implies that PDP (G,m) ≤ D.

Lemma 19 allows us to prove Theorem 10 which shows that the inequality in Question 6
holds in the case that p = 1. We now restate Theorem 10.

Theorem 10. Suppose that G1, . . . , Gn are vertex disjoint graphs for some n ≥ 2 and G ∈
⊕n

i=1(Gi, 1). Then

PDP (G,m) ≤

∏n
i=1 PDP (Gi,m)

mn−1
.

Proof. Throughout this argument suppose ui ∈ V (Gi) for each i ∈ [n] and G is the graph
obtained by identifying u1, . . . , un as the same vertex u.

The proof is by induction on n. We begin by proving the result for n = 2. Suppose
Hi = (Li,Hi) is an m-fold cover of Gi such that PDP (Gi,Hi) = PDP (Gi,m) and Li(ui) =
{(ui, j) : j ∈ {0} ∪ [m− 1]} for each i ∈ [2]. For each 0 ≤ j ≤ m− 1, let aj = N((u1, j),H1)
and bj = N((u2, j),H2). For each d ∈ {0} ∪ [m − 1] let fd : L1(u1) → L2(u2) be defined
by fd((u1, j)) = (u2, j + d) where addition is performed mod m. Notice fd is a bijection.
For the rest of the argument, whenever we have bj+d, addition is performed mod m. Let
Dfd =

∑m−1
j=0 ajbj+d. By Lemma 19, we know that PDP (G,m) ≤ Dfd for each 0 ≤ d ≤ m−1.

Notice PDP (G1,m) =
∑m−1

j=0 aj and PDP (G2,m) =
∑m−1

d=0 bj+d for each 0 ≤ j ≤ m−1. Thus,

m−1
∑

d=0

Dfd =

m−1
∑

d=0

m−1
∑

j=0

ajbj+d =

m−1
∑

j=0

m−1
∑

d=0

ajbj+d =

m−1
∑

j=0

aj

m−1
∑

d=0

bj+d = PDP (G1,m)PDP (G2,m).

For some c ∈ {0} ∪ [m− 1],

PDP (G,m) ≤ Dfc ≤

∑m−1
d=0 Dfd

m
=

PDP (G1,m)PDP (G2,m)

m
.

Now suppose n ≥ 3 and the result holds for all natural numbers greater than 1 and less
than n. Let G′ be the graph obtained by identifying u1, . . . , un−1 as the same vertex u′. By
the inductive hypothesis, for each m ∈ N,

PDP (G
′,m) ≤

∏n−1
i=1 PDP (Gi,m)

mn−2
.

Notice G is the graph obtained by identifying u′ and un as the same vertex u. Thus, by the
inductive hypothesis,

PDP (G,m) ≤
PDP (G

′,m)PDP (Gn,m)

m
≤

∏n
i=1 PDP (Gi,m)

mn−1
.
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Using Definition 17 we are now ready to prove Lemma 11 which gives us a general method
for finding a lower bound on the DP color function of Kp-gluings of graphs. We first restate
Lemma 11 using the notation we have established in this Section.

Lemma 11. Suppose that G1, . . . , Gn are vertex disjoint graphs where n ≥ 2 and G ∈
⊕n

i=1(Gi, p) where for each i ∈ [n] {ui,1, . . . , ui,p} is a clique in Gi and G is obtained by
identifying u1,q, . . . , un,q as the same vertex uq for each q ∈ [p]. Suppose that for each i ∈ [n],
given any m-fold cover Di = (Ki,Di) of Gi, N(A,Di) ≥ ki whenever A ⊆

⋃p
q=1 Ki(ui,q),

|A ∩Ki(ui,q)| = 1 for each q ∈ [p], and A is an independent set in Di. Then

PDP (G,m) ≥

(

p−1
∏

i=0

(m− i)

)(

n
∏

i=1

ki

)

.

Proof. Suppose that H = (L,H) is an arbitrary m-fold cover of G. For each i ∈ [n], assume
Hi = (Li,Hi) is the separated cover of Gi obtained from H. Now we will count the number
of H-colorings of G that contain (u1, s1), . . . , (up, sp) ∈ V (H) where the set containing those
elements is an independent set in H. For each i ∈ [n], let Ii be the set of all Hi-colorings of
Gi that contain (ui,1, s1), . . . , (ui,p, sp). Let I be the set of all H-colorings of G that contain
(u1, s1), . . . , (up, sp). Let P = {(uq, sq) : q ∈ [p]}, and for each i ∈ [n], let Pi = {(ui,q, sq) : q ∈
[p]}. Let g : I1 × . . . × In → I be the function given by g((I1, . . . , In)) = P ∪

⋃n
i=1(Ii − Pi).

It is easy to check that P ∪
⋃n

i=1(Ii − Pi) is an independent set of size |V (G)| in H. Also,
g is a bijection. Thus, N(P,H) = |I| =

∏n
i=1 |Ii| =

∏n
i=1N(Pi,Hi) ≥

∏n
i=1 ki. Since there

are at least
∏p−1

i=0 (m− i) different ways to form an independent set in H by selecting exactly

one element from each of L(u1), . . . , L(up), PDP (G,H) ≥ (
∏p−1

i=0 (m − i))(
∏n

i=1 ki). Since H

is arbitrary, PDP (G,m) ≥ (
∏p−1

i=0 (m− i))(
∏n

i=1 ki).

The next two results follow from Theorem 10 and Lemma 11, and they are helpful for
making progress on Question 6.

Corollary 20. Suppose that G1, . . . , Gn are vertex disjoint graphs where n ≥ 2 and G ∈
⊕n

i=1(Gi, p) where for each i ∈ [n], {ui,1, . . . , ui,p} is a clique in Gi and G is obtained by
identifying u1,q, . . . , un,q as the same vertex uq for each q ∈ [p]. Suppose that for each i ∈ [n],

given any m-fold cover Di = (Ki,Di) of Gi, N(A,Di) ≥ PDP (Gi,m)/
∏p−1

i=0 (m− i) whenever
A ⊆

⋃p
q=1 L(ui,q), |A∩L(ui,q)| = 1 for each q ∈ [p], and A is an independent set in Di. Then

PDP (G,m) ≥

∏n
i=1 PDP (Gi,m)

(

∏p−1
i=0 (m− i)

)n−1 .

Corollary 21. Suppose that G1, . . . , Gn are vertex disjoint graphs where n ≥ 2 and G ∈
⊕n

i=1(Gi, 1) where ui ∈ V (Gi) for each i ∈ [n] and G is the graph obtained by identifying
u1, . . . , un as the same vertex u. Also suppose that for each i ∈ [n] and any m-fold cover
Hi = (Li,Hi) of Gi, N(s,Hi) ≥ PDP (Gi,m)/m for each s ∈ Li(ui). Then

PDP (G,m) =

∏n
i=1 PDP (Gi,m)

mn−1
.
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3.2 Vertex-gluings of Cycles and Chordal Graphs

We are now ready to work towards a proof of Theorem 12 which is an application of
Corollary 21. To prove Theorem 12 we need only show that cycles and chordal graphs satisfy
the hypotheses of Corollary 21. We begin by showing the cycles satisfy the hypotheses of
Corollary 21. We first need a result from [18]. Recall that a unicyclic graph is a connected
graph containing exactly one cycle.

Theorem 22 ([18]). Let G be a unicyclic graph on n vertices.
(i) For m ∈ N, if G contains a cycle on 2k + 1 vertices, then PDP (G,m) = P (G,m) =
(m− 1)n − (m− 1)n−2k.
(ii) For m ≥ 2, if G contains a cycle on 2k + 2 vertices, then
PDP (G,m) = (m− 1)n − (m− 1)n−2k−2.

Lemma 23. Suppose that G = Cl where l ≥ 3. Also suppose that H = (L,H) is an arbitrary
m-fold cover of G where m ≥ 2. For each v ∈ V (G), whenever r ∈ L(v), N(r,H) ≥
PDP (G,m)/m.

Proof. Suppose that the vertices of G in cyclic order are s1, s2, . . . , sn. We can assume
that H is full since adding edges can not increase the number of independent sets of a
graph with a prescribed size that contain a given vertex. Let H ′ = H − EH(L(s1), L(sn)).
Notice H′ = (L,H ′) is an m-fold cover of G′ where G′ = G − {s1sn}. Since G′ is a tree,
Proposition 13 implies H′ has a canonical labeling. So, we can assume for each i ∈ [n],
L(si) = {(si, j) : j ∈ [m]}, and for each l ∈ [n − 1], (sl, j)(sl+1, j) ∈ E(H ′) whenever
j ∈ [m]. Let L′′ be L with its domain restricted to {s2, . . . , sn}. Let H

′′ = H −L(s1). Notice
H′′ = (L′′,H ′′) is an m-fold cover of G′′ where G′′ = G−{s1}. Without loss of generality, we
assume that r = (s1, 1). We know that (s2, 1) ∈ NH((s1, 1)). Suppose the unique element in
L(sn) ∩NH((s1, 1)) is (sn, q).

When n = 3 we consider two cases: (1) q = 1 and (2) q 6= 1. In case (1), N(r,H) is the
number of H′′-colorings of G′′ that are disjoint from {(s2, 1), (s3, 1)}. This implies N(r,H)
is the number of proper m-colorings f of G′′ satisfying: s2 /∈ f−1(1) and s3 /∈ f−1(1). It is
then easy to see that: N(r,H) = (m− 1)(m− 2) = PDP (G,m)/m.

In case (2), N(r,H) is the number ofH′′-colorings ofG′′ that are disjoint from {(s2, 1), (s3, q)}.
This implies N(r,H) is the number of proper m-colorings f of G′′ satisfying: s2 /∈ f−1(1)
and s3 /∈ f−1(q). It is then easy to see that: N(r,H) > (m− 1)(m− 2) = PDP (G,m)/m.

We will now prove the statement when n ≥ 4. We will consider two cases: (1) n is even
and (2) n is odd. In case (1), n = 2k + 2 for some k ∈ N. In the subcase where q = 1,
N(r,H) is the number of H′′-colorings of G′′ that are disjoint from {(s2, 1), (sn, 1)}. This
implies N(r,H) is the number of proper m-colorings f of G′′ satisfying: s2 /∈ f−1(1) and
sn /∈ f−1(1). By the inclusion-exclusion principle we compute 6,

N(r,H) = P (P2k+1,m)−

(

P (P2k+1,m)

m
+

P (P2k+1,m)

m
−

P (C2k,m)

m

)

= m(m− 1)2k −

(

2(m− 1)2k −
(m− 1)2k + (m− 1)

m

)

6For this paper, we will assume that C2 = P2. Notice that PDP (C2,m) = m(m− 1).
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=
(m− 1)2k+2 + (m− 1)

m
>

PDP (G,m)

m
.

In the subcase where q 6= 1, N(r,H) is the number of H′′-colorings of G′′ that are disjoint
from {(s2, 1), (sn, q)}. This implies N(r,H) is the number of proper m-colorings f of G′′

satisfying: s2 /∈ f−1(1) and sn /∈ f−1(q). By the inclusion-exclusion principle we compute,

N(r,H) = P (P2k+1,m)−

(

P (P2k+1,m)

m
+

P (P2k+1,m)

m
−

P (C2k+1,m)

m(m− 1)

)

= m(m− 1)2k −

(

2(m− 1)2k −
(m− 1)2k+1 − (m− 1)

m(m− 1)

)

=
(m− 1)2k+2 − 1

m
=

PDP (G,m)

m

In case (2), n = 2k + 3 for some k ∈ N. In the subcase where q = 1, N(r,H) is the
number of H′′-colorings of G′′ that are disjoint from {(s2, 1), (sn, 1)}. This implies N(r,H) is
the number of proper m-colorings f of G′′ satisfying: s2 /∈ f−1(1) and sn /∈ f−1(1). By the
inclusion-exclusion principle we compute,

N(r,H) = P (P2k+2,m)−

(

P (P2k+2,m)

m
+

P (P2k+2,m)

m
−

P (C2k+1,m)

m

)

= m(m− 1)2k+1 −

(

2(m− 1)2k+1 −
(m− 1)2k+1 − (m− 1)

m

)

=
(m− 1)2k+3 − (m− 1)

m
=

PDP (G,m)

m
.

In the subcase where q 6= 1, N(r,H) is the number of H′′-colorings of G′′ that are disjoint
from {(s2, 1), (sn, q)}. This implies N(r,H) is the number of proper m-colorings f of G′′

satisfying: s2 /∈ f−1(1) and sn /∈ f−1(q). By the inclusion-exclusion principle we compute,

N(r,H) = P (P2k+2,m)−

(

P (P2k+2,m)

m
+

P (P2k+2,m)

m
−

P (C2k+2,m)

m(m− 1)

)

= m(m− 1)2k+1 −

(

2(m− 1)2k+1 −
(m− 1)2k+2 + (m− 1)

m(m− 1)

)

=
(m− 1)2k+3 + 1

m
>

PDP (G,m)

m
.

This completes the proof.

As we turn our attention to chordal graphs, we recall one fact. A perfect elimination
ordering for a graph G is an ordering of the elements of V (G), v1, v2, . . . , vn, such that for
each vertex vi, the neighbors of vi that occur after vi in the ordering form a clique in G. It
is well known that a graph G is chordal if and only if there is a perfect elimination ordering
for G [15].

Lemma 24. Suppose that G is a chordal graph with n vertices. Also suppose m ≥ χ(G) and
that H = (L,H) is an arbitrary m-fold cover of G. For each u ∈ V (G), whenever r ∈ L(u),
N(r,H) ≥ PDP (G,m)/m.
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Proof. We are able to construct a perfect elimination ordering v1, . . . , vn where vn = u
(see [10]). We let αi denote the number of neighbors of vi that occur after vi in the ordering.
Note

∏n
i=1(m − αi) = PDP (G,m) (see [18]), αn = 0, and χ(G) = 1 + maxi∈[n](αi). We

will now inductively construct an H-coloring of G. Let an = r. For each 1 ≤ i ≤ n − 1
and any 0 ≤ j < i, if vn−ivn−j ∈ E(G), then there is at most one vertex in L(vn−i)
that is adjacent to an−j in H. Similarly for each 1 ≤ i ≤ n − 1 and any 0 ≤ j < i,
if vn−ivn−j /∈ E(G), then there are no vertices in L(vn−i) that are adjacent to an−j in
H. Choose some element an−i from L(vn−i) such that an−i is not adjacent to any ele-
ment in {an−i+1, . . . , an}. Clearly, there are at least m − αn−i ≥ 1 choices for an−i. Thus,
N(r,H) ≥

∏n−1
i=1 (m− αn−i) =

∏n−1
i=1 (m− αi) =

∏n
i=1(m− αi)/m = PDP (G,m)/m.

Now, Theorem 12 immediately follows from Lemma 23, Lemma 24, and Corollary 21.

3.3 Cones of the Disjoint Union of Cycles

We will now finish the paper by studying cones of the disjoint unions of cycles. We will
again utilize the tools from Section 3.1 by thinking of such cones as vertex-gluings of wheels
where we identify as the same vertex the universal vertices from each of the wheels.

Let us establish some notation that we will use throughout the section. Let G be the
disjoint union of cycles Cki for i ∈ [n], with each ki ≥ 3. For each i ∈ [n], let Mi be a copy
of K1 ∨Cki where wi is the universal vertex of Mi. Let M = K1 ∨G. We will think of M as
the graph obtained from vertex-gluing all Mi by identifying w1, . . . , wn as the same vertex w
in M .

Our aim is to prove the following.

Theorem 25. Let M = K1 ∨G, where G is the disjoint union of cycles Cki for i ∈ [n], with
each ki ≥ 3. Then,

τDP (M) =

{

5 if there exist distinct i, j ∈ [n] such that ki = kj = 4

4 otherwise.

This result demonstrates that the converse of Corollary 21 does not hold, and it makes
progress on Questions 4, 5, and 6 for these graphs.

We begin with a useful definition, observation, and lemma from [20]. SupposeG is a graph
and H = (L,H) is an m-fold cover of G. We say H has a twisted canonical labeling if H is a
full m-fold cover of G and it is possible to let L(x) = {(x, j) : j ∈ [m]} for each x ∈ V (G) and
choose two adjacent vertices, u and v in G so that whenever xy ∈ E(G) − {uv}, (x, j) and
(y, j) are adjacent in H for each j ∈ [m] and there exists l ∈ [m] such that (u, l)(v, l) /∈ E(H).
We call the matching EH(L(u), L(v)) the twist.

Observation 26 ([20]). Suppose G is a cycle and H = (L,H) is an m-fold cover of G. H
has a twisted canonical labeling if and only if H is a full cover and does not have a canonical
labeling.

Lemma 27 ([20]). Suppose that G is an even cycle and H = (L,H) is a cover of G where
|L(v)| ≥ 2 for each v ∈ V (G). Then G does not admit an H-coloring if and only if H is a
2-fold cover with a twisted canonical labeling.
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Corollary 28. Suppose G = C2k+2 and H = (L,H) is a 2-fold cover of G for which there is
no H-coloring. Then the spanning subgraph of H containing only the cross edges of H is a
copy of C4k+4.

Proof. Suppose that the vertices of G in cyclic order are v1, . . . , v2k+2. Since G does not
admit an H-coloring, by Lemma 27, H is a 2-fold cover with a twisted canonical labeling.
Suppose G′ = G − {v1v2k+2} and H ′ = H − EH(L(v1), L(v2k+2)). Let H′ = (L,H ′), and
note H′ is a 2-fold cover of G′. By Proposition 13, H′ has a canonical labeling. Suppose
the vertices of H ′ are renamed according to this labeling. Since H has a twisted canon-
ical labeling, we know by Observation 26, H does not have a canonical labeling. Thus,
(v1, 1)(v2k+2, 2), (v1, 2)(v2k+2, 1) ∈ E(H). Notice E = {(vi, 1)(vi, 2) : i ∈ [2k + 2]} are the
non-cross edges of H. Finally, H −E = C4k+4.

The proof of the next result will show that the converse of Corollary 21 is not true, and
it will give a lower bound on the DP color function threshold of cones of disjoint unions of
cycles.

Proposition 29. Suppose n ≥ 2. Let M = K1 ∨ G, where G is the disjoint union of cycles
Cki for i ∈ [n], with each ki ≥ 3. If ki is odd for any i ∈ [n] or n ≥ 3, then PDP (M, 3) = 0.
If n = 2 and ki is even for each i ∈ [n], then

PDP (M, 3) = 3 =
PDP (M1, 3)PDP (M2, 3)

3
< 12 = P (M, 3).

Consequently, τDP (M) ≥ 4.

Proof. Suppose that the vertices of the copy of Cki in Mi in cyclic order are vi,1, . . . , vi,ki for
each i ∈ [n]. We will prove the following statements: (1) PDP (M, 3) = 0 when ki is odd for
some i ∈ [n], (2) PDP (M, 3) = 3 when n = 2 and k1 and k2 are even, and (3) PDP (M, 3) = 0
when n ≥ 3 and ki is even for each i ∈ [n]. For (1), note that χ(M) = 4 which means
P (M, 3) = 0 which implies that PDP (M, 3) = 0.

With our focus on (2), we suppose that n = 2 and k1 and k2 are even. SupposeH = (L,H)
is an arbitrary full 3-fold cover of M . For each i ∈ [2], assume Hi = (Li,Hi) is the separated
cover of Mi obtained from H where ui,1 = wi. Let f : L1(w1) → L2(w2) be the function
given by f((w1, j)) = (w2, j) for each j ∈ [3]. Note H = (L,H) is the f -amalgamated 3-fold
cover of M obtained from H1 and H2. Since Mi − E(Mi[{vi,j : j ∈ [ki]}]) is a spanning tree
of Mi for each i ∈ [2], we can rename the vertices in L(vi,j), while maintaining the names of
the vertices in L(wi), so that (wi, l)(vi,j , l) ∈ E(Hi) for each j ∈ [ki] and each l ∈ [3] (see the
proof of Proposition 21 in [18]).

We will show PDP (M,H) ≥ 3 which will imply PDP (M, 3) ≥ 3. In the caseN((wi, j),Hi) ≥
1 for each i ∈ [2] and j ∈ [3], by Lemma 19, PDP (M,H) =

∑3
j=1N((w1, j),H1)N((w2, j),H2) ≥

3. So, assume without loss of generality that N((w1, 1),H1) = 0. Let H
(1)
1 be the cone re-

duction of H1 by (w1, 1), and let H ′ = H1[
⋃k1

s=1{(v1,s, 2), (v1,s, 3)}] − {(v1,s, 2)(v1,s, 3) : s ∈

[k1]}. Notice H
(1)
1 is a 2-fold cover of an even cycle, H ′ is a spanning subgraph of H

(1)
1 ,

and there are no H
(1)
1 -colorings of H ′. Then by Corollary 28, H ′ = C2k1 . This implies

H1[{(v1,s, 1) : s ∈ [k1]}] = Ck1 and H1[{(v1,s, 2) : s ∈ [k1]}] and H1[{(v1,s, 3) : s ∈ [k1]}]
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are proper subgraphs of Ck1 . Also notice that {(w1, 2)} ∪ {(v1,s, 2 + (−1)s) : s ∈ [k1]},
{(w1, 2)} ∪ {(v1,s, 2 − (−1)s) : s ∈ [k1]}, {(w1, 3)} ∪ {(v1,s, (3 + (−1)s)/2) : s ∈ [k1]}, and
{(w1, 3)}∪ {(v1,s, (3− (−1)s)/2) : s ∈ [k1]} are H1-colorings of M1. Thus, N((w1, 2),H1) ≥ 2
and N((w1, 3),H1) ≥ 2. If N((w2, 2),H2) ≥ 1 and N((w2, 3),H2) ≥ 1, then by Lemma 19,
PDP (M,H) ≥ 4. So, assume without loss of generality that N((w2, 2),H2) = 0. By a similar
argument, N((w2, 3),H2) ≥ 2. Then by Lemma 19, PDP (M,H) ≥ 4. Thus, PDP (M, 3) ≥ 3.

To complete the proof of (2), we will now construct a 3-fold cover H = (L,H) of M
with exactly three colorings. First, for each i ∈ [2], we construct a 3-fold cover Hi =
(Li,Hi) of Mi. Let L1(x) = {(x, j) : j ∈ [m]} for each x ∈ V (M1). Construct edges
in H1 so that L1(x) is a clique in H1 for each x ∈ V (M1). Whenever uv ∈ E(M1) −
{v1,1v1,k1}, create an edge between (u, j) and (v, j) for each j ∈ [3]. Finally, construct
the edges (v1,1, 1)(v1,k1 , 2), (v1,1, 2)(v1,k1 , 3), (v1,1, 3)(v1,k1 , 1). Construct H2 similarly. By the
proof of Theorem 8, N((wi, j),Hi) = 1 for each i ∈ [2] and j ∈ [3]. Let f : L1(w1) → L2(w2)
be the function defined by f((w1, j)) = (w2, j). Let H be the f -amalgamated m-fold cover
of G obtained from H1 and H2. By Lemma 19, PDP (M,H) = 3. Thus, PDP (M, 3) = 3 =
PDP (M1, 3)PDP (M2, 3)/3.

For (3), for each i ∈ [n], we construct a 3-fold cover Hi = (Li,Hi) of Mi. For each
i ∈ [n] let Li(x) = {(x, j) : j ∈ [m]} for each x ∈ V (Mi). Construct edges in H1 so
that L1(x) is a clique in H1 for each x ∈ V (M1). Whenever uv ∈ E(M1) − {v1,1v1,k1},
create an edge between (u, j) and (v, j) for each j ∈ [3]. Finally, construct the edges
(v1,1, 1)(v1,k1 , 1), (v1,1, 2)(v1,k1 , 3), (v1,1, 3)(v1,k1 , 2).

Construct edges in H2 so that L2(x) is a clique in H2 for each x ∈ V (M2). Whenever
uv ∈ E(M1) − {v2,1v2,k2}, create an edge between (u, j) and (v, j) for each j ∈ [3]. Finally,
construct the edges (v2,1, 1)(v2,k2 , 3), (v2,1, 2)(v2,k2 , 2), (v2,1, 3)(v2,k2 , 1).

Construct edges in H3 so that L3(x) is a clique in H3 for each x ∈ V (M3). Whenever
uv ∈ E(M3) − {v3,1v3,k3}, create an edge between (u, j) and (v, j) for each j ∈ [3]. Finally,
construct the edges (v3,1, 1)(v3,k3 , 2), (v3,1, 2)(v3,k3 , 1), (v3,1, 3)(v3,k3 , 3).

For each 4 ≤ i ≤ n arbitrarily construct the edges of Hi so that Hi is a cover of Mi.
By construction, N((w1, 1),H1) = 0, N((w2, 2),H2) = 0, and N((w3, 3),H3) = 0. For each
2 ≤ i ≤ n, let fi : L1(w1) → Li(wi) be the function given by fi((w1, j)) = (wi, j) for
each j ∈ [3]. Let F = (f2, . . . , fl). Then let H = (L,H) be the F -amalgamated 3-fold
cover of M obtained from H1, . . . ,Hn. By Lemma 19, PDP (M,H) = 0 which implies that
PDP (M, 3) = 0.

The next theorem will provide an upper bound on the DP color function threshold of
cones of the disjoint unions of cycles. First, we prove a technical lemma.

Lemma 30. For any m ≥ 5 and non-negative integer s satisfying s ≤ m− 2,

(

1−
m

(m− 2)4

)s(

1 +
1

(m− 1)(m− 2)
−

m

(m− 2)4

)m−s

> 1.

Proof. Let As =
(

1− (m/(m− 2)4)
)s (

1 + (1/((m − 1)(m− 2)))− (m/(m− 2)4)
)m−s

. No-
tice that for each m ≥ 5 and 0 ≤ s ≤ m − 1, As+1/As = (1 − (m/(m − 2)4))(1 + (1/((m −
1)(m − 2))) − (m/(m − 2)4))−1 < 1. Thus, Am−2 ≤ As for each 0 ≤ s ≤ m − 2. Let
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f(m) = (1− (m/(m− 2)4))m−2(1+ (1/((m− 1)(m− 2)))− (m/(m− 2)4))2. To complete the
proof we will show that

ln (f(m)) = (m− 2) ln

(

1−
m

(m− 2)4

)

+ 2 ln

(

1 +
1

(m− 1)(m− 2)
−

m

(m− 2)4

)

> 0

for each m ≥ 23. Notice limm→∞ ln (f(m)) = 0. Furthermore,

[ln (f(m))]′ =
3m+ 2

m4 − 8m3 + 24m2 − 33m+ 16

−
2(2m4 − 18m3 + 46m2 − 51m+ 22)

(m− 1)(m− 2)(m5 − 9m4 + 33m3 − 63m2 + 61m− 24)
+ ln

(

1−
m

(m− 2)4

)

.

Using a computer algebra system, it is easy to see that the sum of the rational terms of
[ln (f(m))]′ are negative for each m ≥ 23. Thus, [ln (f(m))]′ < 0 for each m ≥ 23 which
implies that ln (f(m)) > 0 for each m ≥ 23. It is easy to directly verify that f(m) > 1 for
each 5 ≤ m < 23.

Theorem 31. Suppose m,n ∈ N, m ≥ 5, and n ≥ 2. Let M = K1 ∨ G, where G is the
disjoint union of cycles Cki for i ∈ [n], with each ki ≥ 3. Then PDP (M,m) = P (M,m).
Consequently, τDP (M) ≤ 5.

Proof. Let H = (L,H) be an arbitrary m-fold cover of M . For each i ∈ [n], let Hi = (Li,Hi)
be the separated cover of Mi obtained from H where ui,1 = wi. For each 2 ≤ i ≤ l, let
fi : L1(w1) → Li(wi) be the function given by fi((w1, j)) = (wi, j) for each j ∈ [m]. Let
F = (f2, . . . , fn). Then H = (L,H) is the F -amalgamated m-fold cover of M obtained from
H1, . . . ,Hn. Let si be the number of level vertices of Hi in Li(wi) for each i ∈ [n]. Note
si ∈ {0}∪([m]−{m−1}). If Li(wi) has a level vertex of Hi, let ai be a level vertex of Hi in the
fewest number of Hi-colorings for each i ∈ [n]. If Li(wi) has a vertex that is not a level vertex
of Hi, let bi be such a vertex in the fewest number of Hi-colorings for each i ∈ [n]. If ki is
odd, since PDP (Cki ,m− 1) = P (Cki ,m− 1), then N(ai,Hi) and N(bi,Hi) are both bounded
below by P (Cki ,m− 1). If ki is even, then by Lemma 16, N(ai,Hi) ≥ (m− 2)ki + si − 2 and
N(bi,Hi) ≥ ((m2 − 3m+ 3)(m− 2)ki−1 −m+ 2 + si(m− 1))/(m − 1) for each i ∈ [l].

By Lemma 19, PDP (M,H) =
∑m

j=1

∏n
i=1 N((wi, j),Hi). By the AM-GM Inequality,

PDP (M,H) ≥ m
(

∏m
j=1

∏n
i=1N((wi, j),Hi)

)1/m
≥ m (

∏n
i=1 N(ai,Hi)

siN(bi,Hi)
m−si)

1/m
.

Let Yki = P (Mi,m)/m. Notice that when ki is odd, Yki = (m − 2)ki − (m − 2), and when
ki is even, Yki = (m− 2)ki + (m− 2). We will show that N(ai,Hi)

siN(bi,Hi)
m−si ≥ Y m

ki
for

each i ∈ [n], 0 ≤ s ≤ m− 2, and m ≥ 5. This will complete the proof since it will imply that

PDP (M,m) ≥ m (
∏n

i=1 N(ai,Hi)
siN(bi,Hi)

m−si)
1/m

≥ mY n
ki

= P (M,m) for each m ≥ 5.
Notice that when ki is odd, N(ai,Hi)

siN(bi,Hi)
m−si ≥ P (Cki ,m−1)m = Y m

ki
. So assume

ki is even. We calculate,

N(ai,Hi)
siN(bi,Hi)

m−si ≥ (Yki + si −m)si
((

m2 − 3m+ 3

m2 − 3m+ 2

)

Yki + si −m+ 1

)m−si

= Y m
ki

(

1 +
si −m

Yki

)si (

1 +
1

(m− 1)(m− 2)
+

si −m+ 1

Yki

)m−si

.
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Now we will show that

Zki =

(

1 +
si −m

Yki

)si (

1 +
1

(m− 1)(m− 2)
+

si −m+ 1

Yki

)m−si

≥ 1.

Clearly, Zki = 1 when si = m. Notice si −m+1 < 0 for all 0 ≤ si ≤ m− 2. Thus, Zki ≥ Z4.
By Lemma 30, for each 0 ≤ si ≤ m− 2,

Z4 >

(

1−
m

(m− 2)4

)si (

1 +
1

(m− 1)(m− 2)
−

m

(m− 2)4

)m−si

≥ 1.

Next, Proposition 32 shows the conditions that allow for the DP color function threshold
to be 4.

Proposition 32. Suppose n ≥ 2. Let M = K1 ∨ G, where G is the disjoint union of cycles
Cki for i ∈ [n], with each ki ≥ 3, and there exists at most one element p ∈ [n] such that
kp = 4. Then,

PDP (M, 4) = P (M, 4).

Consequently, τDP (M) = 4.

Proof. Let H = (L,H) be an arbitrary 4-fold cover of M . For each i ∈ [n], let Hi = (Li,Hi)
be the separated cover of Mi obtained from H where ui,1 = wi. For each 2 ≤ i ≤ n, let
fi : L1(w1) → Li(wi) be the function given by fi((w1, j)) = (wi, j) for each j ∈ [4]. Let
F = (f2, . . . , fn). Then H = (L,H) is the F -amalgamated 4-fold cover of M obtained
from H1, . . . ,Hn. Let si be the number of level vertices in Li(wi) for each i ∈ [l]. Note
si ∈ {0, 1, 2, 4}. If Li(wi) has a level vertex, let ai be a level vertex of Hi in the fewest
number of Hi-colorings for each i ∈ [n]. If Li(wi) has a vertex that is not a level vertex
of Hi, let bi be such a vertex in the fewest number of Hi-colorings for each i ∈ [n]. If ki
is odd, since PDP (Cki , 3) = P (Cki , 3), N(ai,Hi) and N(bi,Hi) are both bounded below by
P (Cki , 3) = P (Mi, 4)/4. If ki is even, then by Lemma 16, N(ai,Hi) ≥ 2ki + si − 2 and
N(bi,Hi) ≥ (7(2)ki−1 + 3si − 2)/3 for each i ∈ [n].

By Lemma 19, PDP (M,H) =
∑4

j=1

∏n
i=1N((wi, j),Hi). To complete the proof, we

will show that PDP (M,H) ≥ P (M, 4) in each of the following two cases: (1) ki 6= 4 for
each i ∈ [n] and (2) kp = 4 for some p ∈ [n]. For case (1), by the AM-GM Inequality,

PDP (M,H) ≥ 4
(

∏4
j=1

∏n
i=1N((wi, j),Hi)

)1/4
≥ 4

(
∏n

i=1(N(ai,Hi)
siN(bi,Hi)

4−si)
)1/4

. We

will show that N(ai,Hi)
siN(bi,Hi)

4−si ≥ (P (Mi, 4)/4)
4 for each i ∈ [n]. Whenever ki is odd,

N(ai,Hi)
siN(bi,Hi)

4−si ≥ P (Cki , 3)
4 = (P (Mi, 4)/4)

4. When ki is even, we know ki ≥ 6,
and we calculate,

N(ai,Hi)
siN(bi,Hi)

4−si ≥ (2ki + si − 2)si
(

7(2)ki−1 + 3si − 2

3

)4−si

≥ (2ki + si − 2)si(2ki + si + 10)4−si

≥ (2ki + 2)4 =

(

P (Mi, 4)

4

)4

.

21



Thus,

PDP (M,H) ≥ 4

(

n
∏

i=1

N(ai,Hi)
siN(bi,Hi)

4−si

)1/4

≥

∏n
i=1 P (Mi, 4)

4n−1
= P (M, 4).

In case (2), without loss of generality, assume that there are non-negative integers a and
b such that k1 = 4, ki > 4 is even and si ∈ {0, 1, 2} for each 2 ≤ i ≤ a+1, ki > 4 is even and
si = 4 for each a+2 ≤ i ≤ a+b+1, and ki is odd for each a+b+2 ≤ i ≤ n. Note it is possible
for a = 0, b = 0, or a+ b = n− 1. Also note that when si = 4 or ki is odd, N((wi, j),Hi) ≥
P (Mi, 4)/4 for each j ∈ [4]. Let Ks1 =

∏4
j=1N((w1, j),H1) = (14 + s1)

s1(18 + s1)
4−s1 . We

observe that 184/Ks1 ≥ 1, and we see that

PDP (M,H) =

4
∑

j=1

n
∏

i=1

N((wi, j),Hi) ≥

(

n
∏

i=a+2

P (Mi, 4)

4

)





4
∑

j=1

a+1
∏

i=1

N((wi, j),Hi)



 .

Note that
∑4

j=1N((w1, j),H1) = PDP (M1,H1) ≥ PDP (M1, 4) = 72 (the last equality follows
from Theorem 8). When a = 0,

PDP (M,H) ≥

(

n
∏

i=2

P (Mi, 4)

4

)





4
∑

j=1

N((w1, j),H1)



 ≥
72
∏n

i=2 P (Mi, 4)

4n−1
= P (M, 4).

So, assume that a ≥ 1. We notice

PDP (M,H) ≥

(

n
∏

i=a+2

P (Mi, 4)

4

)





4
∑

j=1

a+1
∏

i=1

N((wi, j),Hi)





≥ 4

(

n
∏

i=a+2

P (Mi, 4)

4

)





4
∏

j=1

a+1
∏

i=1

N((wi, j),Hi)
1/4



 (by the AM-GM Inequality)

≥ 4K1/4
s1

(

n
∏

i=a+2

P (Mi, 4)

4

)(

a+1
∏

i=2

(N(ai,Hi)
siN(bi,Hi)

4−si)1/4

)

.

We will show that N(ai,Hi)
siN(bi,Hi)

4−si ≥ (18(P (Mi, 4)/4))
4 /Ks1 for each 2 ≤ i ≤ a+ 1.

Recall that N(ai,Hi) ≥ 2ki + si − 2, N(bi,Hi) ≥ (7(2)ki−1 + 3si − 2)/3, and ki ≥ 6 when
2 ≤ i ≤ a+ 1. We calculate,

N(ai,Hi)
siN(bi,Hi)

4−si ≥ (2ki + si − 2)si
(

7(2)ki−1 + 3si − 2

3

)4−si

≥ (2ki + si − 2)si(2ki + si + 10)4−si

≥
184

Ks1

(2ki + 2)4 =
184

Ks1

(

P (Mi, 4)

4

)4

.
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Thus,

PDP (M,H) ≥ 4K1/4
s1

(

n
∏

i=a+2

P (Mi, 4)

4

)(

a+1
∏

i=2

(N(ai,Hi)
siN(bi,Hi)

4−si)1/4

)

≥ 4K1/4
s1

(
∏n

i=a+2 P (Mi, 4)

4n−a−1

)

(

a+1
∏

i=2

18P (Mi, 4)

4K
1/4
s1

)

=

(

18

K
1/4
s1

)a−1
72
∏n

i=2 P (Mi, 4)

4n−1
≥

72
∏n

i=2 P (Mi, 4)

4n−1
= P (M, 4).

Proposition 34 below is the last result needed to prove Theorem 25. The following obser-
vation, which allows us to think of H-colorings as vertex labelings, is a useful perspective to
have in mind for the proof of Proposition 34.

Observation 33. Suppose G is an arbitrary graph and H = (L,H) is an arbitrary m-
fold cover of G. Let f : V (G) → [m] be a function that satisfies: if uv ∈ E(G), then
(u, f(u))(v, f(v)) /∈ E(H). Let F be the set of all such f , I be the set of all H-colorings of
G, and B : F → I be the function defined by B(f) = {(u, f(u)) : u ∈ V (G)}. Then B is a
bijection.

Proposition 34. Let n ≥ 2. Let M = K1 ∨ G, where G is the disjoint union of cycles Cki

for i ∈ [n], with each ki ≥ 3, and there exist distinct a, b ∈ [n] such that ka = kb = 4. Then

PDP (M, 4) < P (M, 4).

Consequently, τDP (M) ≥ 5.

Proof. Without loss of generality, suppose k1 = k2 = 4. For each i ∈ [n], suppose that the
vertices of the copy of Cki in Mi in cyclic order are vi,1, . . . , vi,ki . For each i ∈ [n], we will
construct an m-fold cover Hi = (Li,Hi) of Mi. For each i ∈ [n], let Li(x) = {(x, j) : j ∈ [4]}
for each x ∈ V (Mi), and let V (Hi) =

⋃

x∈V (Mi)
Li(x). For each i ∈ [n], construct edges

so that Hi[Li(x)] is a complete graph for each x ∈ V (Mi), so that (wi, j)(vi,k, j) ∈ E(Hi)
for each k ∈ [ki] and each j ∈ [4], and so that Hi contains the edges in {(vi,k, j)(vi,k+1, j) :
k ∈ [ki − 1], j ∈ [4]}. Construct edges so that for each j ∈ [2], (v1,1, j)(v1,4, j) ∈ E(H1) and
(v2,1, j+2)(v2,4, j+2) ∈ E(H2). Also construct edges so that (v1,1, 3)(v1,4, 4), (v1,1, 4)(v1,4, 3) ∈
E(H1) and (v2,1, 1)(v2,4, 2), (v2,1, 2)(v2,4, 1) ∈ E(H2). For each i ≥ 3, construct edges so that
(vi,1, j)(vi,ki , j) ∈ E(Hi) for each j ∈ [4].

Let Ij be the set ofH1-colorings that contain (w1, j) for each j ∈ [4]. NoticeN((w1, j),H1) =

|Ij| for each j ∈ [4]. Also notice that |I1| = |I2| and |I3| = |I4|. Let H
(j)
1 be the cone reduc-

tion of H1 by (w1, j). We can determine Ij for some j ∈ [4] by determining the number of

independent sets of size 4 of H
(j)
1 . Notice this can be done by counting the number of proper

3-colorings of a P4 and subtracting the number of those colorings that color the end vertices

c1, c2 ∈ [j] such that (v1,1, c1)(v1,4, c2) ∈ E(H
(j)
1 ). When c1 = c2, the number of colorings

that must be subtracted is equal to the number of proper 3-colorings of a C3 that color one
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of the vertices c1 ∈ [j] which is P (C3, 3)/3. When c1 6= c2, the number of colorings that
must be subtracted is equal to the number of proper 3-colorings of a C4 that color one of the
vertices c1 ∈ [4] and an adjacent vertex c2 ∈ [j]− {c1} which is P (C4, 3)/6. By construction,

|I1| = |I2| = P (P4, 3) −
P (C3, 3)

3
−

2P (C4, 3)

6
= 3(2)3 −

(

23 − 2
)

3
−

2
(

23 + 1
)

3
= 16.

By construction,

|I3| = |I4| = P (P4, 3)−
2P (C3, 3)

3
= 3(2)3 −

2(23 − 2)

3
= 20.

Thus, N((w1, 1),H1) = N((w1, 2),H1) = 16 and N((w1, 3),H1) = N((w1, 4),H1) = 20,
and by a similar argument, N((w2, 1),H2) = N((w2, 2),H2) = 20 and N((w2, 3),H2) =

N((w2, 4),H2) = 16. Since eachH
(j)
i has a canonical labeling when 3 ≤ i ≤ n,N((wi, j),Hi) =

P (Cki , 3) = P (Mi, 4)/4 for each 3 ≤ i ≤ n and j ∈ [4].
For each i ∈ [n−1], let fi+1 : L1(w1) → Li+1(wi+1) be the function given by fi+1((w1, j)) =

(wi+1, j) for each j ∈ [4]. Let H = (L,H) be the F -amalgamated m-fold cover of M obtained
from H1, . . . ,Hn where F = (f2, . . . , fn). Notice N((w1, j),H1)N((w2, j),H2) = 320 for each
j ∈ [4]. Also notice N((wi, j1),Hi) = N((wi, j2),Hi) for each j1, j2 ∈ [4] and 3 ≤ i ≤ n.
Thus, by Lemma 19,

PDP (M,H) =

4
∑

j=1

n
∏

i=1

N((wi, j),Hi) = 320

4
∑

j=1

n
∏

i=3

N((wi, j),Hi)

= 1280
n
∏

i=3

PDP (Mi, 4)

4

< 1296
n
∏

i=3

P (Mi, 4)

4
= P (M, 4).

Putting all these results together gives us Theorem 25.

Proof of Theorem 25. By Proposition 29, τDP (M) ≥ 4, and by Theorem 31, τDP (M) ≤ 5.
Assume that there is at most one element p ∈ [n] such that kp = 4. Then by Proposition 34,
τDP (M) ≤ 4. Now assume that there are at least two elements a, b ∈ [n] such that ka = kb =
4. Then by Proposition 32, τDP (M) ≥ 5.
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