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Abstract. The Stern poset S is a graded infinite poset naturally associated to Stern’s
triangle, which was defined by Stanley analogously to Pascal’s triangle. Let Pn denote
the interval of S from the unique element of row 0 of Stern’s triangle to the n-th element
of row r for sufficiently large r. For n ≥ 1 let

Ln(q) = 2 ·
(

2n−1
∑

k=1

APk
(q)

)

+ AP2n
(q),

where AP (q) represents the corresponding P -Eulerian polynomial. For any n ≥ 1 Stanley
conjectured that Ln(q) has only real zeros and L4n+1(q) is divisible by L2n(q). In this
paper we obtain a simple recurrence relation satisfied by Ln(q) and affirmatively solve
Stanley’s conjectures. We also establish the asymptotic normality of the coefficients of
Ln(q).
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1 Introduction

Recently, Stanley [9] introduced a class of polynomials bn(q) by defining b1(q) = 1 and

b2n(q) = bn(q), (1.1)

b4n+1(q) = qb2n(q) + b2n+1(q), (1.2)

b4n+3(q) = b2n+1(q) + qb2n+2(q). (1.3)

Let

Ln(q) = 2 ·
(

2n−1
∑

k=1

bk(q)

)

+ b2n(q). (1.4)

The main objective of this paper is to prove Stanley’s conjectures on the real-rootedness
and divisibility concerning Ln(q).

1

http://arxiv.org/abs/2006.00400v1


Let us first review some background. Stanley’s conjectures considered here arose in
the study of Stern’s triangle S, which is an array of numbers similar to Pascal’s triangle.
We follow Stanley [8] to give a description of Stern’s triangle. We number the rows of
Stern’s triangle by consecutive natural numbers beginning with 0. Row 0 consists of a
single 1, row 1 consists of three 1’s, and for r ≥ 2 row r is obtained from row r − 1 by
inserting between any two consecutive elements their sums and then placing a 1 at the
beginning and end. It is clear that row n consists of 2r+1 − 1 terms. We number the
elements of row r from 0 to 2r+1 − 2 and use

〈

r
n

〉

to denote the (n+ 1)-th element of row
r. Thus, we have the following recurrence relation

〈

r

2n+ 1

〉

=

〈

r − 1

n

〉

,
〈 r

2n

〉

=

〈

r − 1

n− 1

〉

+

〈

r − 1

n

〉

, (1.5)

where we set
〈

r
n

〉

= 0 for n < 0 or n > 2r+1 − 2 for convenience. Stanley [8] showed that
for any m ≥ 1 the summation

∑

n

〈 r

n

〉m

obeys a homogeneous linear recurrence with constant coefficients, and conjectured the
least order of a homogeneous linear recurrence. Speyer [7] proved that the above sum
satisfies such a recurrence of the conjectured minimal order. For any r ≥ 1 Stanley
showed that

∑

n≥0

〈 r

n

〉

xn =

r−1
∏

i=0

(1 + x2i + x2·2i). (1.6)

Letting r → ∞ in (1.6), we get

∏

i≥0

(1 + x2i + x2·2i) =
∑

n≥1

bnx
n−1,

where the sequence {bn}n≥0 with b0 = 0 is the well-known Stern’s diatomic sequence [10].
For more information on Stern’s diatomic sequence, see Northshield [6]. It is known that
{bn}n≥0 satisfies the following recurrence relation

b2n = bn, b2n+1 = bn + bn+1. (1.7)

Comparing the above recurrence relation with (1.1), (1.2) and (1.3), we see that {bn(q)}n≥1

is a polynomial analogue of Stern’s diatomic sequence.

Stanley [9] showed that the polynomials bn(q) also arise as P -Eulerian polynomials
of certain posets P naturally associated to Stern’s triangle S. To take S as a poset, we
will consider

〈

r
n

〉

as a symbol instead of a number. According to (1.5), we may impose a
partial order �S on S by letting

〈

r − 1

n

〉

�S

〈

r

2n+ 1

〉

,

〈

r − 1

n

〉

�S

〈 r

2n

〉

,

〈

r − 1

n

〉

�S

〈

r

2n+ 2

〉
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Figure 1.1: The Stern poset S

for 0 ≤ n ≤ 2r − 2 and then taking the transitive closure. Following Stanley [9] we call
(S, �S) the Stern poset, denoted by S. See Figure 1.1 for the first four levels of the Stern
poset.

Fixing a positive integer n, suppose that

2k ≤ n− 1 < 2k+1

for some k ≥ 0. A little thought shows that for r ≥ k + 1 the interval
[〈

0
0

〉

,
〈

r
n−1

〉]

of

S is the ordinal sum of the chain
[〈

0
0

〉

,
〈

r−k−1
0

〉]

and the interval
[〈

r−k−1
0

〉

,
〈

r
n−1

〉]

, the

latter being isomorphic to the interval
[〈

0
0

〉

,
〈

k+1
n−1

〉]

of S for any r ≥ k + 1. Thus for
sufficiently large r we may associate to the n-th element of row r in Stern’s triangle the
poset

[〈

0
0

〉

,
〈

k+1
n−1

〉]

, denoted by Pn. Stanley [9] obtained the following result.

Theorem 1.1 ([9]) For any n ≥ 1 let bn(q) be defined as in (1.1), (1.2) and (1.3). Then
bn(q) is equal to the Pn-Eulerian polynomial, namely

bn(q) =
∑

σ∈L(Pn)

qdes (σ),

where L(Pn) denotes the set of linear extensions of the poset Pn, provided that Pn is
naturally labeled.

Therefore, the polynomials Ln(q) defined in (1.4) can be considered as Eulerian row
sums of Stern’s triangle. Stanley [9] proposed the following interesting conjectures.
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Conjecture 1.2 ([9]) For any n ≥ 1 the polynomial Ln(q) has only real zeros.

Conjecture 1.3 ([9]) For any n ≥ 1 the polynomial L4n+1(q) is divisible by L2n(q).

The aim of this paper is to prove the above conjectures. Motivated by Conjecture 1.2,
we also study the asymptotically normality of Ln(q) since the coefficients of many real-
rooted polynomials follow asymptotically normal limit laws, see [1, 3, 4, 12] for instance.
Recall that, for a polynomial sequence {Fn(q)}n≥0 given by

Fn(q) =
n
∑

k=0

an,kq
k (1.8)

with an,k all nonnegative, the coefficients an,k are said to be asymptotically normal by a
central limit theorem if

lim
n→∞

sup
x∈R

∣

∣

∣

∣

∣

∑

k≤µn+xσn

p(n, k)− 1√
2π

∫ x

−∞

e−t2/2dt

∣

∣

∣

∣

∣

= 0, (1.9)

where
p(n, k) =

an,k
∑n

j=0 an,j

and µn, σ
2
n are respectively the mean and variance of an,k. We say that an,k are asymp-

totically normal by a local limit theorem on R if

lim
n→∞

sup
x∈R

∣

∣

∣

∣

σnp(n, ⌊µn + xσn⌋)−
1√
2π

e−x2/2

∣

∣

∣

∣

= 0. (1.10)

The rest of this paper is organized as follows. In Section 2 we will first derive a
recurrence relation satisfied by Ln(q) and then give a proof of Conjecture 1.2. In Section 3
we will prove Conjecture 1.3 based on the recurrence relations satisfied by L2n(q), L2n+1(q)
and L4n+1(q). In Section 4 we will show that the coefficients of Ln(q) are asymptotically
normal by central and local limit theorems.

2 Real zeros

The aim of this section is to prove Conjecture 1.2. Our proof is based on the following
recurrence relation satisfied by Ln(q).

Theorem 2.1 For any n ≥ 2 we have

Ln+1(q) = 3Ln(q) + 2(q − 1)Ln−1(q). (2.1)

4



Proof. Substituting (1.4) into (2.1) we obtain that

2 ·
(

2n+1−1
∑

k=1

bk(q)

)

+ b2n+1(q) =3 ·
(

2

2n−1
∑

k=1

bk(q) + b2n(q)

)

+ 2(q − 1) ·
(

2 ·
(

2n−1−1
∑

k=1

bk(q)

)

+ b2n−1(q)

)

.

By using (1.1) and (1.3), we find that

b2n(q) = b2(q) = b1(q) = 1 and b3(q) = 1 + q.

Thus it suffices to show that

2 ·
(

2n+1−1
∑

k=4

bk(q)

)

+ 2(1 + q) + 5 =3 ·
(

2

2n−1
∑

k=2

bk(q) + 3

)

+ 2(q − 1) ·
(

2 ·
(

2n−1−1
∑

k=1

bk(q)

)

+ 1

)

,

or equivalently

2n+1−1
∑

k=4

bk(q) = 3 ·
(

2n−1
∑

k=2

bk(q)

)

+ 2(q − 1) ·
(

2n−1−1
∑

k=1

bk(q)

)

. (2.2)

By using (1.1), (1.2) and (1.3), it is easy to verify that

b4m(q) + b4m+1(q) + b4m+2(q) + b4m+3(q) = (1 + q)b2m(q) + 3b2m+1(q) + qb2m+2(q). (2.3)

Substituting (2.3) into the left hand side of (2.2), we get that for n ≥ 2

2n+1−1
∑

k=4

bk(q) =
2n−1−1
∑

m=1

(b4m(q) + b4m+1(q) + b4m+2(q) + b4m+3(q))

=
2n−1−1
∑

m=1

((1 + q)b2m(q) + 3b2m+1(q) + qb2m+2(q))

By rewriting (1 + q)b2m(q) as 3b2m(q) + (q − 2)b2m(q), we find that

2n+1−1
∑

k=4

bk(q) =

2n−1−1
∑

m=1

(3b2m(q) + 3b2m+1(q) + (q − 2)b2m(q) + qb2m+2(q))

= 3 ·
(

2n−1−1
∑

m=1

(b2m(q) + b2m+1(q))

)

+

2n−1−1
∑

m=1

((q − 2)b2m(q) + qb2m+2(q))
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By virtue of (1.1), we further obtain that

2n+1−1
∑

k=4

bk(q) =3 ·
(

2n−1
∑

k=2

bk(q)

)

+
2n−1−1
∑

m=1

((q − 2)bm(q) + qbm+1(q))

=3 ·
(

2n−1
∑

k=2

bk(q)

)

+ q ·
(

2n−1−1
∑

m=1

bm(q)

)

+ q ·
(

2n−1−1
∑

m=1

bm+1(q)

)

− 2 ·
(

2n−1−1
∑

m=1

bm(q)

)

.

Note that, for the third summation on the right hand side, we have

2n−1−1
∑

m=1

bm+1(q) = b2n−1(q) +

2n−1−2
∑

m=1

bm+1(q)

= b1(q) +
2n−1−1
∑

m=2

bm(q)

=
2n−1−1
∑

m=1

bm(q)

where the second equality holds since b2n−1(q) = b1(q) = 1 by (1.1). Thus

2n+1−1
∑

k=4

bk(q) = 3 ·
(

2n−1
∑

k=2

bk(q)

)

+ 2(q − 1) ·
(

2n−1−1
∑

k=1

bk(q)

)

,

as desired in (2.2). This completes the proof.

In view of (2.1) the polynomial sequence {Ln(q)}n≥1 lies in the framework of poly-
nomial sequence of type (0, 1) studied by Gross, Mansour, Tucker and Wang [2], who
obtained the following result.

Theorem 2.2 ([2, Theorem 2.6]) Let {Mn(q)}n≥0 be the polynomial sequence defined
by the recursion

Mn+1(q) = aMn(q) + (bq + c)Mn−1(q)

with initial values M0(q) = 1 and M1(q) = t(q − r), where a, b, t > 0, c, r ∈ R, and
r 6= −c/b. Then for any n ≥ 1 the polynomial Mn(q) has only real zeros.

The main result of this section is as follows, which gives an affirmative answer to
Conjecture 1.2.
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Theorem 2.3 For any n ≥ 1 the polynomial Ln(q) has only real zeros.

Proof. By (1.4) it is straightforward to compute that L1(q) = 3 and L2(q) = 2q + 7. For
any n ≥ 0 let

L̃n(q) =
Ln+1(q)

3
.

It is clear that
L̃n+1(q) = 3L̃n(q) + 2(q − 1)L̃n−1(q)

with L̃1(q) = 1 and L̃2(q) = 2
3
q + 7

3
. It is easy to verify that {L̃n(q)}n≥0 satisfies the

conditions of Theorem 2.2. Thus for each n ≥ 0 the polynomial L̃n(q) has only real zeros,
so does Ln+1(q).

Remark. Based on the recurrence relation (2.1), Theorem 2.3 can also be proved by using
a result due to Wang and Yeh, see [11, Theorem 1] or [5, Theorem 1.1].

Theorem 2.1 also has some other consequences. For instance, we can determine the
ordinary generating function of {Ln(q)}n≥1. Let

Φ(x) =
∑

n≥1

Ln(q)x
n.

By (2.1) it is easy to show that

Φ(x) =
x(2(q − 1)x+ 3)

1− 3x− 2(q − 1)x2
=

x(2(q − 1)x+ 3)

1− 3x− 2(q − 1)x2
=

1

1− x(2(q − 1)x+ 3)
− 1.

We can also determine the shifted Hankel determinants of {Ln(q)}n≥1. Let

H(k)
n = (Li+j+k−1(q))1≤i,j≤n, H(k)

n = detH(k)
n .

We obtain the following result.

Corollary 2.4 For any k ≥ 0 and m ≥ 3 we have

H
(k)
1 = Lk+1(q), H

(k)
2 = (−1)k+12k+2(q − 1)k+2, H(k)

m = 0.

Proof. We only need to compute H
(k)
2 and H

(k)
m for m ≥ 3. It is routine to compute that

H
(0)
2 = det

(

L1(q) L2(q)

L2(q) L3(q)

)

= det

(

3 2q + 7

2q + 7 12q + 15

)

= −22(q − 1)2.

For k ≥ 1 applying (2.1) to H
(k)
2 gives

H
(k)
2 = det

(

Lk+1(q) Lk+2(q)

Lk+2(q) Lk+3(q)

)

7



= det

(

Lk+1(q) 3Lk+1(q) + 2(q − 1)Lk(q)

Lk+2(q) 3Lk+2(q) + 2(q − 1)Lk+1(q)

)

= det

(

Lk+1(q) 2(q − 1)Lk(q)

Lk+2(q) 2(q − 1)Lk+1(q)

)

= 2(q − 1) · det
(

Lk+1(q) Lk(q)

Lk+2(q) Lk+1(q)

)

= −2(q − 1) · det
(

Lk(q) Lk+1(q)

Lk+1(q) Lk+2(q)

)

= −2(q − 1)H
(k−1)
2 . (2.4)

By iterating 2.4 we obtain

H
(k)
2 = (−1)k2k(q − 1)kH

(0)
2 = (−1)k+12k+2(q − 1)k+2,

as desired.

We proceed to compute H
(k)
m for m ≥ 3. By definition

H(k)
m =















Lk+1(q) Lk+2(q) Lk+3(q) · · · Lk+m(q)

Lk+2(q) Lk+3(q) Lk+4(q) · · · Lk+m+1(q)

...
...

... · · · ...

Lk+m(q) Lk+m+1(q) Lk+m+2(q) · · · Lk+2m−1(q)















.

By (2.1) the third column ofH(k)
m is a linear combination of the first column and the second

column, and thus the Hankel determinant H
(k)
m vanishes. This completes the proof.

3 Divisibility

In this section we aim to prove Conjecture 1.3. The idea of the proof is to introduce a poly-
nomial sequence {Mn(q)}n≥1 as defined below, and then to show that {Mn(q)L2n(q)}n≥1

and {L4n+1(q)}n≥1 satisfy the same recurrence relation with the same initial conditions.

We first give recurrence relations which are satisfied by {L2n(q)}n≥1, {L2n−1(q)}n≥1

and {L4n+1(q)}n≥1 respectively. For notational convenience let

En(q) = L2n(q), On(q) = L2n−1(q), Jn(q) = L4n+1(q) (3.1)

for any n ≥ 1. The recurrence relations are as follows.
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Theorem 3.1 Let
a = (5 + 4q), b = −4(q − 1)2, h = 2O3(q).

Then for any n ≥ 2 we have

En+1(q) = aEn(q) + bEn−1(q), (3.2)

On+1(q) = aOn(q) + bOn−1(q), (3.3)

Jn+1(q) = abn−1h+ a2Jn(q) + b2Jn−1(q) +

n−1
∑

k=2

2a2bn−kJk(q). (3.4)

Proof. Let us first prove (3.2). From (2.1) it follows that

En+1(q) =L2(n+1)(q) = 3L2n+1(q) + 2(q − 1)L2n

=3(3L2n(q) + 2(q − 1)L2n−1(q))

+ 2(q − 1)(3L2n−1(q) + 2(q − 1)L2(n−1)(q)).

By simplification we obtain

En+1(q) = 9L2n(q) + 12(q − 1)L2n−1(q) + 4(q − 1)2L2(n−1)(q),

which could be rewritten as

En+1(q) =(5 + 4q)L2n(q)− 4(q − 1)2L2(n−1)(q)

+ 4(1− q)
(

L2n(q)− 3L2n−1(q)− 2(q − 1)L2(n−1)(q)
)

.

Again by (2.1) we obtain

En+1(q) = (5 + 4q)En(q)− 4(q − 1)2En−1(q),

as desired.

Similarly, we compute

On+1(q) = L2(n+1)+1(q)

= 3L2(n+1)(q) + 2(q − 1)L2n+1

= 3(3L2n+1(q) + 2(q − 1)L2n(q)) + 2(q − 1)(3L2n(q) + 2(q − 1)L2n−1(q))

= 9L2n+1(q) + 12(q − 1)L2n(q) + 4(q − 1)2L2n−1(q)

= (5 + 4q)L2n+1(q)− 4(q − 1)2L2(n−1)+1(q)

+ 4(1− q) (L2n+1(q)− 3L2n(q)− 2(q − 1)L2n−1(q))

= (5 + 4q)On(q)− 4(q − 1)2On−1(q),

9



where the last equality follows from (2.1). This completes the proof of (3.3).

We proceed to prove (3.4). Note that

Jn+1(q) = L4(n+1)+1(q) = O2(n+1)(q).

By virtue of (3.3), there holds

Jn+1(q) = aO2n+1(q) + bO2n(q)

= a (aO2n(q) + bO2n−1(q)) + b (aO2n−1(q) + bO2n−2(q))

= a2Jn(q) + b2Jn−1(q) + 2abO2n−1(q). (3.5)

On the other hand, for any m ≥ 2 we have

O2m−1(q) = aO2m−2(q) + bO2m−3(q) = aJm−1(q) + bO2m−3(q).

Iterating the above process leads to

O2n−1(q) = aJn−1(q) + bO2n−3(q)

= aJn−1(q) + b (aJn−2(q) + bO2n−5(q))

= aJn−1(q) + b (aJn−2(q) + b (aJn−3(q) + bO2n−7(q)))

= · · ·

= bn−2O3(q) +
n−1
∑

k=2

abn−k−1Jk(q). (3.6)

Substituting (3.6) into (3.5), we get

Jn+1(q) = a2Jn(q) + b2Jn−1(q) + 2ab

(

bn−2O3(q) +

n−1
∑

k=2

abn−k−1Jk(q)

)

= 2abn−1O3(q) + a2Jn(q) + b2Jn−1(q) +

n−1
∑

k=2

2a2bn−kJk(q),

as desired. The proof is complete.

We continue to prove Conjecture 1.3. Now define the sequence {Mn(q)}n≥1 by letting

M1(q) =
J1(q)
E1(q)

and M2(q) =
J2(q)
E2(q)

and

Mn+1(q) = aMn(q) + bMn−1(q), (3.7)

where a = (5+4q) and b = −4(q− 1)2 as in Theorem 3.1. The main result of this section
is as follows, which gives an affirmative answer to Conjecture 1.3.
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Theorem 3.2 For any n ≥ 1 let En(q), Jn(q) be given by (3.1), let Mn(q) be given by
(3.7), and let Hn(q) be defined by

Hn(q) = En(q)Mn(q). (3.8)

Then Hn(q) = Jn(q), and hence L4n+1(q) is divisible by L2n(q).

Proof. Since H1(q) = J1(q) and H2(q) = J2(q), it suffices to show that the sequence
{Hn(q)}n≥1 satisfies the same recurrence relation as {Jn(q)}n≥1, namely

Hn+1(q) = abn−1h + a2Hn(q) + b2Hn−1(q) +

n−1
∑

k=2

2a2bn−kHk(q), (3.9)

where
a = (5 + 4q), b = −4(q − 1)2, h = 2O3(q).

By (3.2) and (3.7) we have

Hn+1(q) = En+1(q)Mn+1(q)

= (aEn(q) + bEn−1(q)) (aMn(q) + bMn−1(q))

= a2Hn(q) + b2Hn−1(q) + ab (En(q)Mn−1(q) + En−1(q)Mn(q)) .

For notational convenience, let

Tn(q) = En(q)Mn−1(q) + En−1(q)Mn(q). (3.10)

Then by (3.2) and (3.7)

Tn(q) = En(q)Mn−1(q) + En−1(q)Mn(q)

= (aEn−1(q) + bEn−2(q))Mn−1(q) + En−1(q) (aMn−1(q) + bMn−2(q))

= 2aHn−1(q) + bTn−1(q),

where the last equality is due to (3.8) and (3.10).

Iterating the above process, we get

Hn+1(q) = a2Hn(q) + b2Hn−1(q) + abTn(q)

= a2Hn(q) + b2Hn−1(q) + ab (2aHn−1(q) + bTn−1(q))

= a2Hn(q) + b2Hn−1(q) + 2a2bHn−1(q) + ab2Tn−1(q)

= a2Hn(q) + b2Hn−1(q) + 2a2bHn−1(q) + ab2 (2aHn−2(q) + bTn−2(q))

= a2Hn(q) + b2Hn−1(q) + 2a2bHn−1(q) + 2a2b2Hn−2(q) + ab3Tn−2(q)

= · · ·
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= a2Hn(q) + b2Hn−1(q) + 2a2bHn−1(q) + 2a2b2Hn−2(q) + · · ·

+ 2a2bn−2H2(q) + abn−1T2(q)

= a2Hn(q) + b2Hn−1(q) +
n−1
∑

k=2

2a2bn−kHk + abn−1T2(q).

It is straightforward to verify that

T2(q) = 2O3(q).

Thus {Hn(q)}n≥1 and {Jn(q)}n≥1 satisfy the same recurrence relation with the same initial
conditions. This completes the proof.

4 Asymptotic normality

In this section we will show that the coefficients of Ln(q) are asymptotically normal by
central and local limit theorems. For a polynomial sequence {Fn(q)}n≥0 as in (1.8), it
is not hard to show that if the coefficients an,k are asymptotically normal by a local
limit theorem on R then these numbers are also asymptotically normal by a central limit
theorem. Thus, we will focus on proving that the coefficients of Ln(q) are asymptotically
normal by a local limit theorem.

The main tool we use here is the following criterion, which goes back to Harper [3].

Theorem 4.1 ([1, Theorem 2]) Suppose that {Fn(q)}n≥0 is a real-rooted polynomial
sequence with nonnegative coefficients as in (1.8). Let

µn =
F ′
n(1)

Fn(1)
, (4.1)

σ2
n =

F ′′
n (1)

Fn(1)
+ µn − µ2

n. (4.2)

If σ2
n → +∞ when n → +∞, then the coefficients of Fn(q) are asymptotically normal by

a local limit theorem with mean µn and variance σ2
n.

In order to compute the mean and variance corresponding to Ln(q), we next derive Bi-
net’s formula for these polynomials by solving (2.1). Note that the characteristic equation
of this recurrence relation is

x2 − 3x− 2(q − 1) = 0

with roots

r(q) =
3 +

√
8q + 1

2
and s(q) =

3−√
8q + 1

2
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where r(q) + s(q) = 3 and r(q)s(q) = −2(q − 1). So the general solution of (2.1) is

Ln(q) = C(r(q))n−1 +D(s(q))n−1,

where the coefficients C and D are to be determined.

The initial conditions L1(q) = 3 and L2(q) = 7 + 2q = 3r(q) + 3s(q)− r(q)s(q) yield
the following system:

C +D = 3,

Cr(q) +Ds(q) = 2q + 7.

Solving this, we get

C =
2q + 7− 3s(q)

r(q)− s(q)
and D = −2q + 7− 3r(q)

r(q)− s(q)
.

Thus

Ln(q) =
2q + 7− 3s(q)

r(q)− s(q)
· (r(q))n−1 − 2q + 7− 3r(q)

r(q)− s(q)
· (s(q))n−1

=
3− s(q)

r(q)− s(q)
· (r(q))n − 3− r(q)

r(q)− s(q)
· (s(q))n

= 3 · (r(q))
n − (s(q))n

r(q)− s(q)
− r(q)s(q) · (r(q))

n−1 − (s(q))n−1

r(q)− s(q)
. (4.3)

The main result of this section is as follows.

Theorem 4.2 Let the sequence {Ln(q)}n≥1 be defined as in (1.4). Then the coefficients
of Ln(q) are asymptotically normal by a local limit theorem.

Proof. Let us first compute µn and σ2
n. It is easy to show that

r(q) =
3 +

√
8q + 1

2
,

r′(q) =
2√

8q + 1
,

r′′(q) = − 8

(8q + 1)
√
8q + 1

,

s(q) =
3−√

8q + 1

2
,

s′(q) = − 2√
8q + 1

,
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s′′(q) =
8

(8q + 1)
√
8q + 1

.

Thus

r(1) = 3, r′(1) =
2

3
, r′′(1) = − 8

27
, (4.4)

s(1) = 0, s′(1) = −2

3
, s′′(1) =

8

27
. (4.5)

Let

Fn(q) =
(r(q))n − (s(q))n

r(q)− s(q)
.

It is straightforward to verify that

F ′
n(q) =

n[((r(q))n−1r′(q)− (s(q))n−1s′(q))(r(q)− s(q))]

(r(q)− s(q))2

− [((r(q))n − (s(q))n)(r′(q)− s′(q))]

(r(q)− s(q))2

and

F ′′
n (q) =

G′
n(q)(r(q)− s(q))2 − 2Gn(q)(r(q)− s(q))(r′(q)− s′(q))

(r(q)− s(q))4
.

with

Gn(q) =(n− 1)((r(q))nr′(q) + (s(q))ns′(q))

+ ((s(q))n−1 − n(r(q))n−1)r′(q)s(q) + ((r(q))n−1 − n(s(q))n−1)s′(q)r(q)

and

G′
n(q) =(n− 1)((r(q))nr′′(q) + n(r(q))n−1(r′(q))2 + (s(q))ns′′(q) + n(s(q))n−1(s′(q))2)

+ ((s(q))n−1 − n(r(q))n−1)(r′′(q)s(q) + r′(q)s′(q))

+ ((n− 1)(s(q))n−2s′(q)− n(n− 1)(r(q))n−2r′(q))r′(q)s(q)

+ ((r(q))n−1 − n(s(q))n−1)(s′′(q)r(q) + s′(q)r′(q))

+ ((n− 1)(r(q))n−2r′(q)− n(n− 1)(s(q))n−2s′(q))s′(q)r(q).

From the above formulas we deduce that

Fn(1) = 3n−1, F ′
n(1) = 2(n− 2)3n−3, Gn(1) = 2(n− 2)3n−1,

G′
n(1) = 4(n2 − 3n+ 4)3n−3, F ′′

n (1) = 4(n2 − 7n+ 12)3n−5.
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By Binet’s formula for Ln(q), we obtain

Ln(q) = 3Fn(q)− r(q)s(q)Fn−1(q)

and hence

L′
n(q) = 3F ′

n(q)− r′(q)s(q)Fn−1(q)− r(q)s′(q)Fn−1(q)− r(q)s(q)F ′
n−1(q)

L′′
n(q) = 3F ′′

n (q)− r′′(q)s(q)Fn−1(q)− r′(q)s′(q)Fn−1(q)− r′(q)s(q)F ′
n−1(q)

− r′(q)s′(q)Fn−1(q)− r(q)s′′(q)Fn−1(q)− r(q)s′(q)F ′
n−1(q)

− r′(q)s(q)F ′
n−1(q)− r(q)s′(q)F ′

n−1(q)− r(q)s(q)F ′′
n−1(q).

So

Ln(1) = 3n, L′
n(1) = 2(n− 1) · 3n−2, L′′

n(1) = 4(n− 2)(n− 3) · 3n−4.

From (4.1) it follows that

µn =
L′
n(1)

Ln(1)
=

2(n− 1)

9

and

σ2
n =

L′′
n(1)

Ln(1)
+ µn − µ2

n

=
4(n− 2)(n− 3)

81
+

2(n− 1)

9
− 4(n− 1)2

81

=
2(n− 1)(2n+ 7)

81
,

which tends to +∞ as n approaches infinity. Then combining Theorem 2.3 and Theorem
4.1, we complete the proof.
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