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#### Abstract

In recent years, many connections have been made between minimal codes, a classical object in coding theory, and other remarkable structures in finite geometry and combinatorics. One of the main problems related to minimal codes is to give lower and upper bounds on the length $m(k, q)$ of the shortest minimal codes of a given dimension $k$ over the finite field $\mathbb{F}_{q}$. It has been recently proved that $m(k, q) \geq(q+1)(k-1)$.

In this note, we prove that $\lim _{\inf }^{k \rightarrow \infty}$ $\frac{m(k, q)}{k} \geq(q+\varepsilon(q))$, where $\varepsilon$ is an increasing function such that $1.52<\varepsilon(2) \leq \varepsilon(q) \leq \sqrt{2}+\frac{1}{2}$. Hence, the previously known lower bound is not tight for large enough $k$. We then focus on the binary case and prove some structural results on minimal codes of length $3(k-1)$. As a byproduct, we are able to show that, if $k=5(\bmod 8)$ and for other small values of $k$, the bound is not tight.


## 1. Introduction

In coding theory, minimal codes are an important centre of interest: in the binary case, they coincide with so-called intersecting codes, a classical and intensively studied object (see for example [11, [12, 25]). They also have interesting cryptographic properties: in particular, Massey showed an application of minimal codewords in secret sharing schemes (see [19, 20]). In [6, the authors give a simple sufficient condition to get minimal codes, known as the Ashikhmin-Barg condition, upon which the investigation and construction of many minimal codes has been based over the past twenty years (see [15, 22, 23] and references therein).

More recently, an increasing number of connections with other areas of mathematics have been found, initiating a renewed interest in minimal codes. For instance, in [24], the authors implicitly use minimal codes to tackle the problem of the $j$-wise Davenport constant (a combinatorial invariant related to zero-sum sequences in finite abelian groups) in additive combinatorics. Another recently discovered link concerns the trifference problem (see the recently released preprint [9). However, the most important connection unearthed is certainly the one with finite geometry. A classical procedure in coding theory associates points in a projective space of dimension $k-1$ to a code of dimension $k$. In the case of minimal codes, as observed first in [2] and [26] it turns out that this set of points in the projective space has the nice property of meeting every projective hyperplane in a subset spanning the hyperplane. Such objects are called strong blocking sets, combinatorial structures introduced first in [14] in connection with saturating sets. Note that a connection of these objects with minimal codes was already done in [10], where they were named cutting blocking sets. Let us underline that the length of a minimal code of given dimension is the size of the corresponding strong blocking set.

While it is easy to construct strong blocking sets of large size (or equivalently, long minimal codes of a given dimension), it is not obvious how small they can be. Therefore, most research focuses on determining bounds on the size of the shortest minimal code of a given dimension and to construct

[^0]short minimal codes explicitly. The upper bound on the length of the shortest minimal code is a very active area of research. The current best known result has been obtained only recently, independently in [3] and [9: noting $m(k, q)$ the size of the shortest minimal code of dimension $k$ over $\mathbb{F}_{q}$, we have
$$
m(k, q) \leq \frac{2 k}{\log _{q}\left(\frac{q^{4}}{q^{3}-q+1}\right)} \cdot(q+1)
$$

This upper bound is derived from non-effective existence results. Some explicit constructions of short minimal codes have been recently presented in [3, 4, 7, 8, 9, 13] and in the upcoming [5].

In this note, we investigate the lower bound on the length of minimal codes. So far the best known general result, proved in (4], is

$$
m(k, q) \geq(q+1)(k-1)
$$

In [4, along with the proof, the authors observe that this bound is not always tight.
Inspired by the usage of the MRRW bound in [24, here we focus first on the asymptotic case when $q$ is fixed and $k$ is arbitrarily large, proving the following result.

Theorem A. If $k$ is large enough,

$$
m(k, q) \geq(q+\varepsilon(q)) \cdot k
$$

where $\varepsilon$ is an increasing function and $1.52<\varepsilon(2) \leq \varepsilon(q) \leq \sqrt{2}+\frac{1}{2}$.
Our method is purely coding theoretical, combining classical asymptotic bounds on codes and a bound on the minimum distance of minimal codes from [4]. It does not seem to provide a geometric insight of the problem, that could give, instead, an even stronger result. During the writing process, it was brought to our attention that a similar result was proved independently in [9], using a very similar argument. However, Theorem A is a slightly more explicit version of the results proved in [9].

We then concentrate on the binary case, proving some structural results on minimal codes that meet the lower bound. In several dimensions it is possible to prove that there are no minimal codes satisfying these strong structural properties. Our main result is the following.

Theorem B. If $k \in\{7,8,9,11\}$ or if $k=5(\bmod 8)$,

$$
m(k, 2) \geq 3(k-1)+1
$$

Outline: Our note is organised as follows. In Section 2, we introduce minimal codes and strong blocking sets, and give some of their properties that we shall use for the rest of the note. In Section 3, we focus on the asymptotic case, using the well-known $q$-ary MRRW bound to deduce a new asymptotic lower bound for the length of minimal codes. Finally, in Section 4, we tackle the binary case, showing some structural results on minimal codes of length $3(k-1)$ and using these to provide several dimensions $k$ where such short minimal codes cannot exist.

## 2. Preliminaries

2.1. Linear codes. We denote by $\mathbb{F}_{q}$ the field with $q$ elements, where $q$ is a prime power. A subspace of $\mathbb{F}_{q}^{n}$ of dimension $k$ is called a (linear) $[n, k]_{q}$-code. If $x$ is a vector of $\mathbb{F}_{q}^{n}$ we write $\sigma(x)=\left\{i \mid x_{i} \neq 0\right\}$ to denote its support. The space $\mathbb{F}_{q}^{n}$ is endowed with the Hamming metric $w t_{H}(x)=|\sigma(x)|$. The minimal distance of a code is the smallest nonzero Hamming weight of a codeword. Throughout this note we will consider $[n, k, d]$-codes, that is codes of dimension $k$ in $\mathbb{F}_{q}^{n}$ and with minimal distance $d$ (sometimes we will omit $d$ if it is not known). Two $[n, k, d]_{q}$-codes $\mathcal{C}$ and $\mathcal{C}^{\prime}$ are said to be equivalent if there is a linear map from $\mathbb{F}_{q}^{n}$ to itself that preserves Hamming weight and maps $\mathcal{C}$ to $\mathcal{C}^{\prime}$.

For an $[n, k, d]_{q}$-code, we define its rate $R=\frac{k}{n}$ and its relative minimal distance $\delta=\frac{d}{n}$.
Definition 2.1. A function $f:[0,1] \rightarrow[0 ; 1]$ is asymptotically $q$-ary upper-bounding if it is continuous, decreasing, and such that, for large enough length $n$,

$$
R \leq f(\delta)
$$

For example, the well known Singleton bound $k+d \leq n+1$ produces the asymptotic upperbounding function $f(x)=1-x$. In [1], Aaltonen generalises the celebrated asymptotic binary MRRW bound [21] to codes over any finite field. His generalised upper-bounding function for codes over $\mathbb{F}_{q}$ is

$$
M(\delta)=H_{q}\left(\frac{1}{q}(q-1-(q-2) \delta-2 \sqrt{(q-1) \delta(1-\delta)})\right)
$$

where $H_{q}$ is the $q$-ary entropy function

$$
H_{q}(x)=-x \log _{q}\left(\frac{x}{q-1}\right)-(1-x) \log _{q}(1-x)
$$

2.2. Minimal codes and strong blocking sets. Let us introduce the main object of this note.

Definition 2.2. In a code $\mathcal{C}$ a nonzero codeword $c \in \mathcal{C}$ is minimal if there are no nonzero codewords $c^{\prime} \in \mathcal{C}$ with $\sigma\left(c^{\prime}\right) \subsetneq \sigma(c)$. A code $\mathcal{C}$ is minimal if all of its nonzero codewords are minimal.

An interesting property of minimal codes is that every codeword satisfies the following.
Proposition 2.3 ([4, Proposition 1.5]). Let $\mathcal{C}$ be a minimal code of parameters $[n, k, d]$. Then, for every codeword $c \in \mathcal{C}$,

$$
w_{H}(c) \leq n-k+1
$$

Recently, an important connection with finite geometry has been established, opening new scenarios of research.

The projective space of dimension $k-1$ is defined to be

$$
\operatorname{PG}(k-1, q)=\left(\mathbb{F}_{q}^{k} \backslash\{0\}\right) / \sim
$$

where $\sim$ is the equivalence relation defined by being colinear.
To a generator matrix $G \in \mathcal{M}_{k, n}\left(\mathbb{F}_{q}\right)$ of rank $k$ we associate the code $\mathcal{C}$ formed by its rowspan. The code $\mathcal{C}$ is then an $[n, k]_{q}$-code. The code $\mathcal{C}$ is said to be nondegenerate if all columns of $G$ are nonzero. In that case these columns (seen as vectors of $\mathbb{F}_{q}^{k}$ ) can be projected onto $\operatorname{PG}(k-1, q)$, where they form a multiset, i.e. a set with multiplicities. If there all points have multiplicities one, the code is said to be projective.

Definition 2.4. $A$ strong blocking set is a subset $B \subseteq \operatorname{PG}(k-1, q)$ such that for every hyperplane $H$ the intersection of $H$ and $B$ spans $H$.
Theorem 2.5 ([2, [26]). A code is minimal if and only if the corresponding points in the projective space form a strong blocking set.
2.3. Lower bound. By adding random columns to a generator matrix of a minimal code we get a minimal code. It is then interesting to know how short a minimal code can be.

Definition 2.6. The length of the shortest minimal codes over $\mathbb{F}_{q}$ of dimension $k$ is denoted $m(k, q)$.
Remark 2.7. Since the length of a projective minimal code of dimension $k$ over $\mathbb{F}_{q}$ is also the size of the corresponding strong blocking set in $\mathrm{PG}(k-1, q)$, the function $m(k, q)$ also designates the size of the smallest strong blocking set in $\operatorname{PG}(k-1, q)$.

Theorem 2.8 ([4, Theorem 2.8]). Let $\mathcal{C}$ be a minimal code with parameters $[n, k, d]_{q}$. Then

$$
d \geq(q-1)(k-1)+1
$$

Theorem 2.9 ([4, Theorem 2.14]). The length of a minimal codes of dimension $k$ over $\mathbb{F}_{q}$ is at least $(q+1)(k-1)$, that is

$$
m(k, q) \geq(q+1)(k-1)
$$

In Section 4, we will frequently refer to the following geometric proof of Theorem 2.9, which was given in [16], that we report here for the reader's convenience. Before giving the proof, let us introduce some further objects.
Definition 2.10. $A$ set $B \subseteq A G(k-1, q)$ is called an affine blocking set if it intersects every affine hyperplane of $\mathrm{AG}(k-1, q)$.
Theorem 2.11 ([17]). Let $B \subseteq \mathrm{AG}(k-1, q)$ be an affine blocking set. Then $|B| \geq(q-1)(k-1)+1$.
Proof of Theorem 2.9. Let $S$ be a strong blocking set of $P G(k-1, q)$. Let $H$ be a hyperplane of $\mathrm{PG}(k-1, q)$ whose intersection with $S$ is maximal. Write $S_{H}=S \backslash H$. Since $S$ is a strong blocking set, $S_{H}$ is an affine blocking set. Let $S_{H}^{\prime}$ be a minimal affine blocking set (with respect to set inclusion) contained in $S_{H}$. By Theorem 2.11, $\left|S_{H}^{\prime}\right| \geq 1+(k-1)(q-1)$. By the minimality of $S_{H}^{\prime}$, For every $P \in S_{H}^{\prime}$ there is a hyperplane $U$ such that $U \cap S_{H}^{\prime}=\{P\}$. For any hyperplane $Z$ containing $H \cap U$ but different from $H$ and $U$ we have:

$$
\begin{aligned}
|H \cap S| \geq|Z \cap S| & \geq\left|Z \cap S_{H}\right|+|Z \cap S \cap H|=\left|Z \cap\left(S_{H} \backslash U\right)\right|+|U \cap(S \cap H)| \\
& =\left|Z \cap\left(S_{H} \backslash U\right)\right|+|S \cap H|+|(S \backslash H) \backslash U|-|S \backslash U| \\
& \geq(k-1)+|S \cap H|+(k-1)(q-1)-|S \backslash U|
\end{aligned}
$$

so that $|S \backslash U| \geq q(k-1)$. Since $|S \cap U| \geq(k-1)$, we get $|S|=|S \cap U|+|S \backslash U| \geq(k-1)(q+1)$.

## 3. The asymptotic lower bound

In this section we prove an asymptotic improvement of the lower bound, using the $q$-ary MRRW bound from the last section and Theorem 2.8. Our proof generalises a result already known for $q=2$ (in [12] the authors credit Komlos with an unpublished proof but it seems that the first published version is [18]). More recently, a similar approach was used in [24] in the context of additive combinatorics.

First, notice that Theorem 2.8 implies that $g(x)=\frac{x}{q-1}$ is an asymptotic upper-bounding function for minimal codes over $\mathbb{F}_{q}$ (if we forget the condition that $g$ has to be decreasing). Since $g$ is increasing, and since any asymptotic upper-bounding function for general $q$-ary codes is decreasing, it is possible to deduce an upper bound on the rate of minimal codes from any asymptotic upperbounding function $f$, by simply computing the intersection between $f$ and $g$.

This method is shown in the following graph for $q=2$, using the MRRW bound as an upperbounding function. The area in grey shows the region where minimal codes with large length (since we are considering asymptotic upper-bounding functions) may exist. The dotted line shows the maximum rate for a minimal code obtained with this method, which corresponds to a lower bound on the length when the dimension is fixed.


According to the upper-bounding function used, we get different bounds. For example, the asymptotic Plotkin bound can be used to recover an asymptotic version of Theorem 2.9 .

Lemma 3.1. For $k$ large enough we have

$$
\frac{m(k, q)}{k} \geq q+1
$$

Proof. The asymptotic Plotkin bound states that $R(\delta)=1-\frac{q}{q-1} \cdot \delta$ is an asymptotic upper-bounding function. $R(\delta)=\frac{\delta}{q-1}$ implies $\delta=\frac{q-1}{q+1}$, that gives $R_{\max }=R(\delta)=\frac{1}{q+1}$.

Our aim is to replace the Plotkin bound with Aaltonen's stronger $q$-ary MRRW bound, thus sharpening the asymptotic bound on strong blocking sets.

Some numeric evaluations of the intersection between $R$ and $g$ give the following lower bounds.
Remark 3.2. The following table gives lower bounds for the value of $\liminf _{k \rightarrow \infty} \frac{m(k, q)}{k}$ :

| $q$ | $\liminf _{k \rightarrow \infty} \frac{m(k, q)}{k}$ |
| :---: | :---: |
| 2 | 3.5276 |
| 3 | 4.5516 |
| 4 | 5.568 |
| 5 | 6.5805 |
| 7 | 8.5987 |
| 8 | 9.6057 |

These lower bounds are all better than $q+1$, which would come from Theorem 2.9 or Lemma 3.1 . We aim to give an explicit statement of the asymptotic bound one can get with this method.

Theorem 3.3. For $k$ large enough we have

$$
m(k, q) \geq(q+\varepsilon(q)) \cdot k
$$

where $\varepsilon$ is an increasing function and verifies

$$
1.5204 \leq \varepsilon(q) \leq \sqrt{2}+\frac{1}{2}
$$

Proof. Recall the $q$-ary MRRW bound

$$
M(\delta)=H_{q}\left(\frac{1}{q}(q-1-(q-2) \delta-2 \sqrt{(q-1) \delta(1-\delta)})\right)
$$

We need to check that the intersection between $M$ and the upper bound on the rate of minimal codes obtained from Theorem 2.8, i.e. $R=\frac{\delta}{q-1}$, is smaller than $(q+\varepsilon(q))^{-1}$. Since $M$ is decreasing, and since for $\delta=\delta_{c}(q)=\frac{q-1}{q+\varepsilon(q)}$ the linear upper bound on the rate is $R \leq \frac{\delta_{c}(q)}{q-1}=\frac{1}{q+\varepsilon(q)}$, it is enough to check that $M\left(\delta_{c}(q)\right) \leq \frac{1}{q+\varepsilon(q)}$, or equivalently, that

$$
M\left(\frac{q-1}{q+\varepsilon(q)}\right)(q+\varepsilon(q)) \leq 1
$$

First we write

$$
A(q)=\frac{1}{q}\left(q-1-(q-2) \delta_{c}(q)-2 \sqrt{(q-1) \delta_{c}(q)\left(1-\delta_{c}(q)\right)}\right)=\frac{q-1}{q(q+\varepsilon(q))} \cdot C(q)
$$

where $C(q)=\varepsilon(q)+2-2 \sqrt{\varepsilon(q)+1}$.
Computing $(q+\varepsilon(q)) H_{q}(A(q))$, we get

$$
(q+\varepsilon(q)) H_{q}(A(q)) \leq \frac{q-1}{q} \cdot C(q) \cdot \log _{q}\left(\frac{e}{C(q)} q(q+\varepsilon(q))\right)
$$

Recall that we want to prove $(q+\varepsilon(q)) H_{q}(A(q)) \leq 1$, so that it is sufficient to establish

$$
\begin{equation*}
\frac{q-1}{q} \cdot C(q) \cdot \log _{q}\left(\frac{e}{C(q)} q(q+\varepsilon(q))\right) \leq 1 \tag{3.1}
\end{equation*}
$$

Let us now take $\varepsilon(q)$ so that (3.1) is an equality. Numerical evaluations give $\varepsilon(2) \geq 1.5204$.
Suppose now that $\varepsilon$ has been shown to be increasing until the prime power $\ell$, and note $C_{\ell}=$ $\varepsilon(\ell)+2-2 \sqrt{\varepsilon(\ell)+1}$. It is enough to show that

$$
\forall q \geq \ell \quad \frac{q-1}{q} \cdot C_{\ell} \cdot \log _{q}\left(\frac{e}{C_{\ell}} q(q+\varepsilon(\ell))\right) \leq 1
$$

It is straightforward to check that the function defined by

$$
f(x)=\frac{x-1}{x} \cdot C_{\ell} \cdot \frac{\ln \left(\frac{e}{C_{\ell}} x(x+\varepsilon(\ell))\right)}{\ln (x)}
$$

is decreasing. Since $f(\ell)=1$, for all further primer powers $q$ larger than $\ell$, we have $f(q)<1$, meaning that $\varepsilon(q)>\varepsilon(\ell)$. This means that $\varepsilon$ is an increasing function.
Finally, direct computations yield

$$
\lim _{q \rightarrow \infty} \varepsilon(q)=\sqrt{2}+\frac{1}{2}
$$

Remark 3.4. Notice that because of the way that $\varepsilon$ is defined in the above proof, its values are suboptimal. If we had defined it to be the value such that $H_{q}(A(q))(q+\varepsilon(q))=1$, we would have gotten the bounds as they appear in Remark 3.2 but our proof that $\varepsilon$ is increasing would be invalid since $f(\ell)>1$. We have chosen the alternate definition precisely in order to show that $\varepsilon$ is increasing, judging that the gap is not too large. We strongly believe that the actual values are also increasing. Here is a table showing how far our expression for $\varepsilon$ is from the actual lower bound for small values of $q$.

| $q$ | $\liminf _{k \rightarrow \infty} \frac{m(k, q)}{k}-q$ | $\varepsilon(q)$ |
| :---: | :---: | :---: |
| 2 | 1.5276 | 1.5204 |
| 3 | 1.5516 | 1.5450 |
| 4 | 1.568 | 1.5624 |
| 5 | 1.5805 | 1.5757 |
| 7 | 1.5987 | 1.5951 |
| 8 | 1.6057 | 1.6025 |

Remark 3.5. Theorem 3.3 could be improved if some better q-ary asymptotic upper-bounding function was found. Notice that it is sufficient for this q-ary asyptotic upper-bounding function to only concern minimal codes. For instance, for $q=2$, if the Gilbert-Varshamov bound $f(x)=$ $1-h_{2}(x)$ is indeed a binary asymptotic upper-bounding function, as many coding theorists seem to believe, then our method will yield a stronger asymptotic lower bound for the length of minimal codes as a result.

## 4. Short binary minimal codes

In the previous section we have seen that $m(k, q) \geq(q+1)(k-1)$ is not tight when $k$ is large. In [4], the authors already show that this bound is not tight when $2 \leq k \leq \sqrt{q}+2$ (except when $q=2$ and $k=3)$. In the present section we investigate this inequality when $k$ is small and $q=2$.

We will get different results, summarized in Theorem B in the introduction. We will first delve into the proof of Theorem 2.9 . We will be able to deduce strong structure results for minimal codes for which equality in the bound holds.
4.1. Some structure results. Since we are looking for minimal-size strong blocking sets, many inequalities in the proof of Theorem 2.9 have to be equalities. Let $q=2$ and consider a strong blocking set $S \subseteq \mathrm{PG}(k-1, q)$ of size $(k-1)(q+1)=3(k-1)$. We must have $S_{H}=S_{H}^{\prime}$, and both have to be of cardinality exactly $(k-1)(q-1)+1=k$. We also must have $|S \cap U|=k-1$. In particular, $|S \cap U|=k-1$ must be true no matter what point $P$ and subsequent hyperplane $U$ we choose, meaning there are exactly $k$ such points, and therefore exactly $k$ hyperplanes $U$ for which $|S \cap U|=k-1$.

Recall that points in a strong blocking set correspond to columns of a generator matrix.
If we consider the $k$ points of $S_{H}$ to be the first $k$ columns, the codeword corresponding to the hyperplane $H$ is

$$
c_{H}=(\underbrace{1, \ldots, 1}_{k \text { times }}, \underbrace{0, \ldots, 0}_{2 k-3 \text { times }}) .
$$

The codeword corresponding to a hyperplane $U_{j}$ (with $P$ being the point corresponding to the $j$-th column of the generator matrix) is

$$
c_{U_{j}}=(1, \ldots, 1,0,1, \ldots, 1) \cdot b_{U_{j}}
$$

where the 0 is in $j$-th position and $b_{U_{j}}$ is a codewords corresponding to the last $2 k-3$ indices, of Hamming weight $w_{H}\left(b_{U_{j}}\right)=k-1$.

Since the codewords $c_{H}+c_{U_{j}}$ are in echelon form, they are linearly independent and, since there are exactly $k$ such codewords, they form the lines of a generator matrix

$$
G=\left(\begin{array}{ll}
I_{k} & P \tag{4.1}
\end{array}\right)
$$

Each row of $P$ must have Hamming weight $k-1$, and since $c_{H}$ is a codeword that can only be generated by summing all the rows, all the columns of $P$ must have even Hamming weight.

We have proved then the following result.
Proposition 4.1. Let $\mathcal{C}$ be a binary minimal code of parameters $[n, k, d]$ with $n=3(k-1)$. Then $\mathcal{C}$ is equivalent to a code that has a generator matrix of form 4.1), where each row is a codeword of Hamming weight $k$ and each column of $P$ is of even Hamming weight. Furthermore $d=k$.

Our purpose is to investigate wether it is possible for matrices of the form 4.1) to be generator matrices of binary minimal codes. In order to simplify notations we will write $N=k-1$ throughout this part.

Consider a matrix of form 4.1. The submatrix $P$ has $N+1$ rows and $2 N-1$ columns. We write $P_{j} \subseteq\{1, \ldots, 2 N-1\}$ the support of the $j$-th row. Since each row of $P$ has Hamming weight $N$, each corresponding subset $P_{j}$ of $\{0, \ldots, 2 N-1\}$ has cardinality $N$.

The minimal code corresponding to this generator matrix has minimal distance $N+1$ (because of the maximality of the hyperplane $H$ defined above as the hyperplane with the largest intersection with the strong blocking set), and since the weight of each codeword satisfies the bound of Proposition 2.3 the maximal allowed weight is $2 N$.
Lemma 4.2. If there is a $[3 N, N+1]$ minimal code, then there exists a family of $N+1$ subsets of $\{1, \ldots, 2 N-1\}$ of size $N$ and pairwise intersection between $\frac{N-1}{2}$ and $\frac{N+1}{2}$, such that the symmetric difference of all $N+1$ subsets is the empty set.
Proof. We write $A \Delta B=(A \cup B) \backslash(A \cap B)$ the symmetric difference of the sets $A$ and $B$. Adding the $i$-th and the $j$-th row of $G$ produces a codeword with weight $2+\left|P_{i} \Delta P_{j}\right|$ (the term 2 comes from the $I_{k}$ in $\left.G\right)$. Adding the codeword $c_{H}$ to this sum produces a codeword with weight $N-1+\left|P_{i} \Delta P_{j}\right|$. Since both of these codewords have weights between $N+1$ and $2 N$, we can deduce bounds on the size of $\left|P_{i} \Delta P_{j}\right|: N+1 \leq 2+\left|P_{i} \Delta P_{j}\right|$ yields $\left|P_{i} \Delta P_{j}\right| \geq N-1$, while $N-1+\left|P_{i} \Delta P_{j}\right| \leq 2 N$ yields $\left|P_{i} \Delta P_{j}\right| \leq N+1$, so we get $N-1 \leq\left|P_{i} \Delta P_{j}\right| \leq N+1$. Since $\left|P_{i} \Delta P_{j}\right|=2 N-2\left|P_{i} \cap P_{j}\right|$ we get

$$
\begin{equation*}
\frac{N-1}{2} \leq\left|P_{i} \cap P_{j}\right| \leq \frac{N+1}{2} \tag{4.2}
\end{equation*}
$$

Finally, since $c_{H}$ is a codeword and can only be generated by summing all rows of the generator matrix, all final $2 N-1$ columns must be of even weight, i.e. the symmetric difference of the subsets $P_{i}$ must be empty.

In particular, when $N=k-1$ is even, there is only one possible value for the cardinality of the intersection of the subsets $P_{i}$ and $P_{j}$.

Note that reasoning in terms of weights gives additional conditions for the size of the symmetric difference of the subsets corresponding to 3 rows of $P$, and so on.
4.2. The case when $N$ is even. When $N$ is even, searching for minimal-size strong blocking sets it is possible to take $P_{1}=\{1, \ldots, N\}$ and $P_{2}=\{N / 2+1, \ldots, N+N / 2\}$ without loss of generality because of the above discussion.

For any further subset $I \subseteq\{1, \ldots, 2 N-1\}$ we write

$$
\begin{aligned}
a_{I} & =\left|I \cap\left(P_{1} \backslash P_{2}\right)\right| \\
b_{I} & =\left|I \cap\left(P_{1} \cap P_{2}\right)\right| \\
c_{I} & =\left|I \cap\left(P_{2} \backslash P_{1}\right)\right| \\
d_{I} & =\left|I \cap\left(\{1, \ldots, 2 N-1\} \backslash\left(P_{1} \cap P_{2}\right)\right)\right|
\end{aligned}
$$

The following lemma presents some restrictions on the values that $a_{I}, \ldots, d_{I}$ can take.
Lemma 4.3. Let $\mathcal{C}$ be a minimal binary code of dimension $k \geq 3$, and with an equivalent code that has a generator matrix of form 4.1). If $P_{1}, P_{2}$, and $I$ are the supports of 3 rows of the submatrix $P$ then the $a_{I}, \ldots, d_{I}$ defined above verify $a_{I}=c_{I}, b_{I}=d_{I}$ and $\left|a_{I}-b_{I}\right| \leq 1$.

Proof. First, note that $a_{I}+b_{I}=\left|P_{1} \cap I\right|=N / 2=\left|P_{2} \cap I\right|=b_{I}+c_{I}$, yielding $a_{I}=c_{I}$. Furthermore, since $a_{I}+b_{I}+c_{I}+d_{I}=N=a_{I}+2 b_{I}+c_{I}$, we also have $b_{I}=d_{I}$.

Now note $s=b_{I}+d_{I}$. The symmetric difference of all three sets has cardinality $N+s-(N-s)=$ $2 s$. This sum of three rows produces a codeword $c=c_{P_{1}+P_{2}+I}$ with weight $w_{H}(c)=3+2 s$. Since $w_{H}(c)=3+2 s \geq N+1$ because of the weight conditions we get $s \geq N / 2-1$. Furthermore, remember that $c+c_{H}$ is also a codeword, of weight $N-2+2 s=N+2 s-2$. Now the other weight inequality yields $N+2 s-2 \leq 2 N$, giving $s \leq N / 2+1$. This means that $N / 2-1 \leq b_{I}+d_{I} \leq N / 2+1$, which also implies that $N / 2-1 \leq a_{I}+c_{I} \leq N / 2+1$. Finally, since $a_{I}=c_{I}$ and $b_{I}=d_{I}$ we get $\left|a_{I}-N / 4\right| \leq 1 / 2$ and $\left|b_{I}-N / 4\right| \leq 1 / 2$, giving $\left|a_{I}-b_{I}\right| \leq 1$.

This lemma is particularly useful, as it allows us to restrict significantly which further subsets we may choose when we have already chosen the initial two. Note that any new subsets must verify the above conditions for any two choices of $P_{1}$ and $P_{2}$ among the already chosen subsets, meaning that as $N$ increases we expect this to be more and more unlikely.

Proposition 4.4. There is no binary [18, 7] minimal code.
Proof. Here we have $P_{1}=\{1,2,3,4,5,6\}$ and $P_{2}=\{4,5,6,7,8,9\}$. We are interested in the columns corresponding to 10 and 11, both of these must be of even weight. Because of Lemma 4.3 the only possible values for $d_{I}$ are 1 and 2 . We divide all possible subsets that satisfy Lemma 4.3 into 3 families, depending on their intersection with $\{10,11\}$ :

$$
\begin{gathered}
A=\{I \subseteq\{1, \ldots, 2 N-1\} \mid I \cap\{10,11\}=\{10\}\} \\
B=\{I \subseteq\{1, \ldots, 2 N-1\} \mid I \cap\{10,11\}=\{11\}\} \\
C=\{I \subseteq\{1, \ldots, 2 N-1\} \mid I \cap\{10,11\}=\{10,11\}\}
\end{gathered}
$$

Now in order to have all rows sum to 0 we must have 3 subsets from one family and 1 from both others. First suppose there are 3 subsets from $\varepsilon(q)$ (by symmetry this also covers the case where there are 3 from $\beta$ ). Then their symmetric difference is $\{4,5,6,10\}$ and the symmetric difference of all five chosen subsets is $S=\{1,2,3,4,5,6,7,8,9,10\}$, which produces a codeword of weight $5+|S|=5+10=15$ while the maximal allowed weight is $2 N=12$ by Proposition 2.3. a contradiction. This means that there are 3 subsets from $\gamma$. In this case it can be checked
that their symmetric difference has to be $\{1,2,3,7,8,9,10,11\}$ and so the symmetric difference of all five codewords is $S^{\prime}=\{10,11\}$, which when added with $c_{H}$ produces a codeword of weight $(7-5)+\left|S^{\prime}\right|=2+2=4$, while the minimum allowed weight is $N+1=7$ (since the minimum distance has to be $d=7$ by Lemma 4.3), again a contradiction.

Proposition 4.5. There is no binary [24,9] minimal code.
Proof. Here, after taking $P_{1}$ and $P_{2}$, Lemma 4.3 forces all remaining subsets $I$ to have $d_{I}=$ 2. Since $d_{I}$ is calculated by considering the intersection of a subset with $\{13,14,15\}$, and since there are 7 subsets left, they form a $7 \times 3$ matrix where each column has an even amount of 1's, and so there is at least one column with at least three 0's. Translated back into subsets, this means that there have to be 3 subsets containing (without loss of generality) \{13, 14\}. Without loss of generality assume that the first one is $I$. Since $a_{I}=b_{I}=c_{I}=d_{I}=2$ without loss of generality we choose $I=\{1,2,5,6,9,10,13,14\}$. Now applying Lemma 4.3 with all combinations of two already chosen subsets, we obtain that the only subset left that contains $\{13,14\}$ is $J=$ $\{3,4,5,6,11,12,13,14\}$, while we need at least two in order to find three subsets containing $\{13,14\}$ as required, a contradiction.

Proposition 4.6. There is no binary [30,11] minimal code.
Proof. This was proved by a computer search with the programming language Sagemath in 248 seconds on a single 9 th gen. Intel i5 core processor, restricting all remaining subsets of $\{1, \ldots, 2 N-$ $1\}$ as more and more are selected. This quickly yields the impossibility of any 11 sets satisfying all conditions, and thus there is no strong blocking set of size 30 .

Theorem 4.7. If $N=4(\bmod 8)$, there is no binary $[3 N, N+1]$ minimal code.
Proof. As a direct consequence of the proof of Lemma 4.3, when $N=0(\bmod 4)$, we have $a_{I}=b_{I}=$ $c_{I}=d_{I}=N / 4$ for any new subset $I$. Consider the submatrix of size $N-1 \times N / 4$ corresponding to the indices $\{3 N / 2+1, \ldots, 2 N-1\}$ (i.e. the indices determining the $d_{I}$ 's). All of its rows are the indicator functions of the $N-1$ remaining subsets on $\{3 N / 2+1, \ldots, 2 N-1\}$, and so each line of this submatrix has exactly $N / 41$ 's. When $N=4(\bmod 8)$, we get that $N / 4$ is odd. Since $N$ is even, $N-1$ is odd too. This means that the whole submatrix has an odd amount of 1 's, and thus that its rows cannot sum to 0 , contradicting Proposition 4.1.

From what we said above and by the asymptotic results of the previous section, it is natural to ask the following.
Question 4.8. Is there a binary minimal code of parameters $[3 N, N+1]$ if $N \geq 4$ is even?
We expect a negative answer, but we have no general arguments for the missing cases.
4.3. The case when $N$ is odd. When $N$ is odd the situation is significantly more complicated, as two subsets of size $N$ satisfying (4.2 have an intersection whose cardinality is not reduced to a single integer, in fact two are possible. This means that once we select a subset of size $N$ from $\{1, \ldots, 2 N-1\}$, say $\{1, \ldots, N\}$ (without loss of generality), eliminating subsets of size $N$ as candidates for other rows becomes significantly harder. This makes it more likely for a family of $N+1$ subsets of size $N$ of $\{1, \ldots, 2 N-1\}$ to satisfy Lemma 4.2. Indeed, when $k$ is even (and thus $N$ odd) there are examples of minimal codes of length $3(k-1)$ when $k \in\{2,4,6\}$ (for instance in [7]), while the above subsection shows that this phenomenon is rarer when $k$ is odd. The following result shows that this streak also interrupts quite early.

Proposition 4.9. When $N=7$ there is no strong blocking set of size $3 N=21$.
Proof. This was done via a computer search using the programming language Sagemath in 802 seconds on a single 9 th gen. Intel i5 core processor, using a similar method to the one for $N=10$.
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