
THE UNITARY CAYLEY GRAPH OF A SEMIRING

DAVID DOLŽAN

Abstract. We study the unitary Cayley graph of a matrix semiring. We find bounds
for its diameter, clique number and independence number, and determine its girth. We
also find the relationship between the diameter and the clique number of a unitary Cayley
graph of a semiring S and a matrix semiring over S.

1. Introduction

The study of graphs that are associated to different algebraic structures has been one of
the most important and active areas in algebraic combinatorics during the past few years.
Among these graphs, there are a few that are of special importance, none more than the
commuting graphs, zero-divisor graphs and (unitary) Cayley graphs.

Unitary Cayley graphs have been studied as objects of independent interest (see [4, 8,
14]) but are of particular relevance in the study of graph representations. These studies
begun in [11] and continued in many other papers. In [1] the authors studied the unitary
Cayley graph associated to a finite ring, determining its diameter, girth, eigenvalues, etc.
This research area has remained very active, some recent interesting results for example
include the study of unitary Cayley graphs of matrix rings ([6, 16]) and generalized unitary
Cayley graphs of finite rings ([5]).

As far as the author of this paper is aware, the unitary Cayley graph has not yet been
studied in a semiring setting and this is the topic of this paper. A semiring is a set S
equipped with binary operations + and · such that (S,+) is a commutative monoid with
identity element 0 and (S, ·) is a monoid with identity element 1. In addition, operations
+ and · are connected by distributivity and 0 annihilates S. A semiring is commutative if
ab = ba for all a, b ∈ S.

The theory of semirings has many possible applications in optimization theory, auto-
matic control, models of discrete event networks and graph theory (see e.g. [3, 7, 15, 20]).
For an extensive theory of semirings, we refer the reader to [12]. There are many natu-
ral examples of commutative semirings, for example, the set of nonnegative integers (or
reals) with the usual operations of addition and multiplication. Other examples include
distributive lattices, tropical semirings, diöıds, fuzzy algebras, inclines and bottleneck al-
gebras. A semiring S is called entire if ab = 0 for some a, b ∈ S implies a = 0 or b = 0
and it is called antinegative or zero-sum-free, if a + b = 0 for some a, b ∈ S implies that
a = b = 0. Antinegative semirings are also called antirings. The simplest example of an
antinegative semiring is the binary Boolean semiring B, the set {0, 1} in which addition
and multiplication are the same as in Z except that 1 + 1 = 1.
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This paper is organized as follows. In the next section, we define some basic notions
that we shall need throughout the paper. The third section is the main section of this
paper, where we study the properties of unitary graphs of matrix semirings. In doing this,
we rely on the fact that the structure of the group of units is well understood over some
matrix semirings. Firstly, we study the diameter and girth of the unitary Cayley graph of
a (matrix) semiring. The diameter of a graph is an often studied problem in connection
with different graphs prescribed to algebraic structures.

The diameter of the Cayley graph was first studied in 1988 in the case of symmetric
groups (see [2]). Recently, the diameter of the unitary Cayley graph of a ring was studied in
[1] and [17]. Also, the girth of the Cayley graph has been studied, for example in [19] in the
case of dihedral groups, as well as many other settings. Our main results include Theorem
3.7, where we find the relationship between the diameter of a unitary Cayley graph of
semiring S and the diameter of a unitary Cayley graph of the k by k matrix semiring
over S, and Theorem 3.9, where we determine the girth of a unitary Cayley graph of
a matrix semiring. Finally, we tackle the somewhat related problems of the clique and
independence numbers. While these are quite easy to calculate in the case of unitary
Cayley graphs over finite rings (see [1, Proposition 6.1]), it turns out that over semirings,
the situation is somewhat more complicated. The main results here include Theorem 3.11,
where we prove that the clique number of a unitary Cayley graph of an entire additively
cancellative antiring S is equal to the clique number of a k by k matrix semiring over S,
and Theorem 3.13, where we find the bounds for the independence number of a unitary
Cayley graph of a matrix semiring.

2. Preliminaries

For a semiring S, we denote by S∗ the group of invertible elements in S. We denote
by Γ(S) the unitary Cayley graph of S. The vertex set V (Γ(S)) of Γ(S) is the set of
elements in S. Now, in the unitary Cayley graph of a ring, there is an edge between two
distinct vertices x and y if x − y ∈ S∗ (which is of course, equivalent to the condition
that y − x ∈ S∗). Since in general, we do not have subtraction in S, we extend the above
definition in a natural way and say that an unordered pair of vertices x, y ∈ V (Γ(S)),
x ̸= y, is an edge x ∼ y in Γ(S) if there exists u ∈ S∗ such that x+ u = y or y + u = x.

We shall need some further graph theoretical definitions. The sequence of edges x0 ∼ x1,
x1 ∼ x2, ..., xk−1 ∼ xk in a graph is called a path of length k. We shall denote this path
by x0 ∼ x1 ∼ x2 ∼ . . . ∼ xk. The distance between vertices x and y is the length of the
shortest path between them, denoted by d(x, y). If there is no path between x and y, we
define d(x, y) = ∞. The diameter, denoted diam(Γ), of the graph Γ is the supremum of
all distances between any two vertices of the graph. The girth, denoted girth(Γ), of the
graph Γ is the length of the shortest cycle in Γ. If there are no cycles in Γ, we say that
girth(Γ) = ∞. The clique number of a graph Γ, denoted ω(Γ), is the number of vertices in
a maximum clique of Γ. An independent set is a set of vertices in a graph, no two of which
are adjacent, and the independence number of a graph Γ, denoted α(Γ), is the number of
vertices in a maximum independent set of Γ.

We say that x ∈ S is additively cancellative if for any z, y ∈ S such that x+ y = x+ z
we have y = z. Semiring S is additively cancellative if every element of S is additively
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cancellative. A set {a1, a2, . . . , ar} ⊆ S of nonzero elements is called an orthogonal decom-
position of 1 in S if a1 + a2 + . . . + ar = 1 and aiaj = 0 for all i ̸= j. For a semiring
S, we denote by Mn(S) the semiring of all n by n matrices with entries in S. We shall
denote by Eij ∈ Mn(S) the matrix with 1 at entry (i, j) and zeros elsewhere. For a matrix
A ∈ Mn(S), we shall denote by Aij ∈ S the (i, j)-th entry of A. Furthermore, let Nn

denote the set {1, 2, . . . , n} and let Sn denote the symmetric group on the set Nn. For
a permutation σ ∈ Sn, we shall denote by Pσ the permutation matrix corresponding to
permutation σ, thus (Pσ)ij = 1 if and only if σ(i) = j, and 0 otherwise. Finally, we shall
denote the diagonal matrix in Mn(S) with elements a1, a2, . . . , an ∈ S along the diagonal
by diag(a1, a2, . . . , an).

The following theorem will be an essential tool in several proofs in this paper, so we
state it explicitely.

Theorem 2.1. [9, Theorem 1] If S is a commutative antiring, then A ∈ Mn(S) is invert-
ible if and only if

A = D
∑
σ∈Sn

aσPσ ,

where D is an invertible diagonal matrix, Pσ is a permutation matrix and
∑

σ∈Sn
aσ = 1

is an orthogonal decomposition of 1.

3. The properties of the unitary Cayley graph of a semiring

In the first part of this section we shall study the diameter of the unitary Cayley graph
of a semiring. The situation in the semiring setting turns out to be quite distinct from
the one in rings. Let us start with a few illustrative examples.

Example 3.1. Let S = N0, the semiring of non-negative integers. Observe that S∗ = {1}
and that Γ(S) is a path graph, so it is connected, but diam(Γ(S)) = ∞.

Example 3.2. Let n be an integer and S = Nn ∪ {0}, with the operations defined as
a ⊕ b = min{a + b, n} and a ⊙ b = min{ab, n}. Observe that (S,⊕,⊙) is a semiring with
S∗ = {1}, so d(0, n) = n and therefore diam(Γ(S)) = n.

Example 3.3. Let S = B[x]/(x2). Observe that S is a semiring with S∗ = {1}, but
d(1, x) = ∞, so Γ(S) is disconnected and thus also diam(Γ(S)) = ∞.

Compare the above examples with the diameters of the unitary Cayley graphs over rings.
If R is a commutative Artinian ring, then diam(Γ(R)) ∈ {1, 2, 3,∞} (see [1, Theorem 3.1]),
where diam(Γ(R)) = ∞ if and only if R is a direct product of local rings such that at least
two of those local rings have their residue fields isomorphic to GF (2). It turns out that
the unitary Cayley graph of a semiring has an altogether more complicated structure. For
example, the unitary Cayley graph of a commutative ring is always regular ([1, Proposition
2.2]), while none of the graphs in Examples 3.1 and 3.2 are.

Therefore, we limit ourselves here to two special cases. We have the following theorem.
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Theorem 3.4. Let S be a semiring such that Γ(S) is a connected graph. Then

(1) If there exist positive integers m < n such that m·1 = n·1 in S, then diam(Γ(S)) ≤
2(n− 1)|S∗|.

(2) If S∗ is closed under addition, then diam(Γ(S)) ≤ 2.

Proof. Choose x, y ∈ S. Since Γ(S) is connected, we have at least one path between x
and y, x = z0 ∼ z1 ∼ z2 ∼ . . . ∼ zt = y. Because zi ∼ zi+1 for any i implies that there
exists u ∈ S∗ such that either zi + u = zi+1 or zi+1 + u = zi, the idea of this proof is to
separate additions arising from both of these two cases. So, choose any i ∈ {0, 1, . . . , t−2}
such that there exist integers j, k, l ≥ 0 with zi+j = zi + u where u is a sum of j units,
zi+j+k + v = zi+j where v is a sum of k units and zi+j+k+l = zi+j+k +w where w is a sum
of l units. Notice that zi+j+k+l + v = zi+j+k + v + w = zi+j + w = zi + u+ w. Applying
this argument inductively, we see that there exist an integer r ≥ 0 and a path

x = z′0 ∼ z′1 ∼ z′2 ∼ . . . ∼ z′r ∼ z′r+1 ∼ . . . ∼ z′t = y,

where z′r = x+α and y+β = z′r, where α and β are either zero or sums of units. Examine
now both of the two cases separately.

(1) If |S∗| = ∞, there is nothing to prove. So, assume that |S∗| < ∞. Choose u ∈ S∗

and observe that mu = nu and therefore au ∈ {u, 2u, . . . , (n − 1)u} for every
positive integer a. This implies that every sum of units in S can be written as a
sum of at most (n − 1)|S∗| elements. By the above argument, this implies that
d(x, y) ≤ 2(n− 1)|S∗|.

(2) Since a sum of units is a unit, the arguments above imply that any path between
x, y ∈ S is of the form x = z′0 ∼ z′1 = x + α ∼ y, where y + β = z′1 for some
α, β ∈ S∗ ∪ {0}, and is thus of length at most 2, therefore d(x, y) ≤ 2.

■

Remark 3.5. In the case (1) of Theorem 3.4, we actually prove that for every x, y ∈ S
there exist paths from both x and y to x+ γ = y + γ, where γ =

∑
u∈S∗

(n− 1)u ∈ S.

As the next example shows, the bounds from Theorem 3.4 can be achieved in both
cases.

Example 3.6. Choose an integer r ≥ 1. Let S = Nr ∪ (Nr−1 + x) = {0, 1, . . . , r, x, 1 +
x, . . . , (r − 1) + x}, where x+ x = x2 = x and r + a = r for every a ∈ S. It can be easily
checked that S is a semiring with |S| = 2r + 1, S∗ = {1} and r · 1 = (r + 1) · 1. Note
that x + (r − 1) + 1 = x + r = r, so r ∼ x + (r − 1) and therefeore 0 ∼ 1 ∼ 2 ∼ . . . ∼
r− 1 ∼ r ∼ x+ (r− 1) ∼ x+ (r− 2) ∼ . . . ∼ x+1 ∼ x is a path of length 2r. So, Γ(S) is
connected and Theorem 3.4 states that diam(Γ(S)) ≤ 2r, but obviously diam(Γ(S)) = 2r.
If r = 1 then S = {0, 1, x} is a semiring with 1 + 1 = 1, so S∗ is closed under addition
and diam(Γ(S)) = 2.

Since in general, the structure of the group of units in a semiring can be quite varied,
it is difficult to examine the unitary Cayley graph of an arbitrary semiring. We therefore
turn our attention to the matrix semirings, where at least in some instances, the group of
units is well known. We prove the following theorem.
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Theorem 3.7. Let k ≥ 2 be an integer and let S be a semiring such that Γ(S) is a
connected graph. Then

(1) If there exist positive integers m < n such that m·1 = n·1 in S, then diam(Γ(Mk(S))) ≤
2k(n− 1)|S∗|.

(2) If S∗ is closed under addition, then diam(Γ(Mk(S))) ≤ 2k.

Moreover, if S in an entire antiring, then diam(Γ(Mk(S))) ≥ k diam(Γ(S)).

Proof. Let us firstly prove the moreover part. If S is an entire antiring, then Theorem 2.1
yields that every invertible matrix in Mk(S) is of the form DP , where D is an invertible
diagonal matrix and P is a permutation matrix. Now, choose a ̸= b ∈ S. Denote A =
a(E11 + E12 + . . . + E1k) and B = b(E11 + E12 + . . . + E1k). Since adding any unit
in Mk(S) to A or B changes exactly one of the elements in the first row (by adding a
unit to that particular element), we conclude that d(A,B) ≥ k d(a, b). This implies that
diam(Γ(Mk(S))) ≥ k diam(Γ(S)).

Now, choose an invertible diagonal matrix D ∈ Mk(S) and a permutation matrix P .
Observe that DPP TD−1 = I, so DP is a unit in Mk(S). Also, let σ = (12 . . . k) ∈ Sk and
note that for any i, l ∈ Nk, we have

σl(i) =

{
i+ l, if i+ l ≤ k;

i+ l − k, otherwise.

This implies that for every i, j ∈ Nk, there exists exactly one l ∈ Nk such that σl(i) = j
and thus Pσ + Pσ2 + . . . + Pσk is a matrix with all elements equal to 1. Now, choose
A,B ∈ Mk(S).

(1) We have d(Aij , Bij) ≤ 2(n − 1)|S∗| for every i, j ∈ {1, 2, . . . , k} by Theorem 3.4.
By Remark 3.5, we know that there exist s = (n− 1)|S∗| (not necessarily distinct)
units u1, u2, . . . , us in S such that Aij ∼ Aij+u1 ∼ Aij+u1+u2 ∼ . . . ∼ Aij+γ =
Bij + γ ∼ . . . ∼ Bij + u1 + u2 ∼ Bij + u1 ∼ Bij for every i, j ∈ {1, 2, . . . , k}. This
proves that there also exists a path A ∼ A + u1Pσ ∼ A + (u1 + u2)Pσ ∼ . . . ∼
A+γPσ ∼ A+γPσ+u1Pσ2 ∼ A+γPσ+(u1+u2)Pσ2 ∼ . . . ∼ A+γPσ+γPσ2 ∼ . . . ∼
A+γ(Pσ+Pσ2+ . . .+Pσk) = B+γ(Pσ+Pσ2+ . . .+Pσk) ∼ . . . ∼ B+γPσ+γPσ2 ∼
. . . ∼ B + γPσ ∼ . . . ∼ B of length at most 2k(n − 1)|S∗|, where γ =

s∑
i=1

ui ∈ S.

Therefore diam(Γ(Mk(S))) ≤ 2k(n− 1)|S∗|.
(2) We have d(Aij , Bij) ≤ 2 for every i, j ∈ {1, 2, . . . , k} by Theorem 3.4. Since S∗

is closed under addition, this implies that for every i, j ∈ {1, 2, . . . , k} there ex-
ist uij , vij ∈ S∗ such that we have a path Aij ∼ Aij + uij = Bij + vij ∼ Bij

of length at most 2. Denote Di = diag(u1σi(1), u2σi(2), . . . , ukσi(k)) and Ei =

diag(v1σi(1), v2σi(2), . . . , vkσi(k)) for every i = 1, 2, . . . , k. Since Di and Ei are
invertible matrices for every i = 1, 2, . . . , k, we have a path A ∼ A + D1Pσ ∼
A + D1Pσ + D2Pσ2 ∼ . . . ∼ A + D1Pσ + D2Pσ2 + . . . + DkPσk = B + E1Pσ +
E2Pσ2 + . . .+EkPσk ∼ . . . ∼ B +E1Pσ +E2Pσ2 ∼ B +E1Pσ ∼ B. This is a path
between A and B in Γ(Mk(S)) of length at most 2k, so diam(Γ(Mk(S))) ≤ 2k.

■

Again, the upper bounds can be achieved in both cases as the next example shows.
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Example 3.8. Let r ≥ 1 and let S = Nr∪(Nr−1+x) = {0, 1, . . . , r, x, 1+x, . . . , (r−1)+x},
where x+ x = x2 = x and r+ a = r for every a ∈ S, as in Example 3.6. It is clear that S
is an entire antinegative semiring. Example 3.6 states that diam(Γ(S)) = 2r and Theorem
3.7 shows that diam(Γ(Mk(S))) = 2kr. If r = 1 then S∗ is closed under addition and
diam(Γ(Mk(S))) = 2k.

Next, let us also examine the girth of the unitary Cayley graph of a matrix semiring.
We have the following theorem.

Theorem 3.9. Let S be a semiring and k ≥ 2. Then girth(Γ(Mk(S))) ≤ 4. Moreover:

(1) If there exist u, v ∈ S∗ such that u+ v ∈ S∗ \ {u, v} then girth(Γ(Mk(S))) = 3;
(2) otherwise, if S is an entire additively cancellative antiring, then girth(Γ(Mk(S))) =

4.

Proof. Denote by P ̸= I a permutation matrix in Mk(S). Since P is invertible, P ∼ 0 ∼
I ∼ I + P ∼ P is a 4-cycle in Mk(S), so girth(Γ(Mk(S))) ≤ 4. If u + v = w for some
units u, v, w ∈ S with w ̸= u, v, then matrices 0, uI and wI form a 3-cycle in Mk(S), so
girth(Γ(Mk(S))) = 3.

So, suppose now that S is an entire additively cancellative antiring. Choose u, v ∈ S∗.
If u + v ∈ S∗ then by our assumption u + v = u or u + v = v. But since S is additively
cancellative, this is a contradiction. So, we have proved that the sum of two units is not a
unit in S. Choose A,U ∈ Mn(S) such that U is invertible (so A and A+U are neighbours
in the graph). Suppose that there exists B ∈ Mk(S) such that A,A + U and B form a
3-cycle. We have two possibilites: there exists an invertible W ∈ Mk(S) such that either
B = A + W or A = B + W . Assume firstly that B = A + W . Since A + U and B
are neighbours, there exists an invertible V ∈ Mk(S) such that A +W + V = A + U or
A+U +V = A+W . Assume without loss of generality that A+W +V = A+U . Since S
is additively cancellative, we have W + V = U . By Theorem 2.1 we know that there exist
permutations σ, ρ, τ ∈ Sk and invertible diagonal matrices D1, D2 and D3 that such that
W = D1Pσ, V = D2Pρ and U = D3Pτ . However, we can reason now that σ = ρ = τ , so
W + V = (D1 +D2)Pσ = U . Since both D1 and D2 have units along their diagonals and
we have previously proved that a sum of two units is not a unit in S, we see that D1+D2

is not an invertible matrix, which now yields a contradiction. In the case A = B+W , the
reasoning is similar. ■

Note that in case S is not additively cancellative, it can happen that girth(Γ(Mk(S))) =
3 (even if the semiring does not even contain two distinct units), as the following example
shows.

Example 3.10. Let, A =

0 1 1
1 1 0
1 1 1

 and U =

1 0 0
0 0 1
0 1 0

 in M3(B). Observe that U is a

unit in M3(B), so A ∼ A+ I ∼ A+ I + U = A+ U ∼ A is a 3-cycle in Γ(M3(B)). This
shows that girth(Γ(M3(B))) = 3 and similarly we can show that girth(Γ(Mk(B))) = 3 for
all k ≥ 3. Note however that a simple verification yields girth(Γ(M2(B))) = 4.
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A related notion to the notion of girth is the notion of the clique number. The next
theorem describes the clique number of the unitary Cayley graph of a matrix semiring.
Specifically, we have the following.

Theorem 3.11. Let S be a semiring and k ≥ 2. Then ω(Γ(Mk(S))) ≥ ω(Γ(S)). More-
over, if S is an entire additively cancellative antiring, then ω(Γ(Mk(S))) = ω(Γ(S)).

Proof. If {w1, w2, . . . , wr} is a clique in Γ(S) then {w1I, w2I, . . . , wrI} is a clique in
Γ(Mk(S)), thus ω(Γ(Mk(S))) ≥ ω(Γ(S)).

So, suppose now that S is an entire additively cancellative antiring and the set W =
{A1, A2, . . . , Ar} is a maximal clique in Γ(Mk(S)). Let us prove that there exist a ma-
trix A ∈ Mk(S), a permutation matrix P ∈ Mk(S) and invertible diagonal matrices
D1, D2, . . . , Dr−1 such that Di+Di+1+ . . .+Dj is an invertible diagonal matrix for all 1 ≤
i < j ≤ r−1 and that W = {A,A+D1P,A+(D1+D2)P, . . . , A+(D1+D2+. . .+Dr−1)P}.
If r = 1 there is nothing to prove. Suppose that r = 2. There exists a unit U in Mk(S)
such that A1 = A2 + U or A2 = A1 + U . In both cases, there exists a matrix A ∈ Mk(S)
such that W = {A,A + U}. By Theorem 2.1, U = DP where D is an invertible diag-
onal matrix and P is a permutation matrix, so the assertion holds. Now, assume that
r ≥ 3 and let us proceed with induction on r. Since {A1, A2, . . . , Ar−1} is a clique in
Γ(Mk(S)), we have by the induction hypothesis that there exist a matrix B ∈ Mk(S), a
permutation matrix P ∈ Mk(S) and invertible diagonal matrices D1, D2, . . . , Dr−2 such
that Di +Di+1 + . . . +Dj is an invertible diagonal matrix for all 1 ≤ i < j ≤ r − 2 and
W = {B,B +D1P,B + (D1 +D2)P, . . . , B + (D1 +D2 + . . . +Dr−2)P,Ar}. Now, Ar is
connected to every other vertex in W , so there may exist some numbers t ∈ {1, 2, . . . , r−1}
such that Ar +U = B + (D1 +D2 + . . .+Dt−1)P for some invertible matrix U ∈ Mk(S).
Now, if any such numbers t do exist, choose the smallest one among them. On the other
hand, if there exists no such t, define t = r − 1.

Assume firstly that t = 1. So, B = Ar+U . Again, U = D0Q for some invertible diagonal
matrix D0 ∈ Mk(S) and some permutation matrix Q ∈ Mk(S) by Theorem 2.1. Since
r ≥ 3, there exists an edge between Ar and B+D1P = Ar +D0Q+D1P , so by Theorem
2.1 there exist an invertible diagonal matrix D and a permutation matrix R such that
either Ar+DR = Ar+D0Q+D1P or Ar+D0Q+D1P +DR = Ar. Since S is additively
cancellative and antinegative, the latter is not possible. Thus, Ar+DR = Ar+D0Q+D1P ,
so DR = D0Q+D1P , since S is additively cancellative. But R is a permutation matrix,
so the fact that S is antinegative now implies that P = Q = R. Thus, we have proved that
{Ar, Ar+D0P,Ar+(D0+D1)P, . . . , Ar+(D0+D1+. . .+Dr−2)P} is a clique in Γ(Mk(S)).
Assume finally that t ≥ 2. This implies that B + (D1 + D2 + . . . + Dt−2)P + V = Ar

for some invertible matrix V ∈ Mk(S). By Theorem 2.1, we can again conclude that
V = D0P for some invertible diagonal matrix D0. Denote Ei = Di for i = 1, 2, . . . , t− 2,
Et−1 = D0 and Ei = Di−1 for i = t, t+1, . . . , r− 1. Observe that {B,B+E1P,B+(E1+
E2)P, . . . , B + (E1 + E2 + . . .+ Er−1)P} is a clique in Γ(Mk(S)).

Thus, we have proven that there exist A ∈ Mk(S) and a permutation matrix P ∈ Mk(S)
such that W = {A,A + D1P,A + (D1 + D2)P, . . . , A + (D1 + D2 + . . . + Dr−1)P} is a
maximal clique in Γ(Mk(S)), where Di +Di+1 + . . .+Dj is an invertible diagonal matrix
for all 1 ≤ i < j ≤ r − 1. Now, define wi as the element at entry (1, 1) of matrix
A + (D1 +D2 + . . . +Di−1)P for every i = 1, 2, . . . , r. Since S is additively cancellative
and antinegative, we can conclude that wi ̸= wj for all i ̸= j ∈ {1, 2, . . . , r}. Also, for

7



every 1 ≤ i < j ≤ r, we have wj = wi + fi,j , where fi,j is the entry at position (1, 1) of
matrix Di+1 +Di+2 + . . . +Dj , which is an invertible diagonal matrix. Therefore fi,j is
invertible in S for every 1 ≤ i < j ≤ r. This implies that {w1, w2, . . . , wr} is a clique in
Γ(S) and thus ω(Γ(Mk(S))) ≤ ω(Γ(S)), finally yielding ω(Γ(Mk(S))) = ω(Γ(S)). ■

Remark 3.12. Note that Example 3.10 shows also that ω(Γ(Mk(B))) ≥ 3 for k ≥ 3, while
obviously ω(Γ(B)) = 2. So, in general the clique number of a unitary Cayley graph of a
matrix semiring can be larger than the clique number of the unitary Cayley graph of the
underlying semiring.

Finally, let us examine the independence number of the unitary Cayley graph of a
matrix semiring. Note that the cardinality of set W0 in the proof of the next theorem can
be deduced from [10, Proposition 3.5(1)], but we nonetheless include the proof here for
the sake of completeness.

Theorem 3.13. Let S be a finite entire antiring and k ≥ 2. Then α(Γ(Mk(S))) ≥
|S|k2 −

∑k
i=0

(
k
i

)
(−1)i(|S|k−i − 1)k + 1

2

((
1 + |S∗|2k

)k
+
(
1− |S∗|2k

)k) − 1. Moreover, if

S is an entire additively cancellative antiring, then α(Γ(Mk(S))) ≤ |S|k2 − k!|S∗|k.

Proof. Let W0 denote the set of all matrices in Mk(S) that have at least one zero row
or column. Choose any A ̸= B ∈ W0. Since by Theorem 2.1, every invertible matrix in
Mk(S) is of the form DP , where D is an invertible diagonal matrix and P is a permutation
matrix, and S is antinegative, there cannot exist an edge between A and B. Note that

|W0| = |S|k2 − |W ′
0|, where W ′

0 is the set of all matrices with no zero rows or columns.
Observe that there are (|S|k − 1)k matrices that have all rows nonzero. Now, some of
them of course may have some zero columns. Suppose therefore that we have at least
i zero columns for some i ∈ {1, 2, . . . , k}. We have

(
k
i

)
possible ways to choose the i

columns. But if we disregard the zero columns, there are |S|k−i − 1 possible ways to
choose the remaining elements in every (nonzero) row. Since there are k rows, this yields
(|S|k−i − 1)k matrices. Now, in this way we may have counted some matrices (with more
than i zero columns) multiple times, but the inclusion exclusion principle then yields that

|W ′
0| =

∑k
i=0

(
k
i

)
(−1)i(|S|k−i − 1)k, therefore |W0| = |S|k2 −

∑k
i=0

(
k
i

)
(−1)i(|S|k−i − 1)k.

Now, let W1 denote the set of all matrices in Mk(S) of the form D1P1 +D2P2, where
D1 and D2 are invertible diagonal matrices and P1 and P2 are permutation matrices such
that P1(i) ̸= P2(i) for every 1 ≤ i ≤ k. Again by the antinegativity of S, W0 ∪W1 is an
independent set. Since there exist at least k distinct permutations in Mk(S) that satisfy

the above criterion, we can easily check that |W1| ≥ |S∗|2k
(
k
2

)
. We can continue this pro-

cess, by choosing W2 as the set of all matrices of the form D1P1 +D2P2 +D3P3 +D4P4,
where D1, . . . , D4 are invertible diagonal matrices and P1, . . . , P4 are permutation ma-
trices such that Pj1(i) ̸= Pj2(i) for every 1 ≤ i ≤ k and every 1 ≤ j1 ̸= j2 ≤ 4.

Observe that W0 ∪ W1 ∪ W2 is still an independent set with |W2| ≥ |S∗|4k
(
k
4

)
. We

can continue this process until we construct W⌊k/2⌋ and arrive at the independent set
W = W0 ∪ W1 ∪ . . . ∪ W⌊k/2⌋. Note that this is a disjoint union and that |W1 ∪ W2 ∪

. . . ∪ W⌊k/2⌋| ≥
r∑

i=1
|S∗|2ik

(
k
2i

)
, where r = ⌊k/2⌋. But observe that

r∑
i=1

|S∗|2ik
(
k
2i

)
=

8



1
2

((
1 + |S∗|2k

)k
+
(
1− |S∗|2k

)k) − 1, finally yielding α(Γ(Mk(S))) ≥ |W | ≥ |S|k2 −∑k
i=0

(
k
i

)
(−1)i(|S|k−i − 1)k + 1

2

((
1 + |S∗|2k

)k
+
(
1− |S∗|2k

)k)− 1.

Suppose now that S is an additively cancellative antiring. Let d denote the minimal
degree of any vertex in Γ(Mk(S)). Note that for every A ∈ Mk(S) and every invertible
U ∈ Mk(S), there is an edge between A and A + U . Since S is additively cancellative
A+ U ̸= A+ V for all invertible matrices U ̸= V , implying that d ≥ k!|S∗|k by Theorem
2.1. Since S is antinegative, 0 ∈ Mk(S) is a neighbour to exactly all the invertible matrices,
thus d = k!|S∗|k. Now, suppose Z is a maximal independent set in Γ(Mk(S)). For any
v ∈ Z, we know that v has at least d neighbours, but obviously none of them are in Z.

Thus, α(Γ(Mk(S))) + d ≤ |Mk(S)| = |S|k2 , thus proving our assertion. ■

Example 3.14. Let us consider the graph Γ(M2(B)). Since the only units in M2(B) are[
1 0
0 1

]
and

[
0 1
1 0

]
, we see that

W =

{[
0 0
0 0

]
,

[
1 0
0 0

]
,

[
0 1
0 0

]
,

[
0 0
1 0

]
,

[
0 0
0 1

]
,

[
1 1
0 0

]
,

[
0 0
1 1

]
,

[
1 0
1 0

]
,

[
0 1
0 1

]
,

[
1 1
1 1

]}
is an independent set. Thus α((Γ(M2(B))) ≥ 10. Since there is an edge from

[
1 1
1 1

]
to all

vertices in the complement of W , we see that any independent set that contains v =

[
1 1
1 1

]
is of cardinality at most 10. So, suppose we delete v from Γ(M2(B)). We are left with a
graph Γ′ with n′ = 15 vertices and e′ = 18 edges, where the maximal degree of a vertex
is ∆′ = 3. By a well known bound (which is credited to Kwok in [18], but may belong to

folklore), we have α(Γ′) ≤ n′ − e′

∆′ = 9, which proves that α((Γ(M2(B))) = 10. Note that
this is exactly equal to the lower bound from Theorem 3.13.

In this paper, we have studied some graph invariants (diameter, clique number, etc.)
of the Cayley graphs of semirings. The main emphasis was given to the study of ma-
trix semirings. It might be interesting to examine how do these invariants behave under
quotients, extensions and homomorphisms of these semirings. It might also be worth con-
sidering some other invariants (planarity, eigenvalues of the adjacency matrix, etc.) or to
tackle the question to what degree does the Cayley graph determine the structure of the
(matrix) semiring.
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