
Block-structured Integer Programming: Can we
Parameterize without the Largest Coefficient??

Lin Chen1, Hua Chen2, and Guochuan Zhang2

1 Texas Tech University, Lubbock, TX, US
chenlin198662@gmail.com

2 Zhejiang University, Hangzhou, China
chenhua by@zju.edu.cn; zgc@zju.edu.cn

Abstract. We consider 4-block n-fold integer programming, which can
be written as max{w · x : Hx = b, l ≤ x ≤ u,x ∈ ZN} where the
constraint matrix H is composed of small submatrices A,B,C,D such
that the first row of H is (C,D,D, · · · , D), the first column of H is
(C,B,B, · · · , B), the main diagonal of H is (C,A,A, · · · , A), and all the
other entries are 0. The special case where B = C = 0 is known as n-fold
integer programming.
Prior algorithmic results for 4-block n-fold integer programming and its
special cases usually take ∆, the largest absolute value among entries of
H as part of the parameters. In this paper, we explore the possibility
of getting rid of ∆ from parameters, i.e., we are looking for algorithms
that runs polynomially in log∆. We show that, assuming P 6= NP, this
is not possible even if A = (1, 1,∆) and B = C = 0. However, this
becomes possible if A = (1, 1, · · · , 1) or A ∈ Z1×2, or more generally if
A ∈ ZsA×tA where tA = sA + 1 and the rank of matrix A satisfies that
rank(A) = sA. More precisely,

– If A = (1, . . . , 1) ∈ Z1×tA , then 4-block n-fold IP can be solved in
(tA + tB)O(tA+tB) · poly(n, log∆) time;

– If A ∈ ZsA×tA , tA = sA + 1 and rank(A) = sA, then 4-block n-fold
IP can be solved in (tA + tB)O(tA+tB) · nO(tA) · poly(log∆) time;
Specifically, if in addition we have B = C = 0 (i.e., n-fold integer
programming), then it can be solved in linear time n·poly(tA, log∆).

Keywords: Integer programming · 4-block n-fold IP · n-fold IP · Fixed
parameter tractable.
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1 Introduction

Integer Programming is widely used as a modelling tool for a variety of combi-
natorial optimization problems. A standard form of an integer program (IP) is
defined as follows:

max{w · x : Hx = b, l ≤ x ≤ u,x ∈ ZN} (1)

where the coordinates ofH,w,b, l,u are integers. HereH is the constraint matrix
with dimension M × N . We let ∆ be the largest absolute value among all the
entries of H.

In general, IP is NP-hard, which was shown by Karp [20], thus motivating
the search for tractable special cases. There are two important lines of research
in the literature which target at different parameters and motivate our research
in this paper. The first line of research dated back to the work of Papadimitriou
in 1981 [28], where he considered IPs with few constraints, and provided an algo-

rithm whose time is (M ·∆)O(M2). This result was later improved by Eisenbrand
and Weismantel [8], and then by Jansen et al. [17]. So far the best known result
is (
√
M∆)O(M) · log(‖b‖∞), where ‖b‖∞ represents the maximal absolute value

of coordinates in vector b. The second line of research dated back to the work
of Lenstra [27] in 1983, where he considered IPs with few variables. This result
was later on improved by Kannan [18] who presented an algorithm of running
time NO(N) · poly(M, log∆). In recent years, there is further improvement on
the coefficient of the exponent in the term NO(N) (see, e.g. [5]).

The above algorithms require H to have either few rows or few columns,
but in many applications it may be inevitable to have a constraint matrix with
a huge number of rows and columns. In recent years, there is an increasing
interest in the study of IP where the constraint matrix H may have many rows
and columns, but has a more restricted block structure. Such block-structured IP
finds application in a variety of optimization problems including string matching,
computational social choice, resource allocation, etc (see ,e.g. [23,9,24,3,15,22]).
We give a brief introduction below.

Block-structured IP. We consider IP (1) where H is built from small subma-
trices A, B, C and D in the following form:

H =


C D D · · · D
B A 0 0
B 0 A 0
...

. . .

B 0 0 A

 . (2)

Here, A,B,C,D are si × ti matrices, where i = A,B,C,D, respectively. H
consists of n copies of A,B,D and one copy of C. Consequently, N = tB + ntA
and M = sC + nsB . Notice that by plugging A,B,C,D into the above block
structure we require that sC = sD, sA = sB , tB = tC and tA = tD.
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The above IP is called 4-block n-fold IP. As a special case, when C = B =
0, it is called n-fold IP; when C = D = 0, it is called two stage-stochastic
IP. It is worth mentioning that recently researchers have also considered more
generalized IPs where the submatrices A,B,D are not necessarily identical (i.e.,
the n identical A’s, B’s, D’s are replaced with Ai, Bi, Di, respectively). We call
it generalized 4-block n-fold IP, and its two special cases generalized n-fold IP
and generalized two stage-stochastic IP.

Related work on Block-structured IP. Let ϕ be the encoding length of a
block-structured IP. For n-fold IP, Hemmecke et al. [12] showed an algorithm

of running time n3t3Aϕ · (sDsA∆)O(t2AsD). Later on, improved algorithms were
developed by a series of researchers including Eisenbrand et al. [6,7], Altmanová
et al. [1], Jansen et al. [16], Cslovjecsek et al. [4]. So far, generalized n-fold IP

can be solved in (sDsA∆)O(s2A+sAs
2
D)ntA. Specifically, if A = (1, . . . , 1) in an

n-fold IP, then this is called combinatorial n-fold IP. Even such a restricted class
of IP finds applications in a variety of problems including computational social
choice, stringology, etc. [23].

For two-stage stochastic IP, Hemmecke and Schultz [13] were the first to
present an algorithm of running time poly(n) · f(sA, sB , tA, tB , ∆) for some
computable function f , despite that the function f is unknown. Very recently,
Klein [21] developed an algorithm of such a running for generalized two-stage
stochastic IP where f is a doubly exponential function.

For 4-block n-fold IP, Hemmecke et al. [11] gave an algorithm which runs in
time ng(sD+sA,tB+tA,∆)ϕ for some computable function g which is doubly expo-
nential. Very recently, Chen et al. [2] presented an improved algorithm whose
running time is singly exponential.

It is noticeable that early algorithms for n-fold IP has a running time expo-
nential in both the number of rows and columns of the small submatrices [12],
and recent progress is able to reduce the running time such that it is only ex-
ponential in the number of rows of submatrices, coinciding the running time of
“Papadimitrious’s line” of algorithm for general IP. It is thus natural to ask,
can we hope for a “Lenstra’s line” of algorithm for block-structured IP that
is polynomial in log∆? More precisely, can we expect an algorithm for block-
structured IP of running time f(sA, sB , sC , sD, tA, tB , tC , tD)poly(n, log∆), or
(n log∆)f(sA,sB ,sC ,sD,tA,tB ,tC ,tD) if the former is not possible? This paper aims
at a systematic study in this direction.

Our contributions. The major contribution of this paper is to give a full
characterization on when FPT or XP algorithm exists for block-structured IP
without ∆, the largest coefficient, being part of the parameters.

We show that, in general, n-fold IP is NP-hard if ∆ does not belong to
the parameters. In particular, NP-hardness follows even if the submatrix A =
[1, 1, ∆].

On the positive side, we achieve the following algorithmic results:

– If A = (1, . . . , 1) ∈ Z1×tA , then 4-block n-fold IP can be solved in (tA +
tB)O(tA+tB) · poly(n, log∆) time;
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– If A ∈ ZsA×tA , tA = sA + 1 and rank(A) = sA, then 4-block n-fold IP can
be solved in (tA + tB)O(tA+tB) · nO(tA) · poly(log∆) time; Specifically, n-fold
IP can be solved in linear time n · poly(tA, log∆).

It is remarkable that our NP-hardness results already rule out an algorithm of
running time nf(tA)poly(log∆) even for n-fold IP when tA ≥ sA + 2, hence an
algorithm for tA = sA + 1 is the best we can hope for.

One implication of our results is on the impact of the box constraint l ≤ x ≤ u
to the complexity of block-structured IP. Our NP-hardness result can be trans-
lated to the NP-hardness of the following scheduling problem: given m identical
machines and three types of jobs, each type of a job has the same processing
time on every machine. Each machine i has cardinality constraints such that
it can accept at most cji jobs of type j where j = 1, 2, 3. The goal is to find
an assignment of jobs to machines such that makespan (largest job completion
time) is minimized. Note that, however, this scheduling problem is polynomial
time solvable if there is no cardinality constraints [10]. When formulating the
scheduling problem using n-fold IP, the cardinality constraints hide in the box
constraints l ≤ x ≤ u. Therefore, if we look at the n-fold IP formulation of the
scheduling problem, a simpler box constraint x ≥ 0 allows a polynomial time
algorithm for three or even a constant number of different types of jobs, while
a general box constraint l ≤ x ≤ u only leads to polynomiality of two types
of jobs. The reader will also see that the most technical part of our algorithm
lies on the dealing of the box constraints. In contrast, essentially all existing
algorithms for block-structured IP rely on an iterative augmentation framework
which does not really distinguish between different kinds of box constraints.
From that perspective, our algorithmic results can be viewed as a complement
to existing algorithms. It remains as an important problem what kind of box
constraints can lead to polynomial time algorithms when tA ≥ sA + 2.

2 Preliminaries

Notation. We write vectors in boldface, e.g. x,y, and their entries in normal
font, e.g. xi, yi. Recall that a solution x for 4-block n-fold IP is a (tB + ntA)-
dimensional vector, we write it into n+ 1 bricks, such that x = (x0,x1, · · · ,xn)
where x0 ∈ ZtB and each xi ∈ ZtA , 1 ≤ i ≤ n. We call xi the i-th brick for
0 ≤ i ≤ n. For a vector or a matrix, we write ‖ · ‖∞ to denote the maximal
absolute value of its elements. For two vectors x,y of the same dimension, x · y
denotes their inner product. We use gcd(·, ·) to represent the greatest common
divisor of two integers. For example, gcd(λ, µ) represents the greatest common
divisor of integers λ and µ. We usually use lowercase letters for variables and
uppercase letters for matrices. For an arbitrary matrix H, we use rank(H) to
denote its rank. We use poly(x) to denote a polynomial in x.

Input size. In an IP (1), it is allowed that the entries of b, l,u are∞. However,
utilizing the techniques of Tardos [29], Koutecký et al. [26] showed that without
loss of generality we can restrict that ‖b‖∞, ‖l‖∞, ‖u‖∞ ≤ 2O(n logn)∆O(n). We
assume this bound throughout this paper.
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Bézout’s identity. Let λ and µ be integers with greatest common divisor
gcd(λ, µ). Then, there exist integers x and y such that λx+ µy = gcd(λ, µ).

Structure of solutions. When an arbitrary solution (x̂, ŷ) has been computed
(e.g., using extended Euclidean algorithm), all pairs of solutions can be repre-

sented in the form
(
x̂+ ` µ

gcd(λ,µ) , ŷ− `
λ

gcd(λ,µ)

)
, where ` is an arbitrary integer.

Smith normal form. Let A be a nonzero s × t matrix over a principal ideal
domain. Ā is called the Smith normal form of A: there exist invertible s× s and
(t× t)-matrices U , V such that the product UAV is Ā, and its diagonal elements
αi satisfy αi|αi+1 for all 1 ≤ i ≤ h − 1, where h = rank(A). The rest elements
in Ā are zero.
Remark. The process of transforming an integer matrix into its Smith normal
form is in polynomial time, i.e., poly(s, t, log∆) [19].

3 Hardness results

Recall n-fold IP is a special case of 4-block n-fold IP when B = C = 0 in Eq (2).
The goal of this section is to prove the following theorem.

Theorem 1. It is NP-hard to determine whether an n-fold IP admits a feasible
solution even if A = (1, 1, ∆) and D = (1, 0, 0), where ∆ ∈ Z is part of the input.

Proof. We reduce from subset-sum. In a subset-sum problem, given are n positive
integers β1, β2, · · · , βn, and the goal is to find a subset of these integers which
add up to exactly ∆ ∈ N.

Given a subset-sum instance, we construct an n-fold integer program instance
such that A = (1, 1, ∆) and D = (1, 0, 0). Note that each brick xi = (xi1, x

i
2, x

i
3).

Let the interval constraints for variables be 0 ≤ xi1 ≤ βi, 0 ≤ xi2 ≤ ∆ − βi and
0 ≤ xi3 ≤ 1. Let b0 = bi = ∆. This finishes the construction.

Now we write down explicitly the n-fold integer program as follows:

n∑
i=1

xi1 = ∆ (3a)

xi1 + xi2 +∆xi3 = ∆, ∀1 ≤ i ≤ n (3b)

0 ≤ xi1 ≤ βi, 0 ≤ xi2 ≤ ∆− βi, 0 ≤ xi3 ≤ 1, ∀1 ≤ i ≤ n
xi1, x

i
2, x

i
3 ∈ Z, ∀1 ≤ i ≤ n

Since xi3 ∈ {0, 1}, there are two possibilities. If xi3 = 1, then xi1 = xi2 = 0;
otherwise, xi1 + xi2 = ∆. As xi1 ≤ βi and xi2 ≤ ∆ − βi, we have xi1 = βi and
xi2 = ∆ − βi if xi3 = 0. Hence, xi1 is either 0 or βi. By Constraint (3a), the
constructed n-fold integer program instance admits a feasible solution if and
only if there exists a subset of {β1, β2, · · · , βn} whose sum is ∆. Hence, n-fold
IP is NP-hard even if sD = sA = 1, and tA = 3. ut

Remark. Theorem 1 also implies the NP-hardness of the following scheduling
problem. There are n machines and three types of jobs. The 1st and 2nd type of
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jobs have a processing time of 1, and the 3rd type of jobs have a processing time
of ∆. Each machine i can accept at most βi jobs of type 1, ∆−βi jobs of type 2,
and 1 job of type 3. Given ∆ jobs of type 1, (n−k−1)∆ jobs of type 2 and k jobs
of type 3, is it possible to schedule all the jobs within makespan ∆? Let xij be
the number of jobs of type j ∈ {1, 2, 3} on machine i, we can establish a similar
IP as that in the proof of Theorem 1 and the NP-hardness follows directly.

Enforcing dummy constraints, we have the following corollary.

Corollary 1. It is NP-hard to determine whether an n-fold IP admits a feasible
solution if A ∈ ZsA×tA and tA ≥ sA + 2.

We remark that if we further consider generalized n-fold IP where the first
row is (D1, D2, · · · , Dn) and the lower diagonal is (A1, A2, · · · , An), then es-
sentially all non-trivial cases become NP-hard as is implied by the following
theorem. Therefore, we restrict our attention to the standard 4-block n-fold IP
in this paper.

Theorem 2. It is NP-hard to determine whether a generalized n-fold IP admits
a feasible solution even if one of the following holds:
– Ai = A = (∆, 1), Di = (βi, 0); or
– Ai = (1, βi), Di = D = (1, 0).

Using a slight variation of the reduction we used in Theorem 1, we can show
Theorem 2.

Proof of Theorem 2.
– We reduce from subset-sum. In a subset-sum problem, given are n positive

integers β1, β2, · · · , βn, and the goal is to find a subset of these integers which
add up to exactly ∆ ∈ N.
Given a subset-sum instance, we construct an n-fold integer program in-
stance such that A = (∆, 1) and Di = (βi, 0). Note that each brick xi =
(xi1, x

i
2). Let the interval constraints for variables be 0 ≤ xi1 ≤ 1, and

0 ≤ xi2 ≤ ∆. Let b0 = bi = ∆. This finishes the construction.
Now we write down explicitly the generalized n-fold integer program as fol-
lows:

n∑
i=1

βix
i
1 = ∆ (4a)

∆xi1 + xi2 = ∆, ∀1 ≤ i ≤ n (4b)

0 ≤ xi1 ≤ 1, 0 ≤ xi2 ≤ ∆, ∀1 ≤ i ≤ n
xi1, x

i
2 ∈ Z, ∀1 ≤ i ≤ n

Since xi1 ∈ {0, 1}, by Constraint (4a), we know that the constructed n-fold
integer program instance admits a feasible solution if and only if there exists
a subset of {β1, β2, · · · , βn} whose sum is ∆. Hence, the generalized n-fold
IP is NP-hard even if A ∈ Z1×2. ut
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– We still reduce from subset-sum. In a subset-sum problem, given are n posi-
tive integers β1, β2, · · · , βn, and the goal is to find a subset of these integers
which add up to exactly ∆ ∈ N.
Given a subset-sum instance, we construct an n-fold integer program in-
stance such that Ai = (1, βi) and D = (1, 0). Each brick xi = (xi1, x

i
2). Let

the interval constraints for variables be 0 ≤ xi1 ≤ βi, and 0 ≤ xi2 ≤ 1. Let
b0 = ∆ and bi = βi. This finishes the construction.
Now we write down the generalized n-fold integer program as follows:

n∑
i=1

xi1 = ∆ (5a)

xi1 + βix
i
2 = βi, ∀1 ≤ i ≤ n (5b)

0 ≤ xi1 ≤ βi, 0 ≤ xi2 ≤ 1, ∀1 ≤ i ≤ n
xi1, x

i
2 ∈ Z, ∀1 ≤ i ≤ n

We know xi2 ∈ {0, 1}, when xi2 = 0, xi1 = βi; when xi2 = 1, xi1 = 0. Combining
with Constraint (5a), we know that the constructed n-fold integer program
instance admits a feasible solution if and only if there exists a subset of
{β1, β2, · · · , βn} whose sum is ∆. Hence, the generalized n-fold IP is NP-
hard even if A ∈ Z1×2. ut

4 Algorithms for 4-block n-fold IP

We complement our hardness results in Theorem 1 by establishing algorithms for
the following two cases: i). A = (1, 1, · · · , 1) ∈ Z1×tA , i.e., A is a tA-dimensional
vector that only consists of 1; ii). A ∈ Z1×2, i.e., A is a vector of dimension 2.
We will further generalize the second case to A ∈ ZsA×tA where tA = sA+1 and
rank(A) = sA.

4.1 The case of A = (1, 1, · · · , 1)

The goal of this subsection is to prove the following theorem.

Theorem 3. If A = (1, . . . , 1) ∈ Z1×tA , then 4-block n-fold IP can be solved in
time (tA + tB)O(tA+tB) · poly(n, log∆).

Proof. We write the 4-block n-fold IP explicitly as follows:

(IP1) : max wx

Cx0 +D

n∑
i=1

xi = b0

Bx0 + (1, . . . , 1)xi = bi, ∀1 ≤ i ≤ n
li ≤ xi ≤ ui, ∀0 ≤ i ≤ n
x0 ∈ ZtB ,xi ∈ ZtA ∀1 ≤ i ≤ n
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In what follows, we show that the above (IP1) is equivalent to the following
mixed integer linear programming (MIP2) which can be solved in FPT time.

(MIP2) : max wx
n∑
i=1

xi = y

Cx0 +Dy = b0

Bx0 + (1, . . . , 1)xi = bi, ∀1 ≤ i ≤ n
li ≤ xi ≤ ui, ∀0 ≤ i ≤ n
y ∈ ZtA ,x0 ∈ ZtB

xi ∈ RtA ∀1 ≤ i ≤ n

Notice that in (MIP2) we have xi ∈ RtA , whereas there are only tA + tB inte-
gral variables in total. Applying Kannan’s algorithm [18], the optimal solution
(x∗,y∗) to (MIP2) can be computed in (tA + tB)O(tA+tB) · poly(n, log∆) time.

Next we show that the optimal solution to (IP1) can be derived in polynomial
time based on (x∗,y∗). Notice that in (x∗,y∗), each brick xi∗ may take fractional
values, however, we can round them to integral values through the following LP:

(LP3) : max w0x0
∗ +

n∑
i=1

wixi

n∑
i=1

xi = y∗ (7a)

Bx0
∗ + (1, . . . , 1)xi = bi, ∀1 ≤ i ≤ n (7b)

li ≤ xi ≤ ui, ∀1 ≤ i ≤ n (7c)

xi ∈ RtA ∀1 ≤ i ≤ n

Note that (LP3) is the linear program by plugging x0 = x0
∗ and y = y∗ into

(MIP2), hence xi = xi∗ is an optimal solution to (LP3). Meanwhile, it is not
difficult to see that (LP3) is essentially an LP for assignment problem, which
is totally unimodular [14]. Hence an integral optimal solution xi = x̄i to (LP3)
can be computed in O(n2tA + nt2A) time (see, e.g., Theorem 11.2 in [25]) and
it achieves the same objective value as the fractional optimal solution xi = xi∗.
Therefore, (x0

∗, x̄
i,y∗) is also an optimal solution to (MIP2). Overall, we solve

(MIP2), and hence (IP1) in (tA+tB)O(tA+tB) ·poly(n, log∆) time, and Theorem 3
is proved. ut

As a corollary, we obtain similar result for n-fold IP:

Corollary 2. For n-fold IP with A = (1, . . . , 1) ∈ Z1×tA , there exists an FPT

algorithm of running time t
O(tA)
A · poly(n, log∆).
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4.2 The case of A ∈ ZsA×tA , tA = sA + 1 and rank(A) = sA

The goal of this subsection is to prove the following theorem.

Theorem 4. If A ∈ ZsA×tA and tA = sA + 1 and rank(A) = sA, then 4-block
n-fold IP can be solved in time of (tA + tB)O(tA+tB) · nO(tA) · poly(log∆).

Towards this, we start with the simpler case A ∈ Z1×2 to illustrate the main
techniques.

Theorem 5. If A ∈ Z1×2, then 4-block n-fold IP can be solved in time of t
O(tB)
B ·

poly(n, log∆).

Proof. Let A = (λ, µ), we write the constraints of 4-block n-fold IP explicitly as
follows:

Cx0 +D

n∑
i=1

xi = b0 (8a)

Bx0 + λxi1 + µxi2 = bi, ∀1 ≤ i ≤ n (8b)

li ≤ xi ≤ ui, ∀0 ≤ i ≤ n

Step 1. Use the Bézout’s identity to simplify (8a) and (8b).
We subtract Bx0 + λx11 + µx12 = b1 from both sides of Eq (8b), and get the

following: λ(xi1 − x11) + µ(xi2 − x12) = bi − b1. Then we let θ1 = µ
gcd(λ,µ) , θ2 =

− λ
gcd(λ,µ) , where recall gcd(λ, µ) represents the greatest common divisor of λ and

µ. According to the Bézout’s identity, we can get the following general solution:

xih = x̂ih + θhyi + x1h, h = 1, 2, i = 2, 3, · · · , n (9)

where (x̂i1, x̂
i
2) is an arbitrary solution to λx̂i1 +µx̂i2 = bi−b1. To be consistent,

we introduce dummy variables x̂1h = 0 for h = 1, 2 and y1 = 0, whereas Eq (9)
also holds for i = 1.

Notice that from now on θh, x̂ih are all fixed values.
By Eq (9), we have

n∑
i=1

xih =

n∑
i=1

x̂ih + θh

n∑
i=1

yi + nx1h, h = 1, 2

Plug the above into Eq (8a), we have

Cx0 +D

(∑n
i=1 x̂

i
1 + θ1

∑n
i=1 yi + nx11∑n

i=1 x̂
i
2 + θ2

∑n
i=1 yi + nx12

)
= b0. (10)

Till now, we have transformed 4-block n-fold IP into an equivalent IP with
variables yi and x1h for 1 ≤ i ≤ n and h = 1, 2.

Next, we divide x1h by θh and denote by ξh and zh its remainder and quotient,
respectively, that is,

x1h = ξh + θhzh, h = 1, 2, (11)
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where ξh ∈ [0, |θh| − 1].
Now we can rewrite the 4-block n-fold IP using new variables ξh, zh (where

h = 1, 2) and yi (where 1 ≤ i ≤ n).

(IP4) : max wx = w0x0 + c0 +

2∑
h=1

n∑
i=1

wihξh +

2∑
h=1

n∑
i=1

[wihθh(yi + zh)]

Cx0 +D

(∑n
i=1 x̂

i
1 + θ1

∑n
i=1 yi + n(ξ1 + θ1z1)∑n

i=1 x̂
i
2 + θ2

∑n
i=1 yi + n(ξ2 + θ2z2)

)
= b0 (12a)

Bx0 + λξ1 + µξ2 + λz1θ1 + µz2θ2 = b1 (12b)

y1 = 0 (12c)

li ≤ xi ≤ ui, ∀0 ≤ i ≤ n (12d)

where c0 :=
∑n
i=1(wi1x̂

i
1 + wi2x̂

i
2) is a fixed value.

It remains to replace the box constraints li ≤ xi ≤ ui with respect to the
new variables.

Step 2. Deal with the box constraints li ≤ xi ≤ ui.
Plug Eq (9) and Eq (11) into the box constraint, we have that

(`ih − x̂ih − ξh) ≤ θh(yi + zh) ≤ (uih − x̂ih − ξh), ∀1 ≤ i ≤ n, h = 1, 2 (13)

To divide the fixed value θh on both sides we need to distinguish between whether
it is positive or negative. For simplicity, we define

If θh > 0, then di(ξh) = d`
i
h − x̂ih − ξh

θh
e, d̄i(ξh) = bu

i
h − x̂ih − ξh

θh
c,(14a)

If θh < 0, then di(ξh) = du
i
h − x̂ih − ξh

θh
e, d̄i(ξh) = b`

i
h − x̂ih − ξh

θh
c.(14b)

Then Eq (13) can be simplified as

di(ξh) ≤ yi + zh ≤ d̄i(ξh), ∀1 ≤ i ≤ n, h = 1, 2. (15)

Here we use the ceiling function to round up the left side and use the floor
function to round down the right side since yi + zh is an integer.

We emphasize that here di(ξh) and d̄i(ξh) are dependent on the variable
ξh, however, since ξh ∈ [0, |θh| − 1], either di(ξh) or d̄i(ξh) may take at most
two different values. Hence, a straightforward counting yields 22n possibilities
regarding the values for all di(ξh) and d̄i(ξh). However, notice that di(ξh)’s and
d̄i(ξh)’s are not independent but change simultaneously as ξh changes, we will
show that we can divide the range ξh ∈ [0, |θh| − 1] into a polynomial number of
sub-intervals such that if ξh lies in one sub-interval, then all di(ξh)’s and d̄i(ξh)’s
take some fixed value. We call it an efficient sub-interval.

In the following step 3 we will show that (IP4) can be solved in FPT time
once each ξh lies in one of the efficient sub-intervals (and hence all di(ξh)’s and
d̄i(ξh)’s are fixed), and then in step 4 we prove there are only a polynomial
number of different efficient sub-intervals.
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Step 3. Solve (IP4) in FPT time when each ξh lies in one efficient
sub-interval.

For any h, let [τh, τ̄h] be an arbitrary efficient sub-interval of ξh such that all
di(ξh)’s and d̄i(ξh)’s take fixed value for all ξh ∈ [τh, τ̄h]. We will handle in Step
4 the construction of each [τh, τ̄h].

From now on we write di(ξh) and d̄i(ξh) as dih and d̄ih as they become fixed
values. By Eq (15) we have

max{di1 − z1, di2 − z2} ≤ yi ≤ min{d̄i1 − z1, d̄i2 − z2}, ∀1 ≤ i ≤ n (16)

Note that among di1−z1 and di2−z2, which one is larger solely depends on di1−di2
and z1 − z2. Hence, to get rid of the max and min on both sides of Eq (16) for
1 ≤ i ≤ n, we need to compare the value of z1 − z2 with at most 2n distinct
values, which are di1 − di2 and d̄i1 − d̄i2. Now we divide (−∞,∞) into at most
2n + 1 intervals based on the values of di1 − di2 and d̄i1 − d̄i2. Let these intervals
be I1, I2, · · · , I2n+1. When z1 − z2 lies in one of the intervals, say, Ik, Eq (16)
can be simplified as

`i(Ik, z1, z2) ≤ yi ≤ ui(Ik, z1, z2), ∀1 ≤ i ≤ n (17)

where `i(Ik, z1, z2) and ui(Ik, z1, z2) are linear functions in z1 and z2. Recall that
y1 = 0, whereas `1(Ik, z1, z2) = u1(Ik, z1, z2) = 0. For simplicity, we define a new
variable pi := yi − `i(Ik, z1, z2), then it is easy to see that3

0 ≤ pi ≤ ui(Ik, z1, z2)− `i(Ik, z1, z2), ∀1 ≤ i ≤ n (18)

Now we rewrite (IP4) using new variables pi and z1, z2 as follows:

(IP5[k]) : max wx = w0x0 +

2∑
h=1

n∑
i=1

wihξh +

2∑
h=1

n∑
i=1

wihθhpi + L(z1, z2)

Cx0 +D

(∑n
i=1 x̂

i
1 + θ1

∑n
i=1 pi + nξ1 + L1(z1, z2)∑n

i=1 x̂
i
2 + θ2

∑n
i=1 pi + nξ2 + L2(z1, z2)

)
= b0

Bx0 + λξ1 + µξ2 + λz1θ1 + µz2θ2 = b1

0 ≤ pi ≤ ui(Ik, z1, z2)− `i(Ik, z1, z2), ∀1 ≤ i ≤ n
ξh ∈ [τh, τ̄h], h = 1, 2

z1 − z2 ∈ Ik
x0 ∈ ZtB , ξ1, ξ2, z1, z2, pi ∈ Z, ∀1 ≤ i ≤ n

Here L(z1, z2), L1(z1, z2), L2(z1, z2) are all linear functions of z1, z2 (which may
contain non-zero constant term). Note again that p1 is a dummy variable as
u1(Ik, z1, z2) = `1(Ik, z1, z2) = 0 enforces that p1 = 0. (IP4) can be solved by
solving (IP5[k]) for every k then picking the best solution.

3 This is possible since ‖l‖∞, ‖u‖∞ ≤ 2O(n logn)∆O(n) throughout this paper (see
Preliminaries), and thus both the left and right sides are not ∞.
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Now we show how to solve (IP5[k]). Ignoring the dummy variable p1, a crucial
observation is that, while (IP5[k]) contains variables p2, p3, · · · , pn, they have
exactly the same coefficients in constraints, and therefore we can “merge” them
into a single variable p :=

∑n
i=2 pi. More precisely, we consider the coefficients

of pi’s in the objective function, which are vi :=
∑2
h=1 w

i
hθh for 2 ≤ i ≤ n. By

re-indexing variables, we may assume without loss of generality that v2 ≥ v3 ≥
· · · ≥ vn. Using a simple exchange argument, we can show that if p =

∑n
i=2 pi ≤

u2(Ik, z1, z2) − `2(Ik, z1, z2), then the optimal solution is achieved at p2 = p,
p3 = p4 = · · · = pn = 0. More generally, if

j∑
γ=2

(uγ(Ik, z1, z2)− `γ(Ik, z1, z2)) <

n∑
i=2

pi ≤
j+1∑
γ=2

(uγ(Ik, z1, z2)− `γ(Ik, z1, z2)) ,

then the optimal solution is achieved at pi = ui(Ik, z1, z2) − `i(Ik, z1, z2) for
2 ≤ i ≤ j and pi = 0 for i > j + 1.

Define Λ(j) :=
∑j
γ=2 (uγ(Ik, z1, z2)− `γ(Ik, z1, z2)) for j ≥ 2, Λ(1) := 0, and

W (j) :=
∑2
h=1

∑j
i=1 w

i
hθh

(
ui(Ik, z1, z2)− `i(Ik, z1, z2)

)
.

Let (IP5[k, j]) be as follows:

(IP5[k, j]) : max wx = w0x0 +W (j − 1) + L(z1, z2)

+

2∑
h=1

n∑
i=1

wihξh +

2∑
h=1

wjhθh (p− Λ(j − 1))

Cx0 +D

(∑n
i=1 x̂

i
1 + θ1p+ nξ1 + L1(z1, z2)∑n

i=1 x̂
i
2 + θ2p+ nξ2 + L2(z1, z2)

)
= b0

Bx0 + λξ1 + µξ2 + λz1θ1 + µz2θ2 = b1

Λ(j − 1) < p ≤ Λ(j)

ξh ∈ [τh, τ̄h], h = 1, 2

z1 − z2 ∈ Ik
x0 ∈ ZtB , ξ1, ξ2, z1, z2, p ∈ Z, ∀1 ≤ i ≤ n

Our argument above shows that (IP5[k]) can be solved by solving (IP5[k, j]) for
all 1 ≤ j ≤ n and picking the best solution.

It remains to solve each (IP5[k, j]). Notice that this is an IP with O(tB)

variables, and thus can be solved in t
O(tB)
B poly(log∆) time by applying Kannan’s

algorithm. Thus, when each ξh lies in one efficient sub-interval, (IP4) can be

solved in t
O(tB)
B poly(n, log∆) time.

Step 4. Bounding the number of efficient sub-intervals of (ξ1, ξ2).
Recall Eq (14a) and Eq (14b). For simplicity, we assume θh > 0, the case of

θh < 0 can be handled in a similar way.
Divide `ih− x̂ih by θh > 0 and denote by rh ∈ [0, θh−1] and qh the remainder

and quotient, respectively. It is easy to see that if 0 ≤ ξh < rh, then di(ξh) =

d `
i
h−x̂

i
h−ξh
θh

e = qh + 1. Otherwise, rh ≤ ξh < θh, then di(ξh) = d `
i
h−x̂

i
h−ξh
θh

e = qh.
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We define rh as one critical point which distinguishes between di(ξh) = qh + 1
and di(ξh) = qh.

Similarly, divide uih − x̂ih by θh > 0 and denote by r̄h ∈ [0, θh − 1] and q̄h
the remainder and quotient, respectively. Using the same argument as above
we define r̄h as one critical point which distinguishes between d̄i(ξh) = q̄h and
d̄i(ξh) = q̄h − 1. Critical points can be defined in the same way if θh < 0.

Overall, we can obtain at most 2n distinct critical points for ξh, which divides
the whole interval (−∞,∞) into at most 2n + 1 sub-intervals. It is easy to see
that once ξh lies in one of the sub-interval, all di(ξh) and d̄i(ξh) take fixed values.

Since there are at most (2n+ 1)2 different possibilities regarding the efficient
sub-intervals of ξ1 and ξ2, and we have concluded in step 3 that for each pos-

sibility (IP4) can be solved in t
O(tB)
B poly(n, log∆) time, we know that overall

4-block n-fold can be solved in t
O(tB)
B poly(n, log∆) time if A ∈ Z1×2. ut

The techniques of Theorem 5 can be further extended to handle the case when
A ∈ ZsA×tA where tA = sA + 1, rank(A) = sA. The crucial observation is that,
while xi contains more variables, the fact that rank(A) = sA and tA = sA + 1
enforces that there can be only one “free” variable, which is similar to the case
when A ∈ Z1×2. Towards this, instead of applying Bézout’s identity in Step 1, we
will decompose A into Smith normal form. The following Step 2, 3, 4 are similar
except that now there will be ξ1, ξ2, · · · , ξtA , where each has 2n + 1 efficient
sub-intervals. This gives rise to nO(tA) different possibilities, yielding the overall
running time (tA + tB)O(tA+tB)nO(tA)poly(log∆).

Proof of Theorem 4. Write the constraints of the n-fold IP as follows:

Cx0 +D

n∑
i=1

xi = b0 (21a)

Bx0 +Axi = bi, ∀1 ≤ i ≤ n (21b)

li ≤ xi ≤ ui, ∀0 ≤ i ≤ n

Step 1. Decompose A into Smith normal form to deal with two con-
straints (21a) and (21b).

From the previous knowledge in Preliminaries, we know that Ā is the Smith
normal form of A and Ā = UAV , where U , V are invertible sA×sA and (tA×tA)-
matrices. Then A = U−1ĀV −1. One can always calculate the Smith normal form
of an integer matrix in polynomial time of poly(tA, log∆) [19].

We subtract Bx0 + Ax1 = b1 from both sides of Eq (21b), and get the
following:

A(xi − x1) = bi − b1.

Let yi := V −1(xi − x1) and b̃
i

= U(bi − b1), and then we get Āyi = b̃
i
.

Assume the diagonal elements of Ā are α1, α2, . . . , αsA . And now we know

that tA = sA + 1. Thus, α1y
i
1 = b̃i1, α2y

i
2 = b̃i2, · · · , αsAyisA = b̃isA . Actually

{yih|1 ≤ h ≤ sA, 2 ≤ i ≤ n} are determined uniquely. To be consistent, we
introduce dummy variables y1h = 0 for h = 1, 2, . . . , sA, tA.
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For V is an invertible tA × tA matrix, V yi = xi − x1 and xi = x1 + V yi.
Thus,

n∑
i=1

xi =

n∑
i=1

x1 + V

n∑
i=1

yi. (22)

Since {yih|1 ≤ h ≤ sA, 1 ≤ i ≤ n} are determined uniquely, we can compute
V
∑n
i=1 yi = (θ′1 + θ1

∑n
i=1 y

i
tA , . . . , θ

′
tA + θtA

∑n
i=1 y

i
tA), where θ′h and θh for

all h = 1, 2, . . . , tA are known integer constants. Plug the above into Eq (21a),
we have

Cx0 +D


θ′1 + θ1

∑n
i=1 y

i
tA + nx11

θ′2 + θ2
∑n
i=1 y

i
tA + nx12

...
θ′tA + θtA

∑n
i=1 y

i
tA + nx1tA

 = b0. (23)

Till now, we have transformed 4-block n-fold IP into an equivalent IP with
variables yitA and x1h for 1 ≤ i ≤ n and h = 1, 2, . . . , tA.

Next, we divide x1h by θh and denote by ξh and zh its remainder and quotient,
respectively, that is,

x1h = ξh + θhzh, h = 1, 2, . . . , tA (24)

where ξh ∈ [0, |θh| − 1].
Now we can rewrite the 4-block n-fold IP using new variables ξh, zh (where

h = 1, 2, . . . , tA) and yitA (where 1 ≤ i ≤ n).

(IP6) : max wx = w0x0 + c0 +

n∑
i=1

tA∑
h=1

wihθh(yitA + zh) +

n∑
i=1

tA∑
h=1

wihξh

Cx0 +D


θ′1 + θ1

∑n
i=1 y

i
tA + n(ξ1 + z1θ1)

θ′2 + θ2
∑n
i=1 y

i
tA + +n(ξ2 + z2θ2)

...
θ′tA + θtA

∑n
i=1 y

i
tA + n(ξtA + ztAθtA)

 = b0(25a)

Bx0 +A


ξ1 + z1θ1
ξ2 + z2θ2

...
ξtA + ztAθtA

 = b1 (25b)

y1h = 0, ∀1 ≤ h ≤ tA (25c)

li ≤ xi ≤ ui, ∀0 ≤ i ≤ n (25d)

where c0 :=
∑n
i=1

∑tA−1
h=1 w̃ihy

i
h is a fixed value.

It remains to replace the box constraints li ≤ xi ≤ ui with respect to the
new variables.
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Step 2. Deal with the box constraints li ≤ xi ≤ ui.
Plug Eq (24) and the equality xi = x1 + V yi, ∀1 ≤ i ≤ n into the box

constraint, we have that

`ih − θ̃ih − ξh ≤ θh(yitA + zh) ≤ uih − θ̃ih − ξh,∀1 ≤ i ≤ n, h = 1, 2, . . . , tA(26)

where all θ̃ih, 1 ≤ h ≤ tA and 1 ≤ i ≤ n, are constants during the computation
of V yi.

To divide the fixed value θh on both sides we need to distinguish between
whether it is positive or negative. Therefore we take the same way with (14a)
and (14b) in Theorem 5.

For simplicity, we define

If θh > 0, then di(ξh) = d`
i
h − θ̃ih − ξh

θh
e, d̄i(ξh) = bu

i
h − θ̃ih − ξh

θh
c, (27a)

If θh < 0, then di(ξh) = du
i
h − θ̃ih − ξh

θh
e, d̄i(ξh) = b`

i
h − θ̃ih − ξh

θh
c. (27b)

Then Eq (26) can be simplified as

di(ξh) ≤ yitA + zh ≤ d̄i(ξh), ∀1 ≤ i ≤ n, h = 1, 2, . . . , tA. (28)

Here we use the ceiling function to round up the left side and use the floor
function to round down the right side since yitA + zh is an integer.

We emphasize that here di(ξh) and d̄i(ξh) are dependent on the variable
ξh, however, since ξh ∈ [0, |θh| − 1], either di(ξh) or d̄i(ξh) may take at most
tA different values. Hence, a straightforward counting yields tA

2n possibilities
regarding the values for all di(ξh) and d̄i(ξh). However, notice that di(ξh)’s and
d̄i(ξh)’s are not independent but change simultaneously as ξh changes, we will
show that we can divide the range ξh ∈ [0, |θh| − 1] into a polynomial number of
sub-intervals such that if ξh lies in one sub-interval, then all di(ξh)’s and d̄i(ξh)’s
take some fixed value. We call it an efficient sub-interval.

In the following step 3 we will show that (IP6) can be solved in (tB +
tA)O(tB+tA)poly(log∆) time once each ξh lies in one of the efficient sub-intervals
(and hence all di(ξh)’s and d̄i(ξh)’s are fixed), and then in step 4 we prove there
are nO(tA) different efficient sub-intervals.

Step 3. Solve (IP6) in FPT time when each ξh lies in one efficient
sub-interval.

Let [τh, τ̄h] be an arbitrary efficient sub-interval of ξh such that all di(ξh)’s
and d̄i(ξh)’s take fixed value for any ξh ∈ [τh, τ̄h]. From now on we write them
as dih and d̄ih. By Eq (28), ∀1 ≤ i ≤ n, we have

max{di1 − z1, di2 − z2, . . . , ditA − ztA}
≤ yitA
≤ min{d̄i1 − z1, d̄i2 − z2, . . . , d̄itA − ztA}. (29)
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When we compare dih1
− zh1

and dih2
− zh2

for all 1 ≤ i ≤ n and ∀h1, h2 ∈
{1, 2, . . . , tA}, we just need to compare the value of zh1

− zh2
with at most 2n

distinct values, which are dih1
−dih2

and d̄ih1
−d̄ih2

. Hence, to get rid of the max and

min on both sides of Eq (29), we only need to repeat the above process tA(tA−1)
2

times, creating at most ntA(tA−1) critical values, and dividing (−∞,∞) into at
most ntA(tA− 1) + 1 intervals based on the values of dih1

−dih2
and d̄ih1

− d̄ih2
for

all h1, h2 ∈ {1, 2, . . . , tA}. Let these intervals be I1, I2, · · · , IntA(tA−1)+1. When
{zh1−zh2 |∀h1, h2 ∈ {1, 2, . . . , tA}} belong to one of the intervals, say, Ik, Eq (29)
can be simplified as

`i(Ik, z1, z2, . . . , ztA) ≤ yitA ≤ u
i(Ik, z1, z2, . . . , ztA), ∀1 ≤ i ≤ n (30)

where `i(Ik, z1, z2, . . . , ztA) and ui(Ik, z1, z2, . . . , ztA) are linear functions in z1, z2,
. . . , ztA . Recall that y1tA = 0, whereas `1(Ik, z1, z2, . . . , ztA) = u1(Ik, z1, z2, . . . , ztA)
= 0. For simplicity, we define a new variable pi := yitA − `

i(Ik, z1, z2, . . . , ztA),
then it is easy to see that

0 ≤ pi ≤ ui(Ik, z1, z2, . . . , ztA)− `i(Ik, z1, z2, . . . , ztA), ∀1 ≤ i ≤ n (31)

Now we rewrite (IP6) using new variables pi and z1, z2, . . . , ztA as follows:

(IP7[k]) : max wx = w0x0 +

tA∑
h=1

n∑
i=1

wihξh +

tA∑
h=1

n∑
i=1

wihθhpi + L(z1, z2, . . . , ztA)

Cx0 +D


θ′1 + θ1

∑n
i=1 pi + nξ1 + L1(z1, z2, . . . , ztA)

θ′2 + θ2
∑n
i=1 pi + nξ2 + L2(z1, z2, . . . , ztA)

...
θ′tA + θtA

∑n
i=1 pi + nξtA + LtA(z1, z2, . . . , ztA)

 = b0

Bx0 +A


ξ1 + z1θ1
ξ2 + z2θ2

...
ξtA + ztAθtA

 = b1

0 ≤ pi ≤ ui(Ik, z1, z2, . . . , ztA)− `i(Ik, z1, z2, . . . , ztA), ∀1 ≤ i ≤ n
ξh ∈ [τh, τ̄h], h = 1, 2, . . . , tA

zh1
− zh2

∈ Ik,∀h1, h2 ∈ {1, 2, . . . , tA}
x0 ∈ ZtB , ξh, zh, p ∈ Z, ∀1 ≤ i ≤ n, 1 ≤ h ≤ tA

Here L(z1, z2, . . . , ztA), Lh(z1, z2, . . . , ztA), ∀1 ≤ h ≤ tA are all linear functions
of z1, z2, . . . , ztA which may contain constant term.

Note again that p1 is a dummy variable, u1(Ik, z1, z2, . . . , ztA) = `1(Ik, z1, z2,
. . . , ztA) = 0 enforces that p1 = 0. (IP6) can be solved by solving (IP7[k]) for
every k then picking the best solution.

Now we show how to solve (IP7[k]). Ignoring the dummy variable p1, a cru-
cial observation is that, while (IP7[k]) contains variables p2, p3, · · · , pn, they
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have exactly the same coefficients in constraints, and therefore we can “merge”
them into a single variable p :=

∑n
i=2 pi. More precisely, we consider the co-

efficients of pi’s in the objective function, which are vi :=
∑tA
h=1 w

i
hθh for 2 ≤

i ≤ n. By re-indexing variables, we may assume without loss of generality that
v2 ≥ v3 ≥ · · · ≥ vn. Using a simple exchange argument, we can show that if
p =

∑n
i=2 pi ≤ u2(Ik, z1, z2, . . . , ztA) − `2(Ik, z1, z2, . . . , ztA), then the optimal

solution is achieved at p2 = p, p3 = p4 = · · · = pn = 0. More generally, if

j∑
γ=2

(uγ(Ik, z1, z2, . . . , ztA)− `γ(Ik, z1, z2, . . . , ztA))

<

n∑
i=2

pi

≤
j+1∑
γ=2

(uγ(Ik, z1, z2, . . . , ztA)− `γ(Ik, z1, z2, . . . , ztA)) ,

then the optimal solution is achieved at pi = ui(Ik, z1, z2, . . . , ztA)− `i(Ik, z1, z2,
. . . , ztA) for 2 ≤ i ≤ j and pi = 0 for i > j + 1.

Define Λ(j) :=
∑j
γ=2 (uγ(Ik, z1, z2, . . . , ztA)− `γ(Ik, z1, z2, . . . , ztA)), Λ(1) :=

0, W (j) :=
∑tA
h=1

∑j
i=1 w

i
hθh

(
ui(Ik, z1, z2, . . . , ztA)− `i(Ik, z1, z2, . . . , ztA)

)
. Let

(IP7[k, j]) be as follows:

(IP7[k, j]) : max wx = w0x0 +W (j − 1) + L(z1, z2, . . . , ztA)

+

tA∑
h=1

n∑
i=1

wihξh +

tA∑
h=1

wjhθh (p− Λ(j − 1))

Cx0 +D


θ′1 + θ1p+ nξ1 + L1(z1, z2, . . . , ztA)
θ′2 + θ2p+ nξ2 + L2(z1, z2, . . . , ztA)

...
θ′tA + θtAp+ nξtA + LtA(z1, z2, . . . , ztA)

 = b0

Bx0 +A


ξ1 + z1θ1
ξ2 + z2θ2

...
ξtA + ztAθtA

 = b1

Λ(j − 1) < p ≤ Λ(j)

ξh ∈ [τh, τ̄h], h = 1, 2, . . . , tA

zh1 − zh2 ∈ Ik, ∀h1, h2 ∈ {1, 2, . . . , tA}
x0 ∈ ZtB , ξh, zh, pi ∈ Z, ∀1 ≤ i ≤ n, 1 ≤ h ≤ tA

Our argument above shows that (IP7[k]) can be solved by solving (IP7[k, j]) for
all 1 ≤ j ≤ n and picking the best solution.

It remains to solve each (IP7[k, j]). Notice that this is an IP with O(tA +
tB) variables, and thus can be solved in (tA + tB)O(tA+tB)poly(n, log∆) time
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by applying Kannan’s algorithm. Thus, when each ξh lies in one efficient sub-
interval, (IP6) can be solved in (tA + tB)O(tA+tB)poly(n, log∆) time.

Step 4. Bounding the number of efficient sub-intervals of (ξ1, ξ2, · · · , ξtA).
Recall Eq (27a) and Eq (27b). For simplicity, we assume θh > 0, the case of

θh < 0 can be handled in a similar way.
Divide `ih− θ̃ih by θh > 0 and denote by rh ∈ [0, θh− 1] and qh the remainder

and quotient, respectively. It is easy to see that if 0 ≤ ξh < rh, then di(ξh) =

d `
i
h−θ̃

i
h−ξh
θh

e = qh + 1. Otherwise, rh ≤ ξh < θh, then di(ξh) = d `
i
h−θ̃

i
h−ξh
θh

e = qh.

We define rh as one critical point which distinguishes between di(ξh) = qh + 1
and di(ξh) = qh.

Similarly, divide uih − θ̃ih by θh > 0 and denote by r̄h ∈ [0, θh − 1] and q̄h
the remainder and quotient, respectively. Using the same argument as above
we define r̄h as one critical point which distinguishes between d̄i(ξh) = q̄h and
d̄i(ξh) = q̄h − 1. Critical points can be defined in the same way if θh < 0.

Overall, we can obtain at most 2n distinct critical points for each ξh, and
2ntA distinct critical points for all ξh, ∀1 ≤ h ≤ tA, which divides the whole
interval (−∞,∞) into at most 2ntA + 1 sub-intervals. It is easy to see that once
ξh lies in one of the sub-interval, all di(ξh) and d̄i(ξh) take fixed values. Thus,
the number of efficient sub-intervals of (ξ1, ξ2, · · · , ξtA) is (ntA)O(tA). ut

We remark that the exponential term nO(tA) comes from the enumeration of
all efficient sub-intervals for ξh’s, where ξh is a “global” variable that appears in
constraint (26) for every 1 ≤ i ≤ n. If we consider n-fold IP and there is no x0,
then we can get rid of ξh and zh in constraint (26) and derive upper and lower
bounds for each yi directly, yielding the following theorem.

Theorem 6. If A ∈ ZsA×tA , tA = sA + 1 and rank(A) = sA, n-fold IP can be
solved in linear time of n · poly(tA, log∆).

Proof. We write the constraints of n-fold IP explicitly as follows:

D

n∑
i=1

xi = b0 (35a)

Axi = bi, ∀1 ≤ i ≤ n (35b)

li ≤ xi ≤ ui, ∀1 ≤ i ≤ n

Let Ā be the Smith normal form of A, then there exist integral matrices U , V ,
whose inverse are also integral matrices, such that A = U−1ĀV −1. Furthermore,
U, V can be calculated in time poly(tA, log∆) [19].

Combining with Constraint (35b), we have ĀV −1xi = b̃
i
, where b̃

i
= Ubi.

Let yi := V −1xi, and in the following we will substitute x with new variables

y. Thus we get Āyi = b̃
i
, which implies that αjy

i
j = b̃ij for 1 ≤ j ≤ sA = tA− 1.

This settles the value of all yij ’s except yitA .

Next we consider Constraint (35a). It can be written as D
∑n
i=1 V yi = b0.

For simplicity let D̃ = DV , then we have D̃
∑n
i=1 yi = b0. Note that only
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yitA ’s are variables, D̃
∑n
i=1 yi = b0 reduces to equalities with only one variable∑n

i=1 y
i
tA , which can be solved directly and we get

n∑
i=1

yitA = d0,

for some d0.
Finally we consider the box constraints. From li ≤ xi ≤ ui, we get li ≤

V yi ≤ ui. Recall that the value of all yij ’s, except yitA , has been determined.

Hence, li ≤ V yi ≤ ui reduces to a set of inequalities in yitA . Note that each
inequality has the form of αyitA ≤ β for some α and β. Since yitA is an integer,
it can be further simplified as yitA ≤ bβ/αc if α > 0, or yitA ≥ dβ/αe if α < 0.

Hence, li ≤ V yi ≤ ui can be simplified into the following form:

˜̀i ≤ yitA ≤ ũ
i. (36)

For ease of discussion, we further substitute yitA ’s with a new variable pi :=

yitA − ˜̀i. Simple calculations show that wx =
∑n
i=1 wixi =

∑n
i=1 wiV yi =

c0 +
∑n
i=1 w̃

i
tApi for some w̃itA and fixed value c0. Therefore, we can rewrite the

n-fold IP as:

(IP8) : max c0 +

n∑
i=1

w̃itApi

n∑
i=1

pi = d0 −
n∑
i=1

˜̀i

0 ≤ pi ≤ ũi − ˜̀i, ∀1 ≤ i ≤ n

(IP8) can be solved via a simply greedy algorithm. By re-indexing variables,
we may assume without loss of generality that w̃1

tA ≥ w̃
2
tA ≥ · · · ≥ w̃

n
tA . Suppose∑γ

i=1(ũi− ˜̀i) < d0−
∑n
i=1

˜̀i ≤
∑γ+1
i=1 (ũi− ˜̀i), then a simple exchange argument

shows that the optimal objective is achieved at pj = ũj − ˜̀j for 1 ≤ j ≤ γ,

pγ+1 = d0 −
∑n
i=1

˜̀i −
∑γ
i=1(ũi − ˜̀i), and pj = 0 for j ≥ γ + 2.

Overall, the running time is n · poly(tA, log∆) where poly(tA, log∆) is the
time to compute Smith normal form of A.

5 Conclusion

In this paper, we explore the possibility of developing an algorithm that runs
polynomially in log∆ for block-structured IP. We obtain positive as well as
negative results. Our results seem to suggest that the box constraint l ≤ x ≤ u
significantly impact the tractability. It remains as an important open problem
to give a complete characterization on what kind of box constraints may lead to
algorithms polynomial in log∆. Another interesting open problem is on 4-block
n-fold IP, when A ∈ ZsA×tA , tA = sA + 1 and rank(A) = sA. Currently our
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algorithm runs in (tA + tB)O(tA+tB) · nO(tA) · poly(log∆) time, which is an XP
algorithm when taking tA, tB as a parameter. It remains open whether there
exists an FPT algorithm parameterized by tA, tB .
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