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Abstract

In this paper we consider almost cyclostationary processes with jitter effect. We propose a boot-
strap approach based on the Moving Block Bootstrap method to construct pointwise and simultaneous
confidence intervals for the Fourier coefficients of the autocovariance function of such processes. In
the simulation study we showed how our results can be used to detect the significant frequencies of
the autocovariance function. We compared the behavior of our approach for jitter effects caused by
perturbations from two distributions, namely uniform and truncated normal. Moreover, we present a
real data application of our methodology.
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1 Introduction

In this paper we consider almost cyclostationary (ACS) processes. They are generalizations of cyclosta-
tionary (CS) processes. A process X (t) with finite second moments is called CS with period d, if it has
periodic mean and covariance function, i.e.,

E(X(t+d)=E(X(t) and Cov(X(t),X(s)) = Cov (X (t+d), X(s +d)).

For more details we refer the reader to [1].

Moreover, a process X (t) with finite second moments is called ACS, if its mean and autocovariance
functions are almost periodic. Let us recall that almost periodic functions were introduced by Besicovitch
in [2]. A function f : R — R is called almost periodic if for every ¢ > 0 there exists a number /. such
that for any interval of length greater than [, there is a number p. in this interval such that

sup [f(t +pe) — f(t)| <e. (1)
teR

Equivalently, the almost periodic functions can be defined as the uniform limits of trigonometric polyno-
mials (see [2]). For more information on ACS processes we refer the reader to [3].

To analyze ACS processes, Fourier analysis is often applied. Fourier expansions of the mean and the
autocovariance function are used to detect significant frequencies. Although, results establishing the es-
timators of the Fourier coefficients and their properties are well known (see [4]), in practical applications



one needs also a method to obtain the range of possible values of the considered parameters. Unfortu-
nately, the asymptotic confidence intervals cannot be constructed because the asymptotic variances of
the estimators depend on the unknown parameters. Thus, to compute confidence intervals resampling
methods are used. They allow us to approximate the distribution of the statistics of interest.

One of the most popular resampling techniques is the bootstrap method. It was introduced by Efron in
[5]. The method was initially designed for independent and identically distributed data, but in the late
1980s and beginning of the 1990s, there appeared modifications dedicated for stationary time series (see
[6] and [7]). Finally, techniques for nonstationary processes have been developed in the last 10 years.
Methods dedicated to stationary or nonstationary time series are designed to preserve the dependence
structure contained in the data. The idea is to randomly sample blocks of observations and hence to
keep inside of each block the dependence structure contained in the original data. Currently there exist
three block bootstrap methods that can be applied to CS/ACS processes. These are the Moving Block
Bootstrap (MBB) introduced independently in [6] and [7], the Generalized Seasonal Block Bootstrap
(GSBB) proposed in [8], and the Generalized Seasonal Tapered Block Bootstrap (GSTBB) proposed in
[9]. All can be used for CS processes, but since the GSBB and the GSTBB require knowledge of the
period length, they cannot be applied to the ACS case. The first bootstrap consistency result for CS/ACS
processes was obtained in 2007 by Synowiecki in [10]. The author showed validity of the MBB for the
overall mean of the ACS time series. Dudek et al. proved the GSBB consistency for the overall mean
and the seasonal means in [8]. The corresponding results for the GSTBB can be found in [9]. The appli-
cability of the modified MBB for the Fourier coefficient of the mean and the autocovariance functions of
ACS time series was proved in [11]. Fourier coefficient of the mean and the autocovariance functions of
CS time series were considered in [12] (GSBB) and [9] (GSTBB). Moreover, Dehay and Dudek showed
the MBB validity for Fourier coefficient of the mean and the autocovariance functions of ACS continues
time process that is not fully observed (see [13] and [14]).

In the following we extend applicability of the bootstrap method to the ACS processes, which are ob-
served in instants that are randomly disturbed. This effect is called jitter. It appears in many signal
analysis problems ([15], [16], [17]), e.g., receiver design in telecommunication, audio applications, optical
encoders, etc. Jitters in clock signals are typically caused by noise or other disturbances in the system.
Contributing factors include thermal noise, power supply variations, loading conditions, device noise, and
interference coupled from nearby circuits.

When acquiring a signal, the jitter of the sampling clock can be voluntary or involuntary. For example,
in the case of compressed sensing it is essential to achieve a random signal acquisition. In practice this
operation can be performed by adding a random jitter on the clock signal. In other applications, the
jitter can be undergoing. This is the case for the angular acquisitions of vibratory signals issued from
rotating machinery. In this situation, angular sampling is sensitive to hardware imperfections (optical
encoder precision, electrical perturbation, etc.) (see [18]). The angular sampled signal quantification step
or sampling frequency determination is not identical to the time domain ([19], [20]). Angular sampling
is also not adapted to study time domain signals like impulse response. Some of the imperfections can
be viewed as non-uniform sampling or random jitter. In these voluntary or involuntary circumstances, it
appears appropriate to develop CS signal analysis tools sampled in the presence of jitter.

The paper is organized as follows. In Section 2 the problem is formulated and the considered assumptions
are presented. In addition, the estimators of the Fourier coefficients are introduced and their asymptotic
properties are discussed. Section 3 is dedicated to the bootstrap method. The MBB approach adapted to
our problem is presented and its consistency for the Fourier coefficients of the autocovariance function is
shown. Finally, the construction of the bootstrap pointwise and the simultaneous confidence intervals are



provided. Section 4 is devoted to the alternative bootstrap technique that can be used in the considered
problem. In Section 5, a simulation study is presented in which the performance of the proposed boot-
strap method is verified. Finally, in Section 6 the real data vibratory gear vibration signal is analyzed
and the obtained results are discussed in Section 7.

2 Problem formulation

Let X = {X(t),t € R} be a zero-mean real-valued process that is uniformly almost cyclostationary
(UACS), i.e., for any s € R E(X?%(s)) < oo and autocovariance function B(t,7) = Cov(Xy, Xyyr) =
E(X(t)X(t+ 7)) is almost periodic in ¢ uniformly in 7.

In the following, we use notation introduced in [21].

The process X(t) is not observed continuously but only in instants t; = kh + Ug,h > 0. Hence one
observes the discrete time process Xy = {X(kh + Uy),k € Z}. Random variables Uy are independent
and identically distributed (iid) and are independent of X. They can be considered as random errors. In
fact we assume that each instant in which the process is observed is disturbed. In the sequel we assume
that A > 0 is fixed and small enough to avoid aliasing. In [18] a similar model was considered with Uy
being iid random variables from the standard normal distribution.

In this paper we focus on the Fourier analysis of X. Generally, for a fully observed process X, the Fourier
coefficients of the autocovariance function are of the form

1 /7
oM7) = lim / B (X(8)X (¢ + 7)) exp(—iXs)ds )
0
For a continuous time observation of a UACS process X the estimator
1 /7
ar(\) = 7 / X ()X (t + 7) exp(—it)dt (3)
0
is consistent and asymptotically normal (see, e.g., [4], [22]).

To estimate the Fourier coefficients of the autocovariance function of X in our case, we need to use
some approximation. The problem is caused by the fact that we need to know values X (¢) X (t+7). Since
7 is not always a multiple of h, we approximate 7 by the nearest multiple of h. Let k; be the nearest

integer to 7/h. We have

T 1</€<T—i—1
h 2 T h o2

Finally, Uy 7 = Ug4k, + krh — 7 is a time perturbation for the time moment kh + 7.

We observe a sample { X (kh + U) : 1 < k < n}. The estimator of a(\, 7) is defined as follows

a(\T) = %Z’Bk(A,T), (4)
k=1

where
be(\,7) = X (kh + Up) X ((k + k2 )h + Uy yx,) exp(—iXkh) (5)

and 0 < k <n and 0 < k + k,; < n. Note that for fixed h > 0, the time series by (X, 7) is ACS.
In the next subsection we discuss the assumptions that we used to derive our results.



2.1 Assumptions

In the sequel the following conditions are used:

(i) X is sampled at a constant rate greater than the Nyquist rate with time step h > 0 (h is small
enough to avoid aliasing);

(ii) the random perturbations U}, are iid from some distribution on (—h/2,h/2);

)
(iii) set A={A€R:a(\ 7)#0 for some 7 € R} is finite;
(iv) sup, E{| X (¢)[8+?7} < oo for some 1 > 0 ;
(v) X has almost periodic fourth moments, i.e. for each t € R, E{X(t)*} < oo; the function
(t,m1,72,73) — E{X ()X (t + 71)X (t + 72) X (t + 73)} is almost periodic in ¢ uniformly with respect
to 71, T2, T3 varying in R ;

_n_
(vi) X (t) is a-mixing and Y ;7 ka %™ (k) < oo;

Condition (i7) prevents permutation of observations caused by the jitter effect, i.e., we assume that the
instants of the observations are perturbed but the order of the observations is unchanged. Assumption
(7i7) denotes that for each 7 there is a finite number of non-zero coefficients a(\,7) or equivalently a
finite number of significant frequencies A. This condition is not necessary but allows us to simplify the
presentation of the results. Finally, to obtain the asymptotic normality of a(\, 7), a mixing condition
(vi) is needed. To be precise, process X is called c-mixing if ax (k) — 0 as k — oo, where

ax(u) =sup  sup |P(ANB)— P(A)P(B)|,
t A€Fx (—oo,t)
BeFx (t+u,00)

and Fx(—o00,t) =0 ({X(s): s <t}) and Fx(t+u,00) =0 ({X(s):s>t+u}) are o-fields generated by
observations from the past and future, respectively. Thus, the a-mixing coefficient ax (u) measures the
dependence between the past and the future information carried by the process X when the horizon (or

delay) is u. When ax(u) = 0, it means that observations that are u time unites apart are independent.
The m-dependent time series are known to be a-mixing. More details and examples can be found in [23].

2.2 Properties of a(\, 7)

Below we state the asymptotic normality of a(A,7) in the one-dimensional and in the multidimensional
case. From now on, any complex number z we treat as the two-dimensional vector of the form z =
(R(2),3(2)). By R(z) and J(z) we denote the real and the imaginary part of z. Finally, the symbol ()
denotes the transpose of a vector.

Theorem 2.1 Assume that conditions (i) — (1) and (vi) are fulfilled. Moreover, let sup, E{|X (t)[*t7} <
oo for some n > 0. Then, vVnh(a(\,7) —E(a(\,7))) converges in distribution to the two-dimensional
Gaussian law No (0, B(\, 7)), where
1
BOT) = 5 [ Gl0mtit 4 1)S100) + 5,071+ 1S (0)
R
+  be(2A, Tt t + 7)S3(AE) 4+ bs(2A, T, t, t + T)S4(At)) dit



and

be(A, u, v, w) = hm T / Cov (X (s)X (s +u), X (s + v)X(s + w)) cos(As)ds,
T—00
bs(\, u, v, w) = hm = / Cov (X ()X (s +u), X (s +v)X (s +w))sin(As)ds,

sy =[S0 0T )= i) e,
0= [0 O] s = [0 0]

The result above is a direct consequence of Theorem 2.6 in [24]. Before we recall the multidimensional
version of Theorem 2.1, we introduce here some additional notation. By A and T we denote r-dimensional
vectors of frequencies and shifts of the form

!/ !/

A=A, N) , T=(T1,...,T) .

Additionally,

/

CL()\,T): (éR( ()‘1’7-1))7 ( ()‘177-1)) 7%(a()‘ﬁﬂ“))a%(a()‘ﬁﬂ")))

and a(\, 7) is its estimator.

Theorem 2.2 Under the assumptions of Theorem 2.1, vV/nh (a(X\,7) — E (a(X\,7))) converges in dis-
tribution to the 2r-dimensional Gaussian distribution Na, (0, B(X,T)), where elements of B(X,T) are
calculated as follows:

B(Ai,)\j,’fi,’i‘j) = lim nhCOV(a(Ai,Ti),a(Aj,Tj))

n—oo

1

+ bc()\i + /\j7 Ti byt + Tj)Sg,()\jt) + bs()\z' -+ )\j,TZ‘,t,t + Tj)S4()\jt)) dt
for i,= 1...,r. The symbols b.(\,u,v,w),bs(\, u,v,w) and matrices S1(0),...,S4(0) are defined in
Theorem 2.1.

One may note that the asymptotic covariance matrix depends on unknown parameters and in practice is
almost impossible to estimate. Thus, to calculate confidence intervals, we propose to apply resampling
methods. In the next section we introduce a bootstrap algorithm to construct a family of estimates which
will permit us to determine the empirical confidence intervals for a(A, 7).

3 Bootstrap method

Before we present our bootstrap algorithm, we introduce here a decomposition of a(\, 7).

Zbk (A7) Zbk 7) exp(—iAkh), (6)



where
br(r) = X (kh+ U)X ((k+ kr)h + Upya, ) - (7)

Note that b (7) is an ACS time series (see, e.g., [3]).
Let us recall that we observe a sample (X (h + Uy), X(2h + Us),..., X (nh+ U,)). In the following we
perform bootstrap on

('61(7), o Bn(T)) : (8)

where 7 is fixed. Our bootstrap method is based on the MBB algorithm introduced independently in [6]
and [7]. At first we recall the usual MBB algorithm and then we discuss its modification that we used to
construct a consistent bootstrap estimator of a(A, 7).

MBB algorithm
Let (Y1,...,Y,) be an observed sample and B; = (Y;,...,Y;4p-1),s = 1,...,n — b+ 1 be a block of
observations which starts with observation Y; and has length b,b € N.

1. Choose a block size b < n. Then our sample can be divided into [ blocks of length b and the
remaining part is of length r, i.e., n=I0b+r, r=0,...,b— 1.

2. From the set {Bi,..., B, _py1} choose randomly with replacement [ + 1 blocks By, ..., B ;. The
probability of choosing any block is 1/(n — b+ 1).

3. Join the selected [ + 1 blocks (B’lk, ey BI*H) and take the first n observations to get the bootstrap
sample (Y*,...,Y) of the same length as the original one.

To obtain the bootstrap sample in our case we will not apply the MBB to the sample (8) directly, since
we would entirely lose the information about the time indices of selected observations. This information
is crucial to construct the bootstrap consistent estimator of a(A, 7). Thus, we use the MBB to

((élm, 1) (BH(T),n)) :

The second coordinate in each pair corresponds to the time index of the observation.

Bootstrap algorithm:

1. Choose the block length b < n. Then our sample can be divided into ! blocks of length b and the
remaining part is of length r, i.e. n=I0b+7r,r=0,...,b— 1.

2. Fort=1,2,....n—b+1let By = ((Z;t(T),t) ,...,<5t+b_1(7),t+b— 1)) be a block of the length

b. From the set {Bi,..., By_p+1} we choose randomly with replacement [ + 1 blocks BY, ..., B y.
This means that

« 1 . .
P*(BZ:B]):m f()r 2217...,l+1,j:1,...,n—b+17
where P* denotes the conditional probability given the sample {X (kh 4+ Uy) : 1 < k < n}.

3. Join the selected [ + 1 blocks (B’f, ey Bl*+1) and take the first n observations to get the bootstrap

sample ((b{ (1), 1*) ey (b:;(T), n*)) of the same length as the original one.

6



The idea behind this bootstrap method was used in [13] for the Fourier coefficients of the mean function
of the continuous ACS process.

We define the bootstrap estimator of a(A, 7) as follows:
1 <A
a*(\T)=—=>) b —iAK™h). 9
T = 5 2 Bilr) exp(—iAR'R) )

Note that using the bootstrap only for (bk(T), k), which does not depend on frequency A, allows us to cal-
culate the value of a*(\,7) at the same time for many frequencies . Bootstraping (bx(7) exp(—i\kh), k)
requires repetition of the algorithm for each frequency. Thus, our approach leads to a substantial reduc-
tion of the computational cost.

Below we state consistency of our bootstrap approach.

Theorem 3.1 Under assumptions (i) — (vi) and if b — oo as n — oo such that b/n — 0, we have that
p(ﬁ (\/ nh(a(A, 1) — a(/\,T))> ,L* <\/ nh(a*(\, 1) — E*&*(A,T))) > — 0 in prob.,
where p is any distance metricizing convergence in distribution on R?.

y nh(a(A,7) —alA, 7 we denote the probability law of vnh (a(A, 7) — a(A, 7)) an
By L (vnh (a(A A d h bability 1 f vnh (a(A A d

L* (\/ nh (a*(\,7) — E*a*(\, 7'))) is its bootstrap counterpart conditionally on the observed sample { X (kh+

Ug) : 1 <k <n}. Moreover, E* is the conditional expectation given the sample. The definition of con-
vergence in probability can be found in [25].
To present the multidimensional version of Theorem 3.1 let us introduce some additional notation. Let
r,7 € N be fixed and

A=A, 0N),

be vector of frequencies. Moreover, let

Ra(N\,7) = (Ra(A,7),...,Ra(\., 7)),

Sa (A, 1)

I
&
S

—~
>
=
-s
&
2
>
3

B

=

and
a(N7)=Ra(A1,7),Sa(A1,7),...,Ra(\, 7),Sa(\, T))I.

Finally, the estimator of a (A, 7) and its bootstrap counterpart are denoted respectively by a (A, 7) and
a* (X, 7). The theorem below states the consistency of our bootstrap method for a (X, 7).

Theorem 3.2 Under the assumptions of Theorem 8.1
p (E {\/nh (@A, 1) —a(A, 7'))} , L {\/nh (@ (A, 1) —E*a* ()\,T))}) — 0 in prob.,

where p is any metric metricizing convergence in distribution on R?".



3.1 Bootstrap confidence intervals

Theorem 3.1 allows us to construct bootstrap percentile pointwise confidence intervals for the real and
the imaginary part of a(X, 7). Let us recall that in practice the asymptotic variance is almost impossible
to estimate and hence standard asymptotic confidence intervals cannot be obtained. Bootstrap methods
are an alternative approach which provides the confidence interval estimate for the unknown parameter.
Below we discuss the construction of the (1 — a)% bootstrap percentile equal-tailed confidence interval
for Ra(A, 7). The confidence interval for Sa(\, 7) can be obtained correspondingly.

Bootstrap pointwise confidence intervals

1. Let frequency A and shift 7 be fixed. Repeat B times the bootstrap algorithm described in Section
3 to obtain B replicates of a*(\,7), i.e., a**(\, 7),...,a*B(\, 7).

2. Calculate the mean of the obtained values, i.e.,
1,
a*(\, 1) = B E_l a*(\ ).

3. Fori=1,..., B calculate y; = v/nh (a** (A, 7) — @*()\, 7)) and sort the obtained values in ascending
order to obtain y(1),...,y(p)-

4. Let k1 = [Ba/2] and ko = |B(1 — «/2)]. By [z] and |z| we denote the ceiling and the floor of
the real number z. The (1 — a)% bootstrap percentile equal-tailed confidence interval for Ra(\, 7)

is of the form
<§R5(A,7) _ Yk pGia ) — y““)).

Vnh' Vnh

In practice, for each 7 many frequencies are considered. Thus, the simultaneous confidence intervals are
of great importance. They are frequently met in real data applications (see, e.g., [12], [11]). To obtain
them, the consistency of the bootstrap approach for smooth functions H : R?” — R® s € N of a (\,7)
needs to be shown, i.e.,

p <L {\/nh (H@\ 1) - H(a (,\,7)))} L {\/nh (H @ (A7) — E*H (@ (A, T)))}) —0 in prob.
This result is a direct consequence of Theorem 3.2 and the continuous mapping theorem (see [25]).
Below we present the construction of the (1 — «)% bootstrap percentile equal-tailed simultaneous confi-

dence intervals for Ra(A,7),. .., Ra(Ar, 7).

Bootstrap simultaneous confidence intervals

1. Let frequencies Ay, ..., A\, and shift 7 be fixed. Repeat B times the bootstrap algorithm described
in Section 3 to obtain B replicates a*(X\,7) = (a*(\1,7),...,a" (N, 7)),i=1,...,B.



2. For j =1,...,r calculate the means of the obtained values, i.e.,

a* (N, T) = Z~*Z Aj,T).

3. For : =1,..., B calculate
Koz = Vnhmax R (@ (\j,7) =a* (A, 7))

J

Eomini = Vahmin® @\, 7) = (A, 7)) .
J

4. Sort the obtained values in ascending order to obtain K4z (1), - - - » Kiaz,(8) a0d Kpin (1) - - + s Konin,(B) -

5. Let k1 = [Ba/2] and ky = | B(1 — a/2)]. The (1 — a)% bootstrap percentile equal-tailed simulta-
neous confidence intervals for Ra(A1,7),...,Ra(\,, 7) are of the form

Kmax ~ Kmln
<§}ean(AjaT) - #,%an(/\j,ﬂ - ﬁ)

forj=1,...,7, A,..., A € Rand 7 € R. The confidence intervals for the imaginary case are
defined correspondingly.

4 Alternative bootstrap approach

In this section we present a modification of the bootstrap approach presented in Section 3, which allows
us to reduce bias of our bootstrap estimator for finite n. We use the idea introduced in [26]. The usual
MBB is using n — b + 1 blocks of the length b. The observations whose indices are between b and n — b
are present in b different blocks, while the observations from the beginning and the end of the sample
appear less frequently. For example, the first observation is only in the block Bj. Politis and Romano
showed that this leads to an increase in bias of the estimator. To reduce it, they proposed to treat the
data as wrapped on the circle. Then each observation is present in the same number of blocks. Below
we discuss how to apply this idea in our setting.

Let us recall that we apply bootstrap to the sample

((61(7), 1) (BH(T),n)) .

By B;,i = 1,...,n we denote a block of observations that starts with observation (bZ(T),Z> and has

length b. Note that for ¢ =1,...,n — b+ 1 we consider exactly the same blocks as defined in Section 3.
Fori=n—0+2,...,n block B; is created by joining the observations from the end and the beginning
of the sample to obtain a block of the required length. To be precise,

B, = ((bl(T),Z> e <bn(7'),n> , (61(7'), 1) ey (Bb_n+i_1(7),b —n+1i— 1)) for t=n—-b+2,...,n

Now each observation appears exactly in the same number of blocks. Below we present the circular
version of the bootstrap algorithm presented in Section 3.

Circular bootstrap approach



1. Choose the block length b < n. Then our sample can be split into [ blocks of length b and the
remaining part of length » < b,i.e. n=1lb+r,r=0,...,b— 1.

2. From the set {Bji,..., B} choose randomly with replacement [ + 1 blocks Bf,.. B 1. The
probability of choosing any block is equal to 1/n.

3. Join the selected [ + 1 blocks (Bi‘, ey Bl*+1) and take the first n observations to get the bootstrap
sample ((b{ (1), 1*) ey (b;’;(T), n*)) of the same length as the original one.

The bootstrap estimator a*(\, 7) and its multidimensional version a*(\, 7) remain unchanged (see defi-
nitions in Section 3), except that they are constructed by random selections from the set of n blocks.
As we mentioned above, Politis and Romano proposed a circular bootstrap idea to reduce the bias of
their estimator. The authors considered stationary time series. Below we investigate if the proposed
modification is bringing similar effects in our nonstationary case. Let n = [b, i.e., the sample size can be
split into [ disjoint blocks of the length . We have the following:

E* (@ (\, 7)) < Zbk ) exp —z)\k*h))

b b
Zb;; ) exp(—i\k*h) Z bi(r) exp(—iAk*h) +---+ > bi(7) exp(—iAk*h)
k=b+1 k=(—-1)b+1

== ZE* Z bZ( ) exp(—iAk™h)

n
j=1 k=(j—1)b
1 l 1 n s+b— . N
— Z T)exp(—iAkh) | =a(\, 7).
n j=1 ns:l k=

Note that the sum (ZSH} Yo (7 )exp(—z’Akh)) is based on observations belonging to the block Bs.
Each time when time index k > n we take k — n instead. Then we replace by(7)exp(—iAkh) by
br—n(7) exp(—iA(k — n)h). For the sake of simplicity we decided not to introduce any additional no-
tation to indicate this fact.

We showed that E* (a*(\, 7)) = a(\, 7), which means that a*(\, 7) is the unbiased estimator of a(\, 7)
conditionally on the observations. This property does not hold if the non-circular bootstrap algorithm
is used. If the bootstrap sample <<b’f(7'), 1*) Y (b:(T), n*)) is obtained using the standard approach

described in Section 3, we obtain the following:

b
E* (@*(\,7) ZE* > bi(r) exp(—iAk*h)
k=(j—1)b+1
1 l 1 n—b+1 /s+b—1
:;Zm Z (Z by (7) exp —zAkh))
j=1 s=1
1 124
-— na(A,T)—b;(b 7) (b5 () exp(—=iAjh) + b1 (7) exp(~iA(n = j + 1)h))

10



and hence a*(\, 7) is biased.
Below we present consistency results for the circular bootstrap approach.

Theorem 4.1 Under assumptions of Theorem 3.1
p(ﬁ (m (a(\,T1) — a()\,T))> L (\/7%(5*()\, T) — Zi(A,T))) ) — 0 in probd.
Theorem 4.2 Under the assumptions of Theorem 3.2
o (,a {\/@(a(x,ﬂ —a (,\,7))} L {\/%(a* (A7) — a(,\,m}) —40 in prob.

Finally, following the reasoning presented in Section 3.1 one may construct the pointwise and the simul-
taneous confidence intervals for Fourier coefficients using the circular version of our bootstrap approach.

5 Simulation study

In the following, we investigated how the procedures proposed by us work in practice. For that purpose

we considered a signal
X(t) = a(t) cos(2mt/10) + <(t),

where a(t) is a stationary zero-mean Gaussian process with standard deviation equal to 0.1 and <(t) is a
AR(2) correlated additive Gaussian noise of the form

¢(t) = 0.5¢(t — 1) + 0.25¢(t — 2) + €(t),

where €(t) are iid random variables from the normal distribution with mean equal to 0 and standard
deviation equal to 0.05.
The set of the second order cyclic frequencies is of the form

A={-02Hz,0Hz,02Hz}.

In each period of length 10 s we collected 100 observations. We assumed that we observed 100 of
periods and hence the length of the sample was n = 10000 observations. To detect significant frequen-
cies, we constructed 95% bootstrap pointwise and simultaneous confidence intervals (see Section 3.1) for
Re (a(X,0)) and Im (a(A,0)). Due to the symmetry of the cyclic spectrum, we restricted our study to
A€ {0Hz,0.01Hz,...,0.5Hz}, using the circular version of our bootstrap approach (see Section 4). We
took two block lengths b € {20,100}, which were equal approximately to /n and /n. The number of
bootstrap samples B = 500. Moreover, we considered two types of random perturbations. In the first
case U; were iid random variables from the uniform distribution on (—h/2, h/2), while in the second one
U; were iid from the truncated normal distribution (mean and standard deviation respectively equal to
0 and 0.01) i.e., distribution restricted to the interval (—h/2,h/2).

The obtained results are presented in Figures 1-2 (uniform distribution case) and 3-4 (truncated normal
distribution case). Independently of the considered distribution and the chosen block length using simul-
taneous confidence intervals, we always detected two frequencies, i.e., 0 Hz and 0.2 Hz, which were the
true frequencies. The frequency A was detected as significant when at least one of the corresponding con-
fidence intervals for Re (a(A,0)) and Im (a(\,0)) did not contain 0 value, which denoted that a(\,0) # 0.
The pointwise confidence intervals provided the same results, except for one case. For b = 100 with the
truncated normal distribution, we detected an additional frequency of 0.11Hz. The simultaneous confi-
dence intervals proposed by us are less sensitive to the block length choice and seem to be a convenient

11
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Figure 1: Results for uniform distribution. Grey color: pointwise (first row) and simultaneous (second row) confidence
intervals for Re (a(X,0)) (left column) and Im (a(A,0)) (right column), A € {0Hz,0.01Hz,...,0.5Hz} and b = 100. Black
color: estimators of Re (a(A,0)) and I'm (a(),0)). Nominal coverage probability is 95%.

tool for frequency detection.

Finally, to check effectiveness of our approach we compared performance of our bootstrap technique
with the Monte Carlo (MC) evaluation. The values of the all parameters were the same. The number
of the MC replicates was 500. The results obtained with the MC method are presented in Figures 5-6.
Using the simultaneous confidence intervals independently of the chosen distribution, two frequencies
were detected: 0 Hz and 0.2 Hz. Thus, the MC approach and our bootstrap method provided exactly the
same results, detecting precisely the true frequencies. However, in the case of the pointwise confidence
intervals our approach was superior to the MC one. With the MC method, we detected the following set
of frequencies (in Hz):

{0,0.01,0.07,0.09,0.1,0.13,0.14, 0.18,0.19, 0.2, 0.23, 0.25, 0.26, 0.27, 0.29, 0.31,
0.32,0.34,0.37,0.38,0.39,0.41,0.43,0.45,0.47}

in a case of the truncated normal distribution and

{0,0.01,0.02,0.05,0.07,0.09,0.1,0.11,0.13,0.17,0.18,0.2,0.21,0.23,0.28, 0.3, 0.31,
0.35,0.4,0.41,0.43,0.45,0.46,0.49, 0.5}

in the case of the uniform distribution. We obtained many frequencies that were not the true frequencies.
Thus, our bootstrap approach seems to be more suitable for practical applications.

12
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6 Analysis of Fourier spectrum of gear vibration signal

6.1 Fault detection of a gear system by spectral analysis

Spectral analysis is a natural tool for the processing of signals in mechanics. In general, the vibration
signal taken from a rotating machine is a composition that responds to many different excitation forces.
The aim of spectral analysis is to be able to dissociate and identify vibratory sources according to the
kinematic characteristics of the various constituent elements and their speed of rotation (or their fre-
quency of movement).

The vibrations resulting from a single stage reduction (Figure 7) are mainly due to the deviation of the
position of the wheels with respect to a perfect rotational movement. A number of meshing signal models
were presented in the literature in [27], [28] and [29]. These models more or less translate the reality of
the measured signals. The signal may be summarized as follows: the vibration, called the meshing signal,
is periodic and its frequency (meshing frequency) is equal to the frequency of rotation of one of the two
wheels multiplied by the number of teeth of this wheel. Moreover, this meshing signal is modulated in
amplitude and frequency by both a periodic signal of period equal to the period of rotation of the pinion
and a periodic signal of period equal to the period of rotation of the wheel. In general the frequency
modulation is much less important than the amplitude modulation.

By neglecting the frequency modulations the model established by Capdessus and Sidahmed in [30]
can be used:

sc(t) = Z se (t —n7e) (1 + Z Spy (t — mp,) + Z Spy (1t —pr2)> ) (10)

n=—00 m=—00 p=—00
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Figure 3: Results for truncated normal distribution. Grey color: pointwise (first row) and simultaneous (second row)
confidence intervals for Re (a(),0)) (left column) and I'm (a(X,0)) (right column), A € {0Hz,0.01Hz,...,0.5Hz} and b =
100. Black color: estimators of Re (a(X,0)) and Im (a(A,0)). Nominal coverage probability is 95%.

where 7, is the meshing period, 7,, is the rotation period of wheel 1, 7, is the rotation period of wheel
2, s¢(t) is the vibratory meshing signal, sy, (¢) is the vibratory signal produced by wheel 1 and s, (t) is
the vibratory signal produced by wheel 2.

The most striking characteristic of the signal is the amplitude modulation due to the rotation of the
wheels. Here we have a bidimensional spectrum which is composed by a family of lines of frequency
kfe = k/7e due to the fundamental frequency and harmonics of the meshing signal (Figure 8). This
family of lines is spread over a large part of the spectrum, because the nature of the meshing signal is of a
broadband type. Moreover, the amplitude modulation results in the presence of lateral bands around the
meshing harmonics at multiple distances of f; = 1/7,, for the modulation due to wheel 1 and fy = 1/7,
for the modulation due to wheel 2.

The detection and localization of the teeth defects of the wheels go through the statistical estimation
of the characteristic frequencies. In the next section we estimated the frequency of meshing a vibratory
signal from a gear system.

6.2 Real vibratory signal

In this section we applied our bootstrap technique to a vibratory signal. The recordings were carried
out at CETIM on a gear system with a train of gearing with a ratio of 20/21 functioning continuously
until its destruction. The gearbox was running at 120% of the nominal power. The test was of length 12
days with a daily mechanical appraisal; measurements were collected every 24 h. These signals were used
on several occasions to demonstrate diagnostic procedures [30] and [31]. In the considered experiment
the accelerometer signal was collected in ideally equally spaced time instances, which were randomly
disturbed. This corresponds to the jitter sampling scheme introduced in Section 2. The non-disturbed

14
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time step h was set 1/5000 sec. The disturbances were generated from uniform distribution with mean 0
and standard deviation h/2. The number of observations of the signal was 30000. In this signal, we had
characteristic frequencies at 340 Hz and its harmonics. Our aim was to detect the meshing frequency of
340 Hz. Tracking the amplitude of this frequency can be used to detect an anomaly. In the following,
we will not deal with the case of fault detection which has already been published in [32]. The signal is
presented in Figure 9. Note that the observed values of the signal range from -10000 to 8000. Thus, to
simplify the calculation and the presentation of the results we divided them by 1000.

To detect significant frequencies, we constructed 95% bootstrap pointwise and simultaneous confidence
intervals (see Section 3.1) for Re (a(X,0)) and Im (a(X,0)), A € {300Hz,310Hz,...,700H 2z}, using the
circular version of our bootstrap approach (see Section 4). As in Section 5, we used two block lengths
b € {30,200}, which were approximately equal to /n and y/n. The number of bootstrap samples B = 500.
The results are presented in Figures 10-11.

Independently of the chosen block length b and used type of confidence intervals, we always successfully
detected a frequency 340 Hz and its harmonic 680 Hz, which means that our bootstrap approach allowed
to point out precisely the true frequencies.

7 Summary and conclusions

In this paper we considered the continuous CS signal which is observed in instants that are randomly
disturbed. We focused on the second-order analysis, i.e., we dealt with the autocovariance function of the
signal. We provided two bootstrap approaches based on the MBB method that enabled us to construct
the pointwise and the simultaneous confidence intervals for the Fourier coefficients of the autocovariance
function. We used these confidence bands to detect the second-order significant frequencies i.e., such
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frequencies for which the Fourier coefficients are nonzero.

The efficiency of the methods developed in the paper was confirmed by the results obtained from our sim-
ulated and real data examples. The performed simulation study showed that our approach worked well,
independently of the distribution of instants of random perturbation. The application of the bootstrap
technique to the real vibratory gearbox signals allowed to evaluate approximate confidence intervals that
can be used for frequency detection when the sampling is perturbed.

In real data applications it happens that jitter is causing a change of order among observations. In our
approach we assumed that jitter is present, but order of observations is kept, e.g., random perturbations
are quite small. Thus, in the future it would be interesting to extend our approach to more general cases,
i.e., to weaken our assumption (ii).

Finally, in the future we would like to continue our work to apply it to compressive sensing, where one
observes a random sampling and has only a few samples. Using some tools designed for CS processes
together with bootstrap approach, we would like to provide some new solutions for compressive sensing.

8 Appendix

For the sake of simplicity and clarity we assume that the sample size n is an integer multiple of the
block length b (n = [b). Moreover, since the proofs for standard and circular bootstrap approaches follow
exactly the same steps, we present details only for the circular method.

Proof of Theorems 4.1 and 4.2

Proof:
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We need to show that the circular bootstrap method is consistent, i.e., that
p(c (\/nh @A, 1) — a(X, T))) L (\/nh @A\ 7) — G, T))) ) — 40 in prob,

as n — o0o. At first we prove the theorem for R(a*(\,7)). Since a*(\,7) is unbiased (see Section 4), we
have that

E* (Ra*(\, 7)) = Ra(\, 7).

By Zzb we denote

b
Zup =3 B-1pes(7) cos(A((] — 1)b+ s)h).

s=1

Using new notation we can rewrite the estimator a(A, 7) as follows:

l
~ 1 >
a(>\77—) = E E Zj’b.
=1

Correspondingly,
1< 5
T =-Y 7
a ( 77') n ~ 7,b
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N, teeth

Figure 7: Single stage gear system. Green and red arrows provide information about direction of rotation of wheels.
Fy = fp, and F> = fp, are rotation frequencies of wheel 1 and 2, respectively.

where

Nz(,b - Z b (J— 1)b+s COS()‘((j - 1)b + 8)*h)a

Additionally, let
Zip = Zt,b -E (Zt,b)
and its bootstrap version
Ziy=Zi ~ B (Ziy).

To show consistency, we use Corollary 2.4.8 in Araujo and Giné(1980). We need to show that for any
v>0

-1

1
P — |Z7 >v | — 0 in prob., 11
Z </7nh’ Tikb ol > p (11)
g E*< Zl+kbb {|Z1+kbb’>\/7y}) — 0 in prob., (12)

ZVar < T ZH_kbb {12 +kbb‘<r’/}> — o7 in prob. (13)

Since the main steps of the proof are the same as the proof of Theorem 2 in [11], we skip technical details.
The same reasoning can be applied for the imaginary case. Finally, the consistency of a*(A, 7), which is
the two-dimensional vector, is a consequence of the Cramér-Wold device. The same argument is used to

prove Theorem 4.2.
O
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