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Abstract

This paper considers a massive multiple-input multiple-output (MIMO)
uplink system in correlated Rayleigh fading channels. A transmitter with
two antennas needs to send data timely to a base station with a large
number of antennas. We assume the channel coefficients keep constant
during two consecutive time slots and change independently in the following
two successive time slots. We construct a Riemannian-distance (RD)
based noncoherent detector for such a system. Also, we propose a novel
noncoherent parametric space-time coding method. We first attain the
closed-form solutions of the optimal sub-constellation structures for fixed
modulation orders with the max-min rule. Then, we determine the optimal
modulation order for each sub-constellation. The analytical results show
that our proposed scheme can attain a larger RD distance than the existing
massive uniquely factorable constellation coding (MUFC) scheme. Further,
we illustrate that our proposed coding scheme enables a low-complexity
RD decoding algorithm. Simulation results show that our proposed scheme

performs better than the current phase shift keying modulation scheme and
MUFC scheme.
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1. Introduction

The massive multiple-input multiple-output (MIMO) technique has
attracted significant attention from the industry and academics due to its
high spectral and energy efficiency [1]. It is widely considered one of the
fundamental technologies for fifth-generation (5G) wireless communications.
Especially, massive MIMO is regarded as a promising contributor to ultra-
reliable low-latency communication (URLLC) [2], which is a crucial feature
brought by 5G; URLLC will be used in mission-critical communications, like
reliable remote robots. For critical use cases, it is anticipated to achieve a
probability of error down to 107° to 107 and an air interface latency down
to lms in a single transmission with tens of bytes long [3]. Due to the
strict constraint on latency and reliability, it requires a reevaluation of the
current physical layer design approaches. Among them, the short data packet
transmission is considered to be the main feature that needs to be tailored
to the physical layer for URLLC [4]. With reliable and quasi-deterministic
links, massive MIMO systems are expected to be the main enabler for the
transmission of the short data packet. Nevertheless, the benefits of massive
MIMO are conditioned on the acquisition of the instantaneous channel
state information (CSI), particularly at the massive base station (BS) [2].
For coherent training-based signaling schemes, the transmitter requires to
transmit pilot sequences to the BS periodically [1, 5]. The BS can estimate
the instantaneous CSI with simple linear estimators, like the least square and
linear minimum mean square error method [5]. Then, the BS can decode the
following data symbols by regarding the estimated CSI as the accurate CSI.
With such a scheme, the massive MIMO can be exploited for URLLC under
low-mobility conditions [2]. However, the number of coherent time slots in
high mobility conditions is limited. There will be not enough coherent time
slots for the transmission of data symbols. Moreover, the usage of pilot
sequences may introduce a certain latency and training overhead [6].

As an alternate method, noncoherent transmissions have regained the
attention of researchers, in which neither the transmitter nor the receiver
requires instantaneous prior knowledge of CSI [7]. Over the last two decades,
considerable efforts have been dedicated to noncoherent coding schemes in



typical MIMO systems with fewer antennas at both the transmitter and
receiver ends [8, 9, 10, 11]. These work mainly focused on unitary space-time
code designs since unitary constellations are optimal when the signal-to-noise
ratio (SNR) is high or the number of coherent time slots is large. With the
advent of massive MIMO technology, some works have initially reconsidered
the noncoherent constellation design criteria [12, 13, 14, 15, 16, 17, 18|.
In particular, the favorable propagation condition of a large number of
antennas is widely used in signal optimization criteria and constellation
design [12, 13, 14, 15, 16, 17, 18]. 1In [12, 13, 18], noncoherent space-
time modulations are proposed for multi-users by using PSK modulations
methods. In [15, 16, 17], one-slot symbol-by-symbol detection with pulse
amplitude modulation (PAM) constellations is used to convey information
bits. Unfortunately, the symbol-by-symbol detection scheme cannot leverage
the transmitted signal’s phase to convey information, resulting in low spectral
efficiency. Motivated by this, in [13], based on the Riemannian distance (RD)
criterion, a massive uniquely factorable constellation (MUFC) is exploited
to convey information bits during two consecutive coherent time slots in a
massive single-input multiple-output (SIMO) system [13, 14], which conveys
information bits on multidimensional parameter spaces and has shown
superior performance to the PAM constellations, especially in the low SNR
scenario and large antenna region. The proposed MUFC can achieve the
maximum RD distance under the power constraint and transmission rate
based on the max-min rule. However, whether there exist benefits for the
MUFC scheme when using multiple antennas at the transmitter has not yet
been explored. Also, we note that the aforementioned noncoherent coding
work focused on independent and identically distributed (i.i.d.) Rayleigh
fading channels and a few works involved correlated Rayleigh fading channels.

In [17], a modified PAM constellation is proposed for a massive SIMO
system, which shows that the correlation factor can be exploited to improve
the considered system’s error performance with an emphasis on the design
of a novel noncoherent detector and space-time constellation design. In this
paper, we consider a massive MIMO system under correlated Rayleigh fading
channels, in which a transmitter with two antennas sends data timely to a
BS with many antennas. Also, we assume the correlation matrix can keep
constant in multiple time slots. At the same time, the instantaneous CSI
remains unchanged for a coherence time of two symbols, after which they
change into new independent values that keep fixed for the following two
consecutive time slots. Since the orthogonal pilot overhead scales linearly



with the number of transmitting antennas, there will not be enough time
slots for data symbols with a coherent transmission scheme [19]. For such a
system, we focus on designing a noncoherent detector and constructing the
noncoherent space-time constellations for a massive MIMO system under
correlated Rayleigh fading channels. The main contributions of our work
can be summarized as follows:

1. We propose a modified RD-based detector for a massive MIMO uplink
system under correlated Rayleigh fading channels.

2. A novel noncoherent parametric space-time coding scheme is proposed
based on the max-min rule for RD-based detector. The optimal design
for the proposed detector is theoretically derived and has a larger RD
distance than the existing MUFC coding scheme proposed in [14].

3. A low complexity decoding algorithm is derived for the proposed coding
scheme to decrease the signal processing delay further.

Notations: Matrices are denoted by uppercase boldface characters (e.g., A),
while column vectors are denoted by lowercase boldface characters (e.g., b).
()%, ()T, (), and |- | denote the conjugate, transpose, conjugate transpose,
and absolute value operation, respectively. tr(-) and Z(-) denote the trace
and angle operation, respectively. Z denotes the ring of integers; C denotes
the field of complex number. The Euclidean norm is denoted as || - ||. I
denotes the K x K identity matrix. $8{-} denotes the real part of a complex
number. j = /—1. |S| denotes the cardinality of the constellation S. The
operator diag{a} forms a diagonal matrix out of its vector argument.

2. System Model

In this paper, we consider a massive MIMO uplink system, in which
a transmitter equipped with two antennas timely transmits data to a BS
having M antennas’. We denote the channel between the transmitter and
BS is G € CM*2, In this system, we use the IEEE 802.11n MIMO channel
model [20, 21] represents the diffuse multipath component by a stochastic
process including properties between antenna signals [22], i.e.,

G = (Ra.)*H((Rr.)?)7, (1)

1To extend our proposed scheme to multiple users, one possible way is to resort to the
time-division multiple access scheme, i.e., allocating separate orthogonal time slots to each
user.



where Rp, € CM*M and Ry, € C?*2 are spatial correlation matrices for the
receiver antennas and transmitter antennas. H is a matrix of independent
zero mean, unit variance, complex Gaussian random variables. Since the
transmitter only has two antennas, the antenna can always be spaced
sufficiently apart so that they become uncorrelated. Therefore, we assume
Ry, = I,. For the sake of notation simplicity, we denote G = R:H with
R € CM*M and [H];; € CN(0,1). We consider a block-fading communication
scenario, in which the channel keeps constant during two time slots, after
which they change into independent values.

Also, we assume R is previously known at the BS, and its eigenvalue
decomposition (EVD) can be expressed as R = UpX U4 in which Uy €
CM*M g a unitary matrix with Ul U = UzrU¥ = 1);. ¥ = diag{\} =
diag{A\1, -+, Am}, A1 > -+ > Ay > 0is a real diagonal matrix consisting of
all the eigenvalues. R can keep constant during multiple time slots because
it is far less frequently varying than the instantaneous CSI matrix H.

At the transmitter end, a space-time coding matrix S € C**? encodes
message with the power constraint E{tr{S?#S}} = 1. Then, the received
signal matrix Y € CM*2 at BS can be represented as

Y = R2HS + N, (2)

where N € C"*2 ig the noise matrix, the elements following i.i.d. complex
Gaussian distribution, i.e., [N];; € CN(0,¢2). For such a system, we consider
a noncoherent transmission scheme, focus on recovering the signal matrix
S from the statistical information of Y without the irllstantaneous CSI H.
First, we take a pre-processing of Y by multiplying 3~ 2U#. For the sake of

simplicity, we denote Y = E_%Ug Y. Then, we can rebuild (2) as
Y =HS + N, (3)

where H = UHH and N = S 2UZN. With (3), we can arrive at
Proposition 1.

Proposition 1. With M increasing, in correlated Rayleigh fading massive
MIMO uplink network, we can attain

YH?Y tr{=)
— AR} =8flg = 1
M I} Y,

arg mAin E{| 021, (4)



The proof of Proposition 1 is provided in Appendix A.
Besides, we can use an RD-based detector for (3) based on the least square
(LS) criterion [13, 14]:

. 1l e s
S = argmin - |[Y — HS||»

Y'Y Y'Y

T} ur{SYS) —2ur{(— sfs)z}. (5)

— argmin tr
gimin r {

By jointly considering (4) and (5), a noncoherent RD-based detector for
the massive MIMO uplink communication system under correlated Rayleigh
fading channel can be finally formulated as

5 , YIY  a{=7}
S = arg min tr { VAT oL} + tr{S”S}
YAY  tr{Z7} 1
— 2tr{ [( 7 M 0215)S7S] 1, (6)

where S is the space-time constellation set for S. Based on the max-min
rule, the optimization framework with RD criterion for S can be built as

A

_ i Hg, Hg v Hg.QHG )z
S = argmngsi,sfgg,lsﬁésj tr{S;"S;} + tr{S;'S;} — 2tr{(S;"S;S;'S;)2}

st. E{tr{SFS;}} =1,
E{tr{SS;}} = L. (7)

where S; and S; are any two distinct entries in S.

3. Parametric Space-time Coding with Alamouti Code structure

This section is dedicated to constructing S for the considered system and
finding the optimal solution to the problem given in (7). Our main idea is
to determine the objective function in (7) explicitly. Then, based on the
max-min rule, we can first determine the optimal constellation structure
for the fixed modulation order scheme. Finally, we can determine the
optimal modulation orders to maximize the objection functions minimum
value further.



3.1. Parametric Space-time Coding Scheme

The matrix S is constructed by an Alamouti code matrix U with U7U =
UU# =1, and a power allocation matrix P with P = diag([p1, p2]), p1,p2 > 0
satisfying S = P:U. First, U can be parameterized as

U ( i1 cos() e sin(6) ) "

—e25in(0) e 7% cos(f)

where 0 < ¢1,¢2 < 27, and 0 < 6 < 7. In (8), cos(f) and sin(f) represent
the amplitude information of transmitted symbols in U. Further, we can
rewrite U as

o= (9 S ) (LD, ey

where ¢ = ¢9 — ¢; with 0 < ¢ < 27. Then, S can be written as:

= (0 ) (0 e ) (R et ) 00

To ensure the unique identification of S with the RD receiver, S#S should
be uniquely identified. Therefore, diag{[e’®!, e 7?1]} can be ignored. Let
a® V/P1 and b £ /P2, S can be equivalently transformed into

S= ( 0 5 > ( —ef?s(si)l(e) ejjossi(ne()e) > ’ (11)

where @ > 0 and b > 0 under the power constraint E{tr(S#S)} = E{a?} +
E{0*} =1,0<60<7%,0<¢<2m
Note that when b = 0, the proposed scheme degrades to the MUFC
scheme proposed in the massive SIMO uplink system [14]. In this paper, we
will investigate whether the increased number of transmitter antennas can
improve the coding gain of MUFC.
a; 0 cos 0; eI%i sin 6; A
0 b —e 1% sin6;,  cosb; ) and 8; =
( aj 0 ) ( o8 97 €% sinf); ) . Then, for the objective function
0 by —e 9% sinfh;  cosb;
in (7), we can attain tr{S/'S;} = a7 + b and tr{S}'S;} = a7 + b3. Besides,

Let us denote S; £



we have tr{(SZHSiSij)%} = tr{(SijISiSf)%}. Since S;S/'S;S¥ is a two-

by-two semi-positive matrix, we can achieve

tr{(S,87S,81)3} = \/tr{S, 8188} + 2(det (8,8, S}

— \Jlaib; + biay)? + (a? = B2)(a? = B)E(0:, 05, 61, 65),
(12)

where

Z(0;,0;, ¢i, @) = cos® 0 cos® §;-+sin® §; sin? 6,42 sin 0; cos 0; sin 0, cos 6; cos(p;—;)

Also, we attain

det{S;S}'S;S'} = aZbla’b; (13)

(2 ey Iy I

By combing (12) and (13), the objective function in (7) can be expressed
explicitly,

tr{STS,;} + tr{SFS;} — 2tr{(S7'S;SS,)}

(14)

Remark: We observe that when a; = b; and a; = b;, the value of (14)
equals zero. Also, when a; = b;, b; = a;, 0; = § — 0; and ¢; = m — ¢;, the
value of (14) degrades to zero. In other words, when a; > b;, there always
exists a scenario for a; < b;, that has zero RD with a; > b;. In such cases,
the receiver can not distinguish S; and S;. Given this, we further assume
that a > b in (11) to ensure reliable transmission. Then, by using the polar
coordinate, we further parameterize a £ \/pcos(t) and b £ |/psin(r) with
0§T<§andp>0.

Based on the above discussions, we can parameterize our proposed space-
time constellation S as

frestoa(*1 u0) (500 80}

where p > 0,0 <7 <7, 0<60 < 7, and 0 < ¢ < 27. Our aim is to

determine four sub-constellations P, 7, O, and ®, correspondingly, where
VP EP, 7T, 0 e 0 and e* € ® that satisfy the constraints in (7).
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3.2. Closed-form Solution of Optimal S

With the parametric structure of S in (15), (14) can be transformed
into (16):

tr{S7S;} + tr{SFS,} — 2t:{(SI'S;S'S,):}

= pi +p; — 29}/l \Jsin® (i + 1) + cos(2m) cos(27)E(0;, 05, 61, ;). (16)

We assume the /p, 7, 0, and ¢’? are independently chosen from P with
|P| = 2% T with |T| = 2%, © with |©| = 2% and ® with |®| = 2%¢  where
kp, k-, kg, and kg4 are the corresponding modulation orders. To achieve the
optimal S, we can instead determine the optimal P, T, ©, and ®. The main
solution is here: first, we will determine the optimal structure of 75, 7', é,
and @ for each scenario and the optimal solution for the achieved minimum
RD. Finally, we will determine the optimal modulation orders of the four
sub-constellations. For the first step, we can attain Proposition 2.

Proposition 2. For fized k,, k., ko, and kg4, the optimal P follows an
arithmetic sequence with P = {,/po, /Do + Ap, - ./Po + (2" — 1)Ap}

with |75| = 2% and py > 0; the optimal T is_also an arithmetic sequence
T = {0,Ar,--- 7.} with AT = &= and |T| = 2¥, 0 < 7. < I, the
optimal © follows an arithmetic sequence with 0= {00,600 +A0,--- 5 —0o},
AG = T2 and |6] =2k (0 < 6, < %); the optimal ® satisfies P = 2k

2k9_1 )

PSK. Denote the achieved mazimal RD for each set of (ky, k-, ko, ky) is
dR1 (kpa kTa k9> k¢) = de (piapj> Tiy Tj, 01’7 0j> (bi? ¢])

A : HQ. Hg 1 _ HQ QHS )3
Lmax  min {18} 4 1r{SS,} — 21r{(S//S,SI'S, )b},

The key parameters po, Ap, 7., 0o, and d(ky, k-, ke, k) with optimal sub-
constellations can be determined with closed-form solutions as®:
1. when k: =0, k, #0, kg #0, and ky # 0: 7. = 0; 8y is the solution to

the equation sin(26y) sin(--) = sin(ﬂz/f;_zfo), Po = Qil with

7T/4—00
2k0 — 1

T
ok

7T/4—60

Q£ 3+6(2% —1) sin( W),

)+2(2% — 1) (28 +! —1) sin?(

2There exist 15 scenarios for possible combinations (k,, k-, kg, ke) since at least one
parameter is a positive integer.



10.

and Ap = 2sin(Zt=%) Q% In such a case, dg, (ky, k-, ko, kg) = Ap.

2k —1
when k; =0, k, =0, kg #0, and ky #0: 7. =0; po =1 and Ap = 0;
O is the solution to sin(20y) sin(z%ﬁ) = sin(”éfg_ffo); In such a case,

de (kp7 kT7 k@, k¢) =9 Sin(w/‘l*@o).

2ke —1

when k; =0, k, #0, kg =0, and ky #0: 7. = 0; 0y = §; po = Q% with

Qy = 34 6(2% — 1) sin(=—) + 2(2" — 1)(2%* — 1) sin?(

m s
2kg+1 W)a
and Ap = 2, /Q%sin(ﬂ%). In such a case, dg,(ky, kr, ko, ky) = Ap.
when k; =0, k, #0, kg #0, and ky =0: 7. =0; 0y = 0; po = with

Q_
T

Q3 £ 34 6(2" — 1) sin( )+ 2(2% — 1)(2F T — 1) sin®(

2k9+2 2k- +2)7

and Ap = 2sin(z57) /Q%. In such as case, dg, (kp, k-, kg, k) = Ap.

. when k. =0, k, =0, kg =0, and ky #0: 7. =0; po =1 and Ap = 0;

0o = §; In such a case, dg, (ky, k-, ko, kg) = 25111(2%%).

when k. =0, k, =0, kg #0, and ky, = 0: 7. =0; po = 1 and Ap = 0;
6o = 0; In such a case, dg, (ky, kr, ko, ky) = QSin(ﬁ).

when k; =0, k, #0, kg =0, and kg = 0: 7. = 0; 0y = 7, po = 0 and
Ap = \/m In such a case, dg, (ky, k-, ko, k) = Ap.

when k; # 0, k, # 0, kg # 0, and ky, # 0: 0y is the solution

to sin(26p) sin(7) = sin(E20y. 7. € [0,%) is the solution to the

2kg 1 ’ 4
w/2—200\
o1 ) = sin(

ko
equation COS(QTC) sin(

s ), and py = —4 with

AT
2 )
and Ap = 2\/p_osin(%). In such a case, dg, (kp, k-, ko, k¢) = Ap.

Qu23+6(2% —1) sm(A2 )+ 2(2F — 1)(2F ! — 1) sin?(=

when k; # 0, k, = 0, kg # 0, and ky # 0: po = 1; Oy is the
solution to the equation sin(26y) sin(ﬁ) = sin(wgféffo) € [0,%) is
the solution to the equation cos(2T.) sin(”éf;f?o) = sin(g2=5). In such

a case, dg, (ky, kr, ko, ky) = 2sin(57).
when kr # 0, k, # 0, kg = 0, and ky # 0: :”'TCG[O&)ZS

47
the solution to the equation cos(2T.) Sin(22¢) sin

_ 3
51 Do =g, and

Ap = 2,/posin(&r). In such a case, dg, (kp, k-, ko, ky) = Ap.

10



11. when k; # 0, k, # 0, kg # 0, and ky, = 0: 6y = 0; 7. € [0,F) is the

14
solution to the equation cos(2T.) sin(”é,fg_ffo) = sin(g). po = Q% and

Ap = 2\/p_osin(%). In such a case, dg, (kp, k-, ko, ky) = 2\/29_03111(%)-
12. when k; # 0, k, # 0, kg = 0, and ky = 0: 7. = Z; py = Q% and

Ap = 2,/posin(&). In such a case, dg, (ky, kr, ko, ky) = 21/Dosin(5r).
13. when k. # 0, k, = 0, kg # 0, and ky = 0: py = 1 and Ap = 0;

0o = 0; 7. € [0, %) is the solution to the equation cos(27.) sin(%)

sin(gi2). In such a case, dp, (ky, kr, ko, ky) = 2sin(57).

14. when k; #0, k, =0, kg =0, and kg # 0: po = 1 and Ap = 0; 0. = §;

7. € [0, %) is the solution to the equation cos(27.) sin(Qde)) = sin 5.

In such a case, dp, (ky, ks, ko, kg) = 2sin(&7).
15. when k; #0, k, =0, kg =0, and ky = 0: pg =1 and Ap =0; 0y = 7;

7. = 2. In such a case, dg, (ky, kr, ko, ky) = 2sin(47).

The proof of Proposition 2 is provided in Appendix B.

3.8. Optimization of Cardinality for Fach Sub-constellation

After that, the optimal constellation size can be further attained by

{ky, kr ko, ky} = arg max dg, (kp, kyr, ko, k)
¢

psRTRG,
s.t. kp+k7+k9+k¢:2L
ky € Z¢  ky € Z§ ko € Z§ Ky € L . (17)

where Zd denotes the set for non-negative integers. L is the data transmission
rate per channel use, i.e. L = %. An exhaustive search scheme can
efficiently solve this optimization problem. In Table 1, we provide the optimal
cardinality of each sub-constellation and corresponding constellation param-
eters for our proposed coding scheme §. From Table 1, we can observe that
the regular structure of our proposed constellation enables the transmitter
and the receiver to generate a complete constellation of various sizes by just
using 10 parameters, i.e., ky, k-, kg, ks and {po, Ap, 7., AT, 60, A}, which is a
practical merit for the proposed code.

In Figure 1, we compare the achieved RD of our proposed scheme with
the MUFC scheme under the same data transmission rate. From Figure 1,
it shows that our proposed scheme has a larger RD than the MUFC coding
scheme in [14] when the cardinality of S is larger than 16.

11



Table 1: Optimum modulation orders and key parameters for sub-
constellations
Optimum . . o s
L (ko kv kg, ) Key Parameters in optimal P, 7,0, ® dp, (ky, kr, ko, k)
05| (0,0,0,1) po=1L,Ap=0;7.=0,A7 = 0,0, = &, A0 = 0;® =BPSK. 1.4142
I | (0,0,0,2) po=1,Ap=0;7,=0,A7 = 0,6, = =, A0 = 0;® = 4PSK. 0.7654
1.5 (0,0,1,2) po=1,Ap=0;7.=0,A7 =0;60y = 0.4777, A§ = 0.6154; & = 4PSK. 0.6058
2 | (1,0,1,2) Po = 0.5580, Ap = 0.4520; 7, = 0, AT = 0;0, = 0.4777, AO = 0.6154; & = 4PSK. 0.4529
25| (1,1,1,2) | po=0.6728, Ap = 0.3318; 7, = 0.4073, At = 0.4073; 6o = 0.4777, AG = 0.6154; ® = 4PSK. 0.3318
3| (1,1,1,3) | po=0.7446, Ap = 0.2576;7, = 0.2096, At = 0.2996; Oy = 0.6027, AG = 0.3655; ® = SPSK. 0.2576
35| (1,1,2,3) | po=0.7902, Ap = 0.2110;7, = 0.2380, At = 0.2380; 0 = 0.3828, A0 = 0.2634; & = SPSK. 0.2110
1| (2,1,2,3) | po=05237,Ap = 0.1343; 7, = 0.1718, At = 0.2380; 6, = 0.3828, Af = 0.2684; ® = SPSK. 0.1718
15| (2,1,2,4) | po=0.6342, Ap = 0.1288;r, = 0.1619, AT = 0.1619; 6y = 0.5291, Af = 0.1709; ® = 16PSK. 0.1288
5 | (2,2.2,4) | po=0.6999, Ap = 0.1044;r, = 0.3745, A7 = 0.1248; 6y = 0.5291, Af = 0.1709; ® = 16PSK. 0.1044
—6— Proposed Coding
. —o0— MUFC[14]
10" r : :

fa)

x

£

>3

IS

£

=

10"t
10 ? 10°

Figure 1: The achieved minimum RD distance compared with [14].

Constellation Size

4. Low Complexity RD-based Receiver

The proposed RD-based receiver in (6) needs to calculate the objective
function value 4” times to determine the final result. However, there exists
a low-complexity algorithm.

Let us denote ¥ = Y ¥ _ @0212 _ (v e , ¥ = W, Then

M M

Viy oo

12




the RD-based Receiver can be built as

S = arg Isrug tr{®} + tr{S”S} — 2tr{(¥S”S)z}
S

= argmin tr{S"'S} — 2\/tr{WSHS} + 2(det (BSHS))E, (1)
(S

where

wSHS — ( Vi Yo ) ( ( a?cos? 0+ b*sin?f  (a® — b?)e? sinf cos f ) ‘

Uiy U2 a’? —b*)e7?sinfcos®  a’sin? + b? cos® 0
(19)
Then,
tr{ WSS} = g(z/m +1ha2) + pos(27) [‘Z’” 5 922 os(26) + R{thrae 7} sm<2e>] ,
(20)
det{®SYS} = pcos?(7) sin®(7) (Y1182 — |t12]?). (21)

Finally, we have

R SN () : 1
(:7.0.0) Qarg  min =205 ( 5 + )

VPEP,TET 06,67 P

Y11 — P2
2

+ cos(27) [ cos(20) + R{tp1pe 77} Sin(29)]

N[

+ sin(27) v/ P11thes — ’¢12|2)

= arg min _ P — 2\/5(%(¢11 + ¢22)

VPEP,TET ,H€0,e7%cd

n cos<2r>\/ (P22 | gy sin(20 4 )

D=

+ sin(27) /U119s — |@/J12|2)

1
< - ! Neww :
- — 2B = (W + ) /82 + Beos(2r —€) )

e \/ﬁeP,regl,leré@,eme@ p \/ﬁ < 2 (¢11 1/’22) 1 5 Cos( T 5)
(22)
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where tann = %, t, = w cos(20) + %{@Dlge_qu} sin(26) and t, =

\/¢11¢22 — [th12]?, tan{ = i—f
We can estimate ¢ with ¢ = argmax,jece R{t)12¢77%} from the equality
(a); From the equality (b), we can estimate 6 with

R 1 —
0 = argmin |0 — (z - = arctanw) . (23)

0€0 4 2 25&{%26—]&}

From the equality (c), we can first estimate 7 with

1
> = argmin |7 — =€) 24
7 argITIél7I_1|T 2§| (24)

and then estimate p with

p— (%(?ﬂu + b)) + /13 + 13 Cos(2%—§))2 .

Based on the above discussion, we can summarize our proposed low-
complexity RD-based receiver as Algorithm 1. With Algorithm 1, we can
attain that the proposed algorithm only needs to calculate 2% +2k7 2k 1 9ko
times, which is of lower complexity than the original receiver built in (6).

(25)

p = arg min

N

5. Simulation Results

We apply an exponential decaying correlation model [23] in our simula-
tions. In detail, the (m, n)-th entry of the correlation matrix of R is generated
by [R]m.. = 7™ ", where 0 < v < 1. The SNR in all simulations is defined

by SNR& ELr{S7S)

In this sectioon, we conduct a series of computer simulations to verify
the performance of our proposed scheme further. First, we study the
proposed scheme’s symbol error rate (SER) compared with the MUFC
scheme proposed in [14] at L = 2.5bits per channel use in Figure 2. To make
a fair comparison, we assume the MUFC uses the same RD detector (6) for
decoding. From Figure 2, we can see that the proposed scheme is superior
to the MUFC coding scheme when M is larger than 16 for both v = 0.1 and
v = 0.5. Also, the performance gap enlarges when the SNR increases from

10dB to 20dB.
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Algorithm 1 Proposed Low-complexity RD-based Detector

Input: Y, Up, =, P, 7, O, and .
Output: (ﬁ, é, 7, and p;
Calculate Y = £ 2UZY, ¥ = X _ %0212 (111, 12; Yo, Paal.
if k¢ # 0 then
Cb = arg maXgoce R{th1oe 7}
else
»=0
end if
if £y # 0 then

Q—argmlngeew— ( M){

1
— = arctan =
2 2R{ep12e=7%}

s
4

else
0=7;

. end if

. Calculate t; = ¥i-02 cos(26) + R{t12e 779} sin(26)
ty = \/U11tha2 — |1p12\2, and ¢ = arctan .

13: if k; # 0 then

14: 7 =argmin.er |7 — 5]

15: else

16: 7 =0;

17: end if

18: if k, # 0 then

19:  p=argmin gpep |P - (%(wn + 1ha2) + \/t] + t3 cos(27 — f))

20: else

21: p=1.

22: end if

23: return é,é,%, and p.

el

N[

15



In Figure 3, we compare our proposed scheme with the scheme proposed
in [12] with M increasing when v = 0.1 and v = 0.5, respectively. In [12],

z 1
where z is randomly chosen from 4°-PSK constellations. For the sake of
fair comparison, we also assume the detector used at the BS for [12] is the
RD detector proposed in (6). From Figure 3, we observe that our proposed
scheme has a significant advantage over the scheme in [12], especially when
the SNR is low.

In Figure 4, we study the SER performance of our proposed scheme when
the correlation factor  varies from v = 0.1 to v = 0.5. Also, we provide
the performance of MUFC [14] and PSK scheme [12] for comparison. In
this figure, M= 128, SNR=10dB, L = 2.5bits/channel use. Figure 4 shows
that the SER of our proposed scheme degrades with ~ increasing. This
phenomenon indicates that to extend the work to the case with more than
two transmitter antennas, one possible way is to use antenna selection based
on the knowledge of the correlation coefficient. Also, we can observe that
the SER of our proposed scheme is better than MUFC and PSK scheme.
Also, we note the performance gap with the MUFC scheme decreases with ~
increasing. Finally, in Figure 5, we investigate the SER performance of our
proposed scheme with L varying when M= 128, SNR= 10dB and v = 0.3.
Since Table 1 shows when L < 2, the MUFC scheme is equivalent to our
proposed scheme, we only provide the results when L > 2.5. From Figure 5,
we can attain that our proposed scheme has a superior error performance to
the PSK modulation scheme proposed in [12] and the MUFC scheme in [14].

S is constructed by PSK constellation symbols. In detail, S = \/Li [ Lz } ;

In Figure 6, we investigate the diversity gain (the slope of SER curves) of
our proposed scheme through the simulation results. We observe error floors
for our proposed scheme in the high SNR scenario. With M increasing, the
error floors tend to vanish. This phenomenon is mainly because our proposed
scheme relies on the assumption of asymptotic orthogonality property in
massive MIMO systems.

6. Conclusion

In this paper, we have investigated a massive MIMO uplink system
in correlated Rayleigh fading channels, in which a transmitter with two
antennas needs to upload data timely to a BS having a larger number

16



of antennas. We have built a modified RD-based detector and a novel
parametric space-time coding scheme for such a system. Analytical results
are derived for optimal constellation structural and optimal modulation
orders. The attained results show that by using more antennas, the RD
can be increased by using more antennas compared with a single antenna.
Also, we have proved that our proposed noncoherent constellation enables a
fast decoding algorithm. Finally, various simulation results have shown that
our proposed scheme performs superior to the MUFC and PSK modulation
systems.
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Appendix A. Proof of Proposition 1

Since
Y Y H N H ~ 2
E{||— — A7} —E{—tr{ (YHY)?} — tr{Y YA} + tr{A%}},
(A.1)

where YPY = SH”HS + SYH”N + NPHS + N¥N.

Thus, we can attain

. tr{x !

E{tr{Y"YA}} = Mtr{(S"S+ %Uilg)A}, (A.2)

E{tr{(Y"Y)*}} = E{ r{S"H"HSS"H"HS}} + 2E{ tr{S"H"HSN"N}}
+ 2E{ tr{N"HSS"H”N}} + E{ tr {N'NN/N}}

-1
= M*r{(S”S + %021 2} + Mtr*{S”S} + tr{Z*}r?(021y)

tr{3"

'} 2
—— oL}, (A.3)

+ 2Mtr{SHS}tr{——~
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Finally, we arrive at

Y'Y

SHRSLINTS!
=tr {(S”"S + %0212 — A} + A, (A.4)

where A = Ltr2{SH#S} + L tr{2 2} tr2(02L,) + 2tr{SHS}tr{=Z 1521,
When M — oo, we can conclude

Y?Y ) tr{='}
— A —SHg &= 7
M HF} M

in lim E
g o i B
This completes the proof of Proposition 1.

Appendix B. Proof of Proposition 2

Let J(km k-, ko, kqﬁ) =S min(pi,nﬁn@)#(pj,Tj,9j7¢j) tr{SfISi} + tr{Sij} -
2tr{(SfISiSfISj)%}, then, we have dg, (ky, k-, ko, ks) = max \/J (ky, k-, ko, k).

For k. =0, if 7; = 7; = 7, (7. is a variable within [0, 7)), we attain

J(ky, kr kg, ko) = min
( P ’ ¢) (Pi,0:,0:)#(pj,05,¢5)

pi + pj — 24/pip; X \/1 + cos?(27.)(E(6;, 05, 0, 05) — 1),  (B.1)

where

= cos? 0; cos® 0; + sin? 6, sin? 6; + 2sin 6; cos 6, sin 6; cos B cos(¢; — ¢;)

(a)
< cos? ; cos® 0; + sin? 6, sin? 8; + 2sin 0; cos 0; sin 0; cos 0;

(b)
<1, (B.2)

where the equality in (a) holds when ¢; = ¢;, the equality in (b) holds when
6; = 0;. Therefore, we conclude that when 7. = 0, (B.1) can be maximized.
This indicates that using a single antenna is better than using two antennas
when k. = 0. In such a case, the coding scheme degrades to the MUFC
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scheme proposed in [14], where

J(ky, ks, ko, k min + p;
(hy 0 ko) = (0002030 L I

— \/2pip; \/1 + cos(26;) cos(26;) + sin(26;) sin(26;) cos(¢p; — ¢;).  (B.3)

Based on [14], we can attain the results for 1-7 cases in Proposition 2.

For the rest cases, we only need to consider the cases when k, #
0. To determine the optimal &, we first determine the closed-form of
J(kp, k-, ko, ky) when k. # 0, then use the max-min rule to determine the
optimal structure of S.

In line with this, we first consider the case when kg, ky, and &, are positive
integers. In such a case, the global minimum value of J(k,, k., kg, ks) can be
attained by comparing the following five items:

J(pi # pj, (73, 03, 1) = (75,05, ¢;)),
J(pi # pj, (75,05, &) # (75,05, 65)),
J(ps =p;,Ti # Tj,( i 0i) = ( jaﬁbj))
J(pi = Pj, Ti # Uz (03 ¢:) # ( ]7¢]))
\J(pz—p],TZ—T],(91,¢,) (937¢j))'

Since

J(pi # pj, (73,05, 1) = (75,05, 83)) < J(pi # pj, (73,05, ) # (75,05, 8;)),
J(Pi =D Ti # Tj,( 27¢z) = ( ,¢ )) < J(pz‘ =DjTi # Tj, (92‘,@) # (8j7¢j>>>

J(kp, k-, ko, k) can be further constrained in the following three items:

J(pi # pj, (15,03, &) = (15,05, 05)), (B.4a)
J(pi = pj, 7i # 75, (05, ¢3) = (05, 6;)), (B.4b)
J((pi; i) = (pj, 75), (0i, 9i) # (05, 95)). (B.4c)

We observe that the structure of © and ® only affect (B.5) with

J(pi, i) = (0, 75) = (Pe, 7e), (03, 0i) # (05, 05))

min 2p; — 2 x\/1+cos2 27.)(2(0;,0:, 0, 0;) — 1), (B.5
RO ST S (27e) (505,05 61 65) 1), (B5)

where p; and 7. are variables to be optimized. With the max-min rule, we can
attain that the optimal © and ® should ensure max g, ¢,)(9;.6,) =(0:, 05, @i, ¢;)
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is minimal. Similar to the method in [14], we can attain $ = 2k PSK, © =
{&ﬁ—iAQ}?ﬁ%‘l with 0y (0 < 6y < §) being the solution to sin(26,) sin(QL) =

kg
sin(”éf; ffo) and Af = ”2/ }3912;00 With the optimal 6, we attain

max  Z(0;,0;, di, d;) = cosz(w

. B.6
(05,0:)#(05,65) ke — 1 ) ( )

Since the structure of 7 only affects (B.7) with

J(pi = pj = pi, 7i # 75, (0, 9:) = (05, ¢5)) = ptn}'i;élT' 2p; — 2p; cos(1; — 75),
(B.7)

we can conclude that the optimal 7 is an arithmetic sequence. ie., T =
{0,A7, .-+ 7.} with A7 = 5=~ Then, we can simplify (B.7) as

J(pi = pj, i # 75, (05, 0:) = (0;,0;)) = Hgn 2p — 2py cos(ﬁ), (B.8)
Also, since 7. € [0, §), we can simplify (B.5)

J((pi, i) = (ps, 75), (0, &i) # (05, ¢5))

= Ir}loitn 2p; — 2p; X \/ 1 — cos?(27,) sinZ(%), (B.9)

By jointly maximizing (B.8) and (B.9) concerning 7., we can attain the
optimal 7. by solving (B.10),

J(pi = pj = pe, 7 # 75, (05, 8s) = (0, 0;))
= J(pi =D =D, i = Tj = Te, (91‘7 (/572) - (ijﬁbj))a (B.lO)

which is equivalent to

/2 — 260, Te

) = <7< (B.11)

cos(27.) sin(

With the optimal ©, ®, and 7, the minimum value between (B.4b)
and (B.4c) can be maximized and equals to

A
min 4p, siHQ(TT). (B.12)
Pt

20



Further, we find that the structure of P only affect J(p; # p;, (7, 0i, ¢;) =
(Tj, 9]'7 ¢])) Wlth

Tpi # by (700,00 = (73,03, 6))) = min (Vpi — V. (B1)
Using the max-min rule, we can conclude that the optimal P is also an

arithmetic sequence P = {/po, \/Po +Ap, - -+ , /Do + (2% —1)Ap}. Then, by
jointly maximizing (B.12) and (B.13), the optimal py and Ap should satisfy

4po s1n2(%) = (Ap)*. (B.14)

Besides, considering the average power constraint for P,

2kp 1
S (Vo + iAp) = 2, (B.15)
i=0
we can attain the optimal py = Wlth

AT A
Q4234 6(2% — )sin(5-) +2(2 — 12 — 1) sin’( 27),

and Ap = 2,/po Sm( 7). Finally, with the optimal P, T, ©, and ®, we can
attain dg, (k,, k-, ko, k¢) = 2,/Posin(47). This completes the proof of case 8.

By referring to the proof process of case 8, we can derive the following
conclusions for 9-15:

1. When one of k,, kg, and k4 is equal to zero, there exist three scenarios:
(a) k, =0, kg # 0, and ks # 0: In this case, J(kp, k-, kg, kg) is the
minimum value between
J(pi = pjs i 7 755 (03, 0i) = (0, 05)),
J((pi: 1) = (pj, 73), (05 @) # (6, 9;))-
By jointly considering (B.5) and (B.7), we have the optimal P =
{1}, & = 25-PSK, and © = {6, +iA0}2 !, with 6 (0 < 6y < T)
being the solution to sin(26p)sin(5;) = sm(%) and A0 =
%. The optimal 7. satisfies that (B.11). In such a case, we
have dp, (kp, k-, ko, ky) = 2sin(2%). This completes the proof of
case 9.
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(b) kg = 0, k, # 0, and ks, # 0: In this case, J(k,, k-, ko, ky) is the
J(pz 7£ Py, (Ti7 9i7 ¢7,) - (Tjﬂ 9]7 ¢]))7
minimum value among < J(p; = pj, 7 # 75, (0i, ¢i) = (05, 0;)),
J((pi, i, 0i) = (pj77—j>9j)>¢j # 0;5).
By max-min rule, we attain the optimal © = {Z}, & = 2"-PSK.

T =1{0,Ar,--- , 7.}, where AT = 57 Specially, 7. satisfies

Te

m. (B.16>

cos(27,) sin(T) = sin
The optimal P = {,/po, \/Po+Ap, - - - , /Do + (2¥ —1) Ap} with py
and Ap satisfying (B.14) and (B.15). Thus, we have py = Q% and
Ap = 2,/posin(5r). In such a case, we have dp, (kp, kr, ko, ky) =
2\/Po sin(%). This completes the proof of case 10.
(c) ks =0, k, # 0, and kg # 0: In this case, J(k,, k-, ko, ky) is the
minimum value among
J(pi # pj, (13,05, 61) = (75,05, 8;)),
J(pz =D, Ti # Tj, (627 ¢z) = (va ¢j))7
J((pza Tiy ¢l) - (p]a Tj, ¢]), QZ 7é 0])7
By max-min rule, we have the optimal & = {1}, © = {6y +
iA@}?i%_l, where 6y = 0 and A0 = -2 The optimal 7 =

2k@71 i

{0,Ar,--- 7.}, where AT = 5Z=. The optimal 7, satisfies that

cos(27.) sin(Af) = sin T (B.17)

2k — 1
P = {\/Po,/Po + Ap, - -- /Dyt (2% — 1)Ap}, where py and Ap
satisfy Z?i%_l[\/%—i—iAp]Q = 2% and 4py sin*(47) = (Ap)®. Thus,
we have py = Q% and Ap = 2\/%sin(%). In such a case, we have
dp, (kp, k7, ko ky) = 2/Posin(&F). This completes the proof of
case 11.

2. When two of k,, kg, and k4 are equal to zeros, there exist three scenarios

(a) k, # 0, kg = 0, and ks, = 0: In this case, J(kp, k., kg, ky) is the
J(pi #Pj, (Ti79i>¢i) = (Tj79j7¢j>)7
J(pl :pjaTi # Tj, (617¢Z> = (9]7¢]>)7
By the max-min rule, the optimal © = {§}, ® = {1}. The

optimal 7 = {0, A7,--- , 7} with A7 = 77y Lhe optimal P =

minimum value between
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{\/_0,\/_ + Ap, -+, /Dot» 1} under average power constraint

22 o 1(\/_—i— iAp)? = 2% and 4posin®(47) = (Ap)?. Thus, we
have Po = —4 and Ap = 2\/_0 sin(47). In such a case, we have

dp, (kp, kr, ko, k) = 2,/Po sin(47). This completes the case of 12.
(b) kg # 0, k, = 0, and k, = O: In this case, J(kp, k-, ko, ky) is the
J((pi, 73, &i) = (pj 75, ;). 0; # 6;),
J((pm eia ¢1) = (pja ‘9]'7 ¢j)7 Ti 7& Tj)'
the optimal P = {1}, © = {6,+iA0}>9~", where 6y = 0 and Af =
2,?9/31; ¢ = {1}. The optimal T = {0,Ar,--- 7.} with At =
and 0 < 7, < 7 satisfying cos(27.) sin(Af) = sin

minimum value between {

Tc
2kr 1 2k7 1°

such a case, we have dg, (kp, k-, kg, ks) = 2sin(47). This completes
the proof of case 13.
(c) ks #0, k, =0, and kg = 0: In this case, J(k,, k-, ko, ky) is the
J(<pi7 Tis 91) = (pj7 T3, 9j)> ¢z 7& ¢j)a
J((pi, 05, 0i) = (05,05, 05), Ti # T5)-
By the max-min rule, we can attain the optimal P = {1}, and
P = 2ks_PSK. We assume 0; = 6; = 0., then we have

In

minimum value between {

Z(0;,0:, ¢i, ;) — 1 = —sin?(26,) sin’ B.18
j J

2k:
Then, we obtain the optimal © = {Z} and 7 = {0,Ar,--- , 7.}

with A7 = 57+, and 7, satisfying

Te

cos(27,) Sin(T) = sin ST

(B.19)

In such a case, we have dg, (ky, kr, ko, ky) = 2sin(57). This
completes the case 14.
3. All of k,, kg, and k4 are zeros, and there exists one scenario: In this

case, we have J(ky, k-, ko, ky) = J((pi,0i, 0i) = (05,05, 0;), 7 # Tj).
By the max-min rule, we have the optimal P = {1}, © = {7}, and,
® = {1}. The optimal 7 = {0,Ar,---, 7} with AT = —t—. In
this case, we have J(k,, kr, ko, ky) = 4sin” m. In such a case, we
have dg, (ky, kr, ko, ky) = 2sin(47). This completes the case of 15.

This completes the proof of Proposition 2.
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Figure 3: (a) v =0.1. (b) v = 0.5.
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Figure 4: SER vs the correlation coefficient.
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Figure 5: SER vs The transmit rate per channel use.
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Figure 6: SER vs SNR when v = 0.3.
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