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ABSTRACT

In today's competitive market, companies need to use discovery knowledge techniques to make better, more
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informed decisions. But these techniques are out of the reach of most users as the knowledge discovery
process requires an incredible amount of expertise. Additionally, business intelligence vendors are moving
their systems to the cloud in order to provide services which offer companies cost-savings, better perfor-
mance and faster access to new applications. This work joins both facets. It describes a data mining service
addressed to non-expert data miners which can be delivered as Software-as-a-Service. Its main advantage
is that by simply indicating where the data file is, the service itself is able to perform all the process.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

In a market as competitive and global as today's, currently affected
by a deep economic crisis, information is one of the main managerial
assets since its analysis helps in effective steering, as De Leeuw [35]
pointed out 28 years ago.

Regardless of the size of the company, the need for having an
accurate and reliable knowledge of what is affecting its business and
for discovering new useful information hidden in the data for correct
decision making has meant that since the end of nineties, business
intelligence (BI) tools have been used more and more although the
sector growth has not been so high in the last few years as a conse-
quence of the economic crisis [72].

Business intelligence tools, as is well-known, encompass a wide
range of techniques and technologies which are used to gather, pro-
vide access to and analyze data from the operational systems of the
organization and other external sources (for instance surveys, infor-
mation from competitors or data from the web, among others) with
the aim of offering decision makers a more comprehensive knowl-
edge of the factors affecting their business and, in this way, help
them to take more accurate and effective managerial actions.

Among the different elements which make up a BI environment
[33], we consider four of them, the data warehouse (DW), the On-Line
Analytical Processing (OLAP) technology, the reporting tools and the
data mining techniques to be the most essential.

The DW is the integrated repository of the strategic information of
the organization which generally includes measurements, metrics
and facts from the different business processes of the company

(known as key performance indicators — KPI). These measurements
are defined according to the different users' perspectives. The OLAP
technology meets managers' and business analysts' needs to quickly
search and explore accurate, up-to-date, complete information from
the DW, this information being detailed as well as aggregated. The
reporting tools and, in particular, dashboards and scorecards aim to
help analysts to monitor and analyze the status of their KPI and drill
into detailed data to identify the root causes of problems and inter-
vene while there is still time. Lastly, the data mining techniques facil-
itate the exploration and analysis, by automatic or semiautomatic
means, of large quantities of data in order to discover meaningful
patterns and models which can be used directly in decision making
(for instance, a model for preventing credit risk).

Nowadays the majority of large companies and corporations have
to a greater or lesser extent a DW and they use reporting and OLAP
tools to extract and analyze the information which allows them to
position themselves strategically in the market. However, although
there are areas where data mining techniques are being used more
and more, such as business [48], marketing [61], education [16],
banking [46], health systems [78], and so on [52], their use is still
not generalized. This is mainly due to the fact that data mining
projects need highly qualified professionals (expert data miners) to
achieve, in reasonable time, useful results for business. According to
Fayyad et al. [20], these results must be non-trivial, valid, novel,
potentially useful, and ultimately understandable patterns to be able
to be used in decision making. One of the reasons for which expert
data miners are required is that the knowledge discovery in databases
(KDD) process involves multiple stages [20], and regretfully, in each
one, there is a large number of decisions that have to be taken with little
or no formal guidance. The lack of a theoretical framework that unifies
different data mining tasks [77] explains why the KDD process is said
to be as much an “art” as it is “science” [45,71].



Except for some specific cases, business intelligence needs can be
grouped in domain specific solutions as for example retail banking
[27], insurance risk assessment [63], discovering web access patterns
[34,81], selective marketing campaigns [8,71], acquiring and retaining
customers [26,32], and so on. Since the information which companies
have in their transactional systems as well as the questions they want
answered have a lot in common, generic data mining models can be
designed in order to satisfy the needs of all of them. One easy way
to define these models is by means of templates, which specify the
data set to be processed, the kind of result which is required (for
instance a segmentation, a rule set or a predictive model), the pre-
processing tasks to be carried out and the mining algorithms to be
used. These templates would be defined by a data miner, expert in
the business domain, and exploited by all the users who access the
service proposed in this work.

As far as we know, there is no service in the cloud which allows an
end-user to extract patterns and models by simply sending his data
file without having to carry out the tedious job of selecting attributes,
pre-processing and setting data mining algorithms. A service like this
does not only offer non-expert data miners a tool for analysis but also
facilitates the work of the expert data miners who can use it to obtain
initial patterns easily and quickly.

In short, our objective in this paper is to describe a software archi-
tecture which meets the necessity of non-expert data miners to ex-
tract useful and novel knowledge using data mining techniques in
order to obtain patterns which can be used in their business decision
making process. Our proposal follows a service-oriented architecture
with the aim of being easily configured and hosted in the web and can
be deployed as an Analytic Software-as-a-Service. Furthermore, a
service-oriented architecture implemented by means of Web Services
facilitates its extension with new functionalities (services), developed
by ourselves or by third-parties (through an orchestration of ser-
vices). Another additional advantage that SOA offers is its design,
based on layers, which allows the improvement of certain parts of
the system without affecting the rest.

This paper is organized as follows. First, we write a preliminary
section in which our interpretation of some concepts and terms
used in the paper are explained. Next, we review the context of BI-
as-a-Service and enumerate some currently available on-demand
tools. Likewise, we relate other works published with a specific
focus on the knowledge discovery process and discuss these in rela-
tion to our proposal. After that, we describe the architecture of our
service and discuss some details about its implementation. In
Section 4, we present an application which uses the proposed data
mining service, called E-learning Web Miner, which allows virtual
course instructors to extract knowledge from the clickstream stored
in the e-learning platform logs. And, finally, we close by summarizing
the contents of this chapter and discussing our future work.

2. Preliminaries

In the last few years, a set of terms and concepts have appeared
which are not clearly and accurately defined in the software world
and all of them are used profusely. We refer to terms such as business
intelligence as-a-Service (BlaaS), Analytics as-a-Service, Software On-
demand, business intelligence in the Cloud, service-oriented architec-
ture (SOA), Web Service (WS) or service-oriented computing (SOC)
among others. In this section, we do not attempt to define these
terms but indicate the sense in which we understand and use them
in this work.

When we talk about a data mining service we understand “service”
as a software product which offers a solution or gives an answer to the
needs of a customer, this being either a person or another software
application. So, there are at least two parties involved, the service pro-
vider and the service consumer, although a third party could exist, a
service broker, which would act as the intermediary. Here we link

with the On-demand term which means, in our view, the ability for
customers to have instant access to the service and pay for it based
on usage, only if this service is not free. In general, these services are
offered across the Internet and therefore, On-demand Software and
Software as-a-Service (SaaS) are used as synonyms. According to the
Software & Information Industry Association [65], SaaS applications
are based on a recurring subscription fee and typically follow a pay-
as-you-go model. However, according to Srinivasa [66], currently
most SaaS are free, as for example, web applications for communica-
tion and collaboration offered by Google or recently Office Web Apps
offered by Microsoft.

SaaS applications are characterized by being: easy to use, feature-
rich, easy to access and they promise good consumer adaptation.
Generally, SaaS is used to refer to business software rather than con-
sumer software since this delivery model avoids the need to install
and run the applications on the computer of the user and to carry
out the maintenance and support tasks. So, the adaptation of the
SaaS concept to provide business intelligence services is known as
business intelligence-as-a-Service (BlaaS).

Another relevant characteristic of SaaS applications is that they
run entirely in Cloud Computing which, according to NIST [41], is a
model for enabling convenient, on-demand network access to a
shared pool of configurable computing resources that can be rapidly
provisioned and released with minimal management effort or service
provider interaction. That means, Cloud Computing provides environ-
ments to enable resource sharing in terms of scalable infrastructures
(storage, computing power, etc.), middleware (databases, operation
systems, application servers), application development platforms, and
value-added business applications which can be delivered through a
SaaS model or as utilities, namely loosely coupled sub-processes inside
customers' business processes.

Much like other software, SaaS can also take advantage of service
oriented architecture (SOA) to allow software applications to com-
municate with each other. Each software service can act as a service
provider, exposing its functionality to other applications via public
brokers, and can also act as a service requester, incorporating data
and functionality from other services.

Channabasavaiah et al. [7] defines SOA as follows: “SOA is an
application architecture within which all application logic is defined
as services, which can be called in defined sequences to form business
processes”. Erikson et al. [18] gather seven different definitions of
SOA which come from organizations such as W3C, IBM, or OMG
among others and conclude that SOA is commonly seen as a way of
assembling, building or composing the information infrastructure of
a business or organization. Additionally, SOA Manifesto [64] states
that SOA is a type of architecture that results from applying service
orientation, a new way of conceiving and designing the software,
focused mainly on the business processes of an organization, known
as Service-Oriented Computation (SOC). Unlike previous architectures,
SOA focuses on business processes, rather than technical components.

Although an official set of service-orientation principles does not
exist [19,44], there is a common set that is mostly associated with
service orientation, namely loose coupling, autonomy, reusability, state-
lessness, abstraction, composability, and discoverability. In spite of the
fact that there is a variety of technologies and standards to implement
an SOA including RPC, DCOM, CORBA or WCF, Web Services are the
most widely used [50]. One of the main reasons is that Web Services
are based on open standards that are independent from any implemen-
tation platform. Some of these standards are: XML (eXtensible Markup
Language) for writing data exchange files and messages which are used
for the communication between the service requester and the service
provider; XSD (XML Schema Definition) for providing a means of defin-
ing the structure, content, and semantics of XML documents; SOAP
(Simple Object Access Protocol) for transporting these messages in an
envelope across the Internet [13]; WSDL (Web Services Description
Language) for describing the details of the service such as the



functionality it offers, how it communicates, and where it is accessible;
UDDI (Universal Description, Discovery, and Integration) for registering
the Web Service in a service broker; WS-BPEL (Web Services Business
Process Execution Language) [14] for modeling business processes in
terms of composition of Web Services; WSS (Web Services Security)
for providing security to Web Services and WSN (Web Services Notifi-
cation) which allows event driven programming between Web Ser-
vices and provides support for publishing/subscription mechanisms
[50].

3. Related works

Traditionally, business intelligence applications have been architected
with a focus on the back-end, which is generally supported by a data
warehouse. This meant that companies had to invest a lot of money in
software which would allow them to build the DW and explore and
analyze the information stored in it. This was only feasible for large
companies and organizations. Therefore, the suppliers of Bl tools now
provide small and average-sized companies the possibility of moving
their systems to the cloud with the aim of saving costs, getting better
performance and having rapid access to new applications. This means
companies are consumers of BI services hosted in servers in the cloud
which support the scalability required and use grid-based system
hardware.

Currently, almost all BI tool vendors have announced a strategy for
the cloud deployed as a PaaS (Platform as-a-service) or as a SaaS
model. For example, GoodData [22] offers a complete platform for
storing and analyzing data. SAP BusinessObjects, the world's leading
business intelligence software company, provides a hosted on-
demand platform [59] to deliver analytic and reporting functionality.
PivotLink [53] offers a SaaS solution which covers data analysis,
reporting and dashboards. MicroStrategy [42] offers its Bl platform
for hosted reporting, analysis and monitoring software. LogiXML
[38] provides a fully web-based data integration environment with
ad-hoc reporting, analysis, dashboard and data integration applica-
tions. Panorama Software's PowerApps [49] allows users to query
hosted data by offering its web-based OLAP engine to the general
public. RightScale offers RightScale-BI [55], a cloud based business in-
telligence service based around open source products from JasperSoft,
to create a complete analysis solution.

In relation to commercial data mining software, Adapa [1] is the
first real-time scoring engine available on the market and accessible
on the Amazon Cloud as a service. LityxIQ [36] is an integrated suite
of analytic solutions for non-technical marketers hosted in a cloud
computing environment which includes modeling and optimization
tools. IBM offers its Smart Analytics System [62] which comprises
data mining and unstructured information analytics. In the non-
commercial field, we find Biocep-R project [11], an open source plat-
form for the virtualization of Scientific Computing Environments
(SCEs) such as R and Scilab which can be run on high performance
machines or on the cloud. It enables geographically distributed
collaborators to view and analyze terabytes of data interactively and
collaboratively. There are other non-commercial general purpose
data mining tools such as Anteater [23], GridMiner [5] or ADaM [58]
which provide data mining services for expert data miners to con-
struct KDD processes as a composition of services that are available
over infrastructures distributed on a large scale. All of them offer
their own graphical user interface for designing and executing the
KDD process. There are other initiatives in the same line, such as
[60,69] which also provide data pre-processing functions, data min-
ing algorithms and visualization techniques, wrapping these, as we
do, by means of Web Services, but none of them wraps the full pro-
cess which is the goal of our tool. In our proposal, the service offers
data mining models and patterns for specific problems, previously
defined and studied, without the need for the end-user to have data
mining knowledge. That means, the service establishes the definition

of the attributes which the data set must have, the pre-processing
tasks to be carried out and the selection of algorithms and their
settings in order to answer a specific business problem, whereas the
end-user (human being or machine) only needs to indicate where
the data is when the service is requested. The service carries out all
the knowledge discovery process by itself.

Although most of the mentioned data mining tools have been built
according to a service-oriented architecture, none of them is currently
offered as a service on-demand.

As mentioned previously, the KDD process from data involves the
repeated application of several steps according to Fayyad and
Piatetsky-Shapiro [20] which can be summarized in:

1. Developing an understanding of the application domain and the
goals of the end-user.

2. Creating a target data set: selecting a data set or focusing on a sub-
set of variables, to which the discovery process is to be applied.
This step in general requires one or more of the following tasks:
data cleaning and pre-processing, removal of noise or outliers,
data transformation, adding context information, etc.

3. Choosing the data mining task, this means, deciding whether the
goal of the KDD process is descriptive or predictive, and based on
this decision, choosing the data mining algorithm(s) and the
most appropriate parameters for its execution.

4, Executing the algorithm on the data set.

. Interpreting mined patterns.

6. Consolidating discovered knowledge.

[9)]

It must be noted that as a consequence of the existing need in the
market for a systematic approximation to the development of data
mining projects, companies and software consulting firms have
designed process models to guide the user in this task. These process
models gather the same phases proposed by Fayyad et al. but use lan-
guage more orientated to the end-user. The most used models are
SEMMA (Sample, Explores, Modify, Model, Asses) proposed by SAS
and CRISP-DM (Cross-Industry Standard Process for Dates Mining)
proposed by a consortium of European companies in the sector.

As can be observed in the previous enumeration, the KDD process
requires the data miner to make many decisions in each step of the
process (selecting variables, choosing data mining algorithms, setting
parameters for the algorithms, etc.) but, when the data set and the
domain of the business are well-known, a general way of functioning
which obtains correct and useful results for making decisions can be
defined. Our service works in this way. It offers several templates
which contain the definition of the attributes (data) as well as the
pre-processing tasks, the mining algorithms and the parameter-
setting which are adequate for obtaining the patterns as explained
in Section 5.

This idea of utilizing templates was used in [30] to build a single
unified environment that data analysts could use for carrying out
KDD projects based on a similar project which was stored in a library.
Its goal was to assist analysts to do their work easily and quickly
based on the reuse of other projects. Kietz et al. [31] utilize this
same idea to define workflow templates which help data miners to
correctly connect different tasks of a KDD process and check its cor-
rectness before its execution. It is based on an ontology which en-
codes rules from the KDD domain on how to solve DM tasks. In
[21], the authors present a template model to help users define the
multidimensional inter-transactional associations to be mined and,
in this way, speed up the discovery process.

As far as we are concerned there is no service similar to our pro-
posal although the underlying idea is that which companies typically
use to give response to several customers of the same business do-
main. What do exist are many agents or software applications
which use data mining techniques internally to offer services of clus-
tering [24,9], classification [24,37], personalization, prediction [57],
search, etc. in very different business domains using transactional



data as well as data from the web [10,68] as input data for the KDD
process. But, in general, they are offered by means of a user interface,
except Internet searchers like Yahoo [76] or Bing [3] which are also
offered by means of Web Services.

4. Architecture of the data mining service

The term SOA describes a concept for aligning an enterprise's IT
environment with its business process. This is achieved by providing
loosely coupled atomic services that can be flexibly combined with one
another. An SOA can be implemented with the help of any arbitrary
service-based architecture, but Web Services are most commonly
used [50].

Before starting with the architecture description, we must say that
our service has been designed as a complete service, functioning
autonomously, this means, it does not require any other component
or service to work, although in the future, it could be orchestrated
with other services in order to offer a more powerful functionality.
For this reason our service has been designed following the SOA prin-
ciples and implemented by means of Web Services.

In order to explain the service architecture using a reference
framework, we used that proposed by Arsanjani [2]. Fig. 1 depicts
an adaptation of Arsanjani's architecture for our service.

The architecture of our service is divided in five layers. Data layer
(first layer) gathers the Data Mining Service Repository and other
data sources which store data to be processed by the service. The data
access is based on a wrapper which mediates between calls from client
application components to the data sources by transforming incoming
requests into a message format that is understandable to the Enterprise
Components.

The second layer, called Enterprise Components, gathers the compo-
nents that are responsible for realizing functionality and maintaining
the QoS of the exposed services in the third layer. This currently consists
of four Web Services: one for wrapping data mining algorithms and the
pre-processing tasks, another for visualizing the results of the obtained
model, another for validating the xml data file sent to the service and
transforming it to the format which the data mining algorithm requires
and the fourth for connecting to and querying the repository. The com-
munication among these Web Services is based on an XSD schema
defined for this purpose as a consequence of the lack of standards
for exchanging data and knowledge as Podpecan et al. stated in
[54]. Although there are some advances in this direction, for instance

Predictive Model Markup Language (PMML) for describing various
data mining and statistical models, and ExpML language for sharing
machine learning information [70], the majority are unsupported by
the general community. Moreover, there is no common and generally
accepted XML-based language for describing tabular and other types
of data and most data mining algorithms still use old style data formats
like csv, tab, or arff [74].

In our current implementation, the DM algorithms' Web Service
wraps four data mining algorithms: SimpleKmeans [28], Xmeans
[51] and EM [28] from Weka [74] and the implementation of Apriori
(association rule miner) developed by Borgelt [4]. It presents its
results in the proprietary format of the algorithm.

The WS-Visualization offers different kinds of graphs such as
histograms, spider and pie charts for graphically showing clustering
results and a 3D-graph for visualizing association rules [75].

All of these components have been programmed in java except for
the visualization module which also uses the graphical capabilities
provided by Matlab.

The third layer exposes the services which can be consumed by a
client application or software which wants to include this functionality,
for example, a Learning Content Management System (LCMS) as we
show in our case study. This service can be discovered or be statically
bound and then invoked, or possibly, choreographed into a composite
service. The service is described in WSDL (see Fig. 2). A WSDL file de-
scribes four critical pieces of data: the interface information describing
all publicly available functions (<definitions>), the data type informa-
tion for all message requests and message responses (<types>), the
binding information about the transport protocol to be used (<binding>),
in this case SOAP and, the address information for locating the specified
service (<service>).

Fig. 3 depicts an example of the SOAP messages exchanged be-
tween the E-learning Web Miner (EIWM) application and the Data
Mining Service. The first message calls the service, indicating the tem-
plate to be used and the location of the data file; and the second one,
is the message which is sent by the service indicating where the
result file is stored.

The fourth level corresponds to the business process composition
or choreography layer. This tier is responsible for the choreography
and orchestration of the services exposed in layer 3, making them
act together as a single application. Languages such as BPEL4WS
(Business Process Execution Language for Web Services) can be
used to carry out this process. In our case, as we only offer one service,
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Web Application (server) I—
Business Process Choreography |_4
Services WSDL |_3
WS - Data mining Service
Enterprise |_2
Components WS - XML ’ WS -Visualization ‘
Parser
’ WS - DM algdrithms ‘ B =Rl
Data Layer . I I |_1
DM Service Database File
Repository servers systems

Fig. 1. Data mining service architecture.



- <definitions xmis:wsu="http://docs.oasis-open.org/wss/2004/01/0asis-200401-wss-wssecurity-utility-1.0.xsd" xmhs:wsp="http://www.w3.org/ns/ws-policy"

xminswspl_2="http:/)

chemas.xmlsoap.org/ws/2004/09/policy” xmins-wsam="http://www.w3.0rg/2007/05/addressing/metadata” xmins:wsaw="http://www.w3.0org/2006/05/addressing/wsdl"

xmins-soap="http://schemas.xmlsoap.org/wsdl/soap/” xmins:tns="http://server/" xminsxsd="http://www.w3.org/2001/XMLSchema" xmins="http://schemas.xmlsoap.org/wsdl/"

targetNamespace="http://server/" name="WM_full_serviceService">

+ <wspPolicy xminswsapw3c="http://www.w3.org/2006/05/addressing/wsdl” wsuwld="WNM_full_servicePortBinding_Wsaw_Addressing_Policy-
‘WNM_full_servicePortBinding WSAM_Addressing_Policy-WNM_full_servicePortBinding WSAM_Addressing_Policy™>

- <types>
- <xsdischema>

<xsdimport namespace="http://server/" schemal ocation="http://localhost:8080/WebMiner/WM_full_serviceService?xsd=1" />

</xsd:schema>
</types>
+ <message name="getAdvancedResults">
+ <message name="getAdvancedResultsResponse">
+ <message name="getNotAdvancedResults">
+ <message name="getNotAdvancedResultsResponse">
+ <message name="destroySession">
+ <message name="destroySessionResponse'>
+ <message name="showTemplates'>
+ <message name="showTemplatesResponse">
- <portType name="WNM_full_service">
+ <operation name="getAdvancedResults">
+ <operation name="getNotAdvancedResults">
+ <operation name="destroySession">
+ <operation name="showTemplates">
</portType>
+ <binding name="WNI_full_servicePortBinding" type="tns:WM_full service">
- <service name="WNM_full serviceService">
- <port name="WM_full_servicePort" binding="tns:WNM_full servicePortBinding">

<soap:address location="http://localhost:8080/WWebMiner/WM_full _serviceService" />

</port>
</service>

</definitions>

Fig. 2. WSDL of the data mining service.

this layer is empty, but this will be developed when we connect our
service to any data service in the cloud, for example, Amazon which
provides a simple Web Service interface that can be used to store
and retrieve any amount of data, at any time, from anywhere on the
web as well as when we use data mining algorithms which are
offered as a Web Service [29,67].

The fifth layer, called presentation layer, is usually not included in
discussions about SOA, since SOA decouples the user interface from
the components. But, in our opinion it is always present since, in
the end, providing an end-to-end solution from an access channel to
a service or composition of services is always needed. We explain
the implementation developed for our EIWM tool in the following
section.

Next, we describe briefly the internal details of the implementa-
tion of our service.

4.1. Operating mode

The service works as follow. It offers a set of templates that specify
the data which must be sent to the service in order to obtain certain
patterns or models that give response to the users' questions. These
templates contain the definition of the attributes as well as the
mining algorithms which are suitable for obtaining the patterns.
Since one of the difficulties which data miners face is the selection
of parameters and how these affect the result, the parameters of the
algorithms are established by the service itself, by making a previous
analysis of the data and/or using other mining algorithms. The defini-
tion of these templates is made from a rigorous experimentation in
each business domain.

Thus, the user interface, which is built to use this service, must
allow the end-user to send the data file or indicate where it is stored
and next, invoke the corresponding method getNonAdvancedResults
or getAdvancedResults (see Section 4.2) and finally process and
show the results obtained. As the service offers the possibility of in-
voking the template again and changing the parameters, the interface
must contemplate this functionality.

4.2. Public functions

As can be observed in Fig. 2 the public functions that the data
mining service offers are:

» getNonAdvancedResults: this method generates the data mining
model. It has as input parameters: the URL where the data is located,
type of data source (database or file), the template to use, a flag
indicating if it is the first execution or a second or posterior execution,
and another flag which gathers if the end-user requires the pattern
with a greater or lesser level of detail. The method returns a URL
where the comprised result file is located. This is done to avoid the
SOAP messages being very large.
getAdvancedResults: this method operates in the same way as the
previous one although it adds an input parameter which contains
the list of the parameters with which the service will execute the
mining algorithm. This method is designed to be used by advanced
users.
destroySession: this method, when invoked by the end-user, destroys
the session and the resources generated in it.
« showTemplates: this method sends the templates available for each
business domain.

4.3. Repository

The repository stores the required information so that the data
mining service functions. This is currently implemented in an SQL
Server database and includes the following information:

* DM_Algorithm table: it stores the algorithms available in the
service.

» XSD_Template table: it gathers the XSD files which define the data
file structure to be sent to the service.

* PreprocessTask table: it contains the information about the differ-
ent pre-processing tasks which can be carried out on the data.

» Template table: it stores the definition of each template. That means
the XSD file, the DM algorithms and pre-processing tasks which the
service must carry out to generate the model.



<!-- Soap Request -->

- <S:Envelope xmins:S="http://schemas.xmlsoap.org/soap/envelope/">

- <SHeader>

<To xmlns="http://www.w3.0rg/2005/08/addressing">http:/localhost:8080/WebMiner/WM_full_serviceService</To>
<Action xmins="http://www.w3.0rg/2005/08/addressing">http://server/WNMIL_full service/getNonAdvancedResultsRequest</Action>

- <ReplyTo xmins="http://www.w3.0rg/2005/08/addressing">

<Address>http://www.w3.0rg/2005/08/addressing/anonymous~/Address>

</ReplyTo>

<MessagelD xmlns="http://www.w3.0rg/2005/08/addressing">uuid:e8cc0933-cd33-433a-96a8-0bfcabf79144<Message[D>

</S:Header>
- <SBody>
- <ns2:getNonAdvancedResults xminsns2="http://server/">
<data>http:/Nlocalhost:1760/data/data.xml</data>
<source>file</source>
<template>template_1-</template>
<flag>0<flag>
</ns2:getNonAdvancedResults>
</SBody>
</S:Envelope>

<!-- Soap Response -->

- <S:Envelope xmins:S="http://schemas.xmlsoap.org/soap/envelope/">

- <S:Header>

<To xmins="http:/www.w3.org/2005/08/addressing">http://www.w3.0rg/2005/08/addressing/anonymous<To>

<Action xmins="http://www.w3.0org/2005/08/addressing">http://server/\WWNI_full service/getNonAdvancedResultsResponse</Action>
<MessagelD xmins="http://www.w3.org/2005/08/addressing">unid:92dd2375-8a2f-44af-8775-5ce05f64298c< Message]| D>

<RelatesTo xmins="http://www.w3.0rg/2005/08/addressing">uuid:e8cc0933-cd33-433a-96a8-0bfcabf79144</RelatesTo>

</S:Header>
- <S:Body>

- <ns2:getNonAdvancedResultsResponse xminsns2="http://server/">

<return>""http://localhost:8080/\WWN/178278789342/compressedResults.zip</return=

<return xmins:xsi="http://www.w3.0org/2001/ XMLSchema-instance" xsinil="true" /
<return xmins:xsi="http://www.w3.0org/2001/ XMLSchema-instance" xsinil="true" /
<return xmins:xsi="http://www.w3.0org/2001/ XMLSchema-instance" xsinil="true" :
<return xmins:xsi="http://www.w3.0org/2001/ XMLSchema-instance" xsinil="true" /
<return xmins:xsi="http://www.w3.0org/2001/ XMLSchema-instance” xsini="true" /
<return xmins:xsi="http://www.w3.0org/2001/ XMLSchema-instance” xsinil="true" /

</ns2:getNonAdvancedResultsResponse>
</SBody>
</S:Envelope>

VVVVVV

Fig. 3. Example of SOAP messages.

As can be deduced, offering new templates only requires adding
the corresponding rows in the repository. The WS-DM algorithms
must only be recompiled when a new algorithm or pre-processing
task is required.

4.4, Security and privacy

Web Services have the characteristic of being stateless. But, many
applications such as the typical shopping cart application need to
maintain the state or resources of each individual service requester.
This is also the case of our service. Therefore, our service creates a
session for each end-user and associates it with the files generated
as a result (models or patterns) and the parameters of the data min-
ing algorithms used in each request in this session. This allows the
service to re-execute the process and refine the pattern or model
obtained if the end-user requests it. The session is eliminated when
the session is closed or the timeout expires. The use of sessions, in
turn, allows the service to maintain privacy, given that an end-user
cannot see the data or results generated by another end-user.

Regarding the security, in the near future, the service will offer the
possibility of sending and receiving encrypted data files in order to
protect sensitive data for which an RSA algorithm proposed by W3C
[74] will be used. Additionally, we are also planning to encrypt

SOAP messages by means of WS-Security, a flexible and feature-rich
extension to SOAP for applying security to Web services.

5. Use of the data mining service: E-learning Web Miner

E-learning Web Miner is an application developed in the University
of Cantabria with the aim of helping instructors involved in distance
education to discover their students' behavior profiles and models
about how they navigate and work in their virtual courses, which are
offered in Learning Content Management Systems (LCMSs), such as
Blackboard or Moodle.

One of the problems which instructors face is the lack of informa-
tion about the activity carried out by their students in the course as
well as their progress. Although LCMSs provide instructors with cer-
tain information, this is limited and not very significant when
assessing the teaching-learning process [24]. In general, LCMSs offer
a report with summarized access information such as the dates of
the first and the last connection, the number of visited pages, the
number of read/sent mails and so on for each student; and another
report, about the use of resources (announcements, discussions,
etc.) with parameters such as number of accesses and time spent on
each one. Furthermore, this data is generally shown in a tabular for-
mat and not in an intuitive and graphical way so that the instructor,
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Fig. 4. EIWM user interface — selection of the mode of operation.

with just a glimpse, can ascertain the students' situation in the course.
As a consequence of this, getting a clear vision of the academic pro-
gress of each student or group during the course is difficult and
time consuming for instructors [17]. Although there are several
works in which different alternatives focused on showing graphical
reports have been proposed to make this information more under-
standable such as CourseVis [40], Gismo [43], Moodog [79] and
Matep [80], these do not answer questions such as: What are stu-
dents' profiles according to demographic and navigation informa-
tion?, how to group students according to their style of learning?,
What is the drop-out students' profile?, What are the resources
which are frequently used together? or What are the questions in a
test which students fail more frequently? In order to answer these
questions, the use of data mining techniques is required [56,6]. But
as mentioned previously, developing data mining projects is not a
trivial task. It requires the skills of being able to map the business
goals to the appropriate mining algorithms, choose attributes, per-
form data transformations, build models and test the results. Further-
more, as Mounir Ben Ayed et al. [3] stated “data mining tools are
usually difficult to exploit because most of the end-users are expert
neither in computer science nor in statistics”. For both reasons, a
data mining service for “non-expert data miners” which allows
them to discover useful and novel knowledge is necessary.

Next, we show the EIWM application built in the University of
Cantabria to answer the instructors' questions and which uses the
proposed data mining service.

5.1. EIWM application

EIWM is an application built using standard web technologies and
Java programming language.

Its graphical user interface, developed as light client, is implemented
with AJAX technology (shorthand for Asynchronous JavaScript and
XML) which is a group of interrelated web development techniques
used on the client side to create Rich Internet Applications (RIA). As
can be observed in Fig. 4, the interface offers two possible forms of
use: one for instructors without data mining knowledge in which
users only have to send the data file according to the template and
request its execution (amateur user) and another in which instructors,
before running the process, can additionally establish the parameters of
the algorithms (advanced user). Once the mode of operation is selected,

Choose the template:

1 Sudent 2

O profile (3]

together

Pattern of resources wich are frecuently used 3

the application shows the available templates (see Fig. 5) and, when
one is chosen, the application requests the URL where the data file is
stored.

Next, EIWM offers the results to the instructor and allows him or her
to request a new model by simply indicating if he or she wants a greater
or lesser level of detail, this means, if the user wants to observe more or
less rules (in the case of using an association rule miner) or a greater or
lesser number of clusters (in the case of using clustering algorithms). An
example of a page with the result corresponding to the student profile
template (see Section 5.2) can be observed in Fig. 6.

5.2. EIWM templates

Currently, EIWM offers three templates: Student profile, Pattern of
resources which are frequently used together and Session profile.

Student profile aims to group students according to their activity
in the e-learning platform and their demographic data. After an in-
tense and extensive experimentation, we chose as input parameters:
gender, age, number of sessions in the course, time spent in the course,
average sessions per week, and average time spent per week; and as
data mining algorithms for obtaining the patterns: EM (Expectation-
Maximization) and SimpleKMeans [74]. EM algorithm is used to
determine the number of clusters with which the SimpleKMeans
algorithm will be executed (required parameter). We generate the
patterns with SimpleKMeans [39] because it is one of the most used
in practical problems, its execution is quick and furthermore the
results which it offers are easy to understand statistically and graphi-
cally. Each cluster is represented by its centroid, which means, the
“average” of all its points (average for numerical data and most-
frequent value for categorical data). Before the mining process starts,
a pre-processing task is carried out in order to evaluate the quality of
the data for the process, for example, to eliminate correlated or highly
unbalanced data or outliers.

Next, in Fig. 7, we show an example of the result obtained for a
data set from a multimedia course taught in the second semester of
the 2009/2010 academic year at the largest virtual campus in Spain,
called G9 Group, which is composed of 9 Spanish universities, one
of which is the University of Cantabria. This course is eminently prac-
tical and has the objective of teaching the students how to use a par-
ticular multimedia tool called ToolBook. The multimedia course is
designed by means of web pages and includes some video tutorials,

Session
O profile

Fig. 5. EIWM user interface — selection of template.
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Fig. 7. Student's profile for the multimedia data set.

flash animations and interactive elements. The students must per-
form 4 exercises, 2 projects and one final exam online. The course is
open to all degrees. The number of students enrolled was 80, but
only 20% of these delivered all the tasks and 19 students passed the
course.

The left-hand side of Fig. 7 shows the textual result obtained from
the multimedia data set. As can be observed the service generates
three clusters, Cluster-1 with a very low activity which corresponds
to students who dropped out in the first days of the course, Cluster-
0 which gathers learners with an average activity in time and number
of sessions, which is half of the activity carried out by the students
collected in Cluster-2. It must be pointed out that there are 13 stu-
dents who never accessed the course (there are only 67 transactions
of 80) and most of the students who enrolled in the course are men.

The same information is drawn graphically on the right-hand side
of Fig. 7. This spider graph helps to compare, at a glance, the clusters
obtained. It can only represent numerical variables, so that the service
offers other graphic results in which the distribution of each attribute
in each cluster is shown as can be seen in Fig. 8.

The template about resources which are frequently used together
is directed toward the discovery of the resources which are more
commonly used together in each session, thus allowing instructors
to find out which tools are used more frequently (wiki, chat, forum,
etc.) by their students and which ones are basically ignored. This
information is very valuable in order to propose tasks according to
the learners' learning styles.

The algorithm chosen for this template is the implementation of
Apriori developed by Borgelt [4] since it offers a simple rule set

All attributes

totalTime
per cluster

age

numberOfSessions

averageTimePerWeek| |averageSessionsPerWeek

-

THE

il [ud

gender

Cluster(

Clusterl

Cluster2

Fig. 8. Graphical representation of the distribution of each attribute in each cluster and the distribution of the value of each attribute in each cluster.



with only one item in the consequent. The algorithm receives a file
with the following input parameters: a session identification and a
list of the resources used in the session, for example content-pages,
mail, forum, chat, and others.

As with the previous example, Fig. 9 depicts the rules obtained by
the service using a data set which contains nearly 5000 transactions,
one for each learning session.

In this case, the service established the two parameters required
by the algorithm, the confidence as 0.7 and the support as 0.10,
using a heuristic obtained from the frequent itemset calculation. The
instructor can see that the organizer was the tool most often used,
followed by the forum (rule_3), assignments (rule_4) and content-
pages (rule_2). Furthermore, the instructor can observe that the stu-
dents visited the forum in the study sessions (rule_10) as well as in
sessions of doing tasks (rule_12). So, the instructor can conclude
that this resource is suitable for solving problems or doubts since
chat and mail were scarcely used. Reading rule_11, the instructor
can conclude that students visited the content-pages to do the
assignments.

Next, we describe the session profile which helps instructors to
better understand the usage pattern of the resources and comple-
ments the knowledge provided by the pattern of the resources
which are frequently used together, in the sense that it allows the

Generated 1ules

organmzer <- (1000, 86 5)

mile_0: organzer <- mygrades (229, 84 4)

rle_1. organizer <- ssent (31.3, 87.5)

rule_2: orgamzer <- contentpage (38.4, 99.0)

mile 3 organuzer <- forum (42.4, 78

mile_4: orgamzer <- assignments (414, 33.4)

rule_3: organizer <- mygrades ssment (11.5, 86.2)
rule_6 organzer <- mygrades forum (11.9, 78 8)

measuring of the level of use of each tool measured in time and
hits. The input variables of this template are the number of hits and
time spent in each learning session (minutes) in each resource. As
there are resources with very low use, the service eliminates those
whose use is lower than 1% of the most used resource with the aim
of making the pattern more understandable. The algorithm chosen
for this template is x-means [51], an extension of k-means which
estimates the number of clusters.

Looking at Fig. 10, the instructor can observe that forum and
assessment were the more used tools since Cluster-2 and Cluster-
3 sum up 89% of the sessions in which practically only these re-
sources and the organizer were used. In both clusters, the students
seemed to consult the forum and/or submit an assignment since
the time spent and hits done are low. Cluster-1 collects mainly
study sessions with an hour of dedication and an average of 27
viewed-pages. Cluster-O gathers sessions in which learners were
developing the tasks and looking up content-pages at the same
time. It must be pointed out that in this course the assignments
were described in several html pages and that is the reason for
having several clicks. This last cluster also gathers the activity in
the assessment tool.

In the instructor's opinion, these patterns allow her to gain an
insight into the characteristics of her students in relation to the

rule_7: organzer <- assessment contentpage (11.3, 98.7)
sment forum (18.7,

sment assignments (17 2)

rile_8: orgamzer <

rule_9 organizer <
rule_10- organizer <- contentpage forum (14.0, 97.7)
rule_11. organizer <- contentpage assignments (16.0, 99.1)
rule_12: orgamzer <- forum assignments (17.7, )

rule_13 organizer <- assessment forum assignments (103, 92.7)

confidence
pont

assessment
assignments
arganizer

contenlpage

mygrades

Fig. 9. Resources more frequently used together for the multimedia data set.
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time spent and the use of resources available in the course. Although
it is true that the learning process can be carried out without being
connected, the interaction of the students with the different
resources contains information that can improve their use. This allows
her to validate or refute hypothesis used in the design of the learning
process.

Currently a new template is being added to the service. This aims
to predict the final mark which the student will obtain in the course
according to the global activity the student has carried out during
the course (total time spent, number of sessions carried out, average
number of sessions per week, average time spent per week and
average time spent per session). After an intense experimentation,

complemented and contrasted with the works published by other
authors such as [12,15], we have decided to wrap two Weka classifi-
cation algorithms, Naive Bayes and J48. The first one will be used
when the sample size is very small (less than 100 instances) and
contains numeric attributes, and J48 for data sets with a larger number
of instances and/or with the presence of nominal attributes with missing
data (very frequent in e-learning data sets). For the selection of these
algorithms, we have also taken into account the output which they
offer, probability matrices and decision trees respectively, which are
easily interpretable and comprehensible to instructors. We will use
10-fold cross validation for estimating generalization performance of
the model.



5.3. Other applications

The proposed architecture is easily adaptable to other applications
such as survey analysis, customer analysis, market trend, etc. It is only
necessary to define the pre-processing tasks and the algorithms to be
used and configure the corresponding template and register it in the
repository.

This service, at this time, is suitable for small or medium-sized data
sets since it is not specifically designed to support Grid requirements
and, as is known, the time which data mining algorithms require to
process a data set increases exponentially with its size. Thus, we can
say that this service is appropriate for small to medium range
organizations which are more constrained by the high cost of data
mining software and consequently they can use this service without
having the costs associated with buying and setting-up software and
training their human resources.

6. Conclusions

The delivery of data mining as a service is an emergent necessity,
above all for small to medium range organizations which are the most
constrained by the high cost of data mining software and the avail-
ability of expert data miners to use this software. Until now, the
tools deployed as Bi-a-as-Service in the cloud are conceived more
for license cost-saving than as a product which can be used directly
by end-users without data mining knowledge.

To respond to this necessity, this paper describes the architecture
of a data mining service for non-expert data miners which can be de-
livered as SaaS. Its main characteristic is that it is based on the use of
templates that answer certain previously-defined questions. These
templates gather the tasks of the KDD process to be carried out on
the data set which is sent by the end-user. The templates are defined
by the service administrator.

This service is offered as a Web Service which makes it easily
accessible from any client application. Furthermore, its extension
with other data mining algorithms and visualization tools developed
ad-hoc or consumed from a provider in the Internet can be effortlessly
incorporated since it is designed following a service-oriented
architecture.

This paper also presents EIWM, a web application which uses
the data mining service configured for an educational context; in
particular, it helps instructors involved in virtual teaching to
discover their students' profile and their behavior in the course.
The prototype of this web application has been successfully tested
in two virtual courses taught in the University of Cantabria. In the
instructors' opinions, the tool is very easy to use and the informa-
tion which it returns is very useful to better understand what is
happening in the course and take actions as soon as anomalous
behaviors are detected.

Currently, our research is focused on the specification of new
templates to be incorporated in the service and consequently,
wrapping other data mining algorithms and visualization tech-
niques. The security is another important aspect we are considering.
Among other tasks, we have in mind adding encryption techniques
in communication messages and data files. Another challenging
task is to adapt our architecture to the Open Grid Services Archi-
tecture (OGSA) [47] which represents an evolution toward a
Grid system architecture based on Web Service concepts and
technologies. Lastly, we will study and choose the most suitable
cloud environment in which to deploy our solution, for example,
Amazon.
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