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TILINGS IN GRAPHONS

JAN HLADKY, PING HU, AND DIANA PIGUET

ABSTRACT. We introduce a counterpart to the notion of tilings, that is vertex-disjoint copies of
a fixed graph F, to the setting of graphons. The case F = K; gives the notion of matchings in
graphons. We give a transference statement that allows us to switch between the finite and limit
notion, and derive several favorable properties, including the LP-duality counterpart to the clas-
sical relation between the fractional vertex covers and fractional matchings/tilings, and discuss
connections with property testing.

As an application of our theory, we determine the asymptotically almost sure F-tiling number
of inhomogeneous random graphs G(rn, W). As another application, in an accompanying paper
[Hladky, Hu, Piguet: Komlés’s tiling theorem via graphon covers, J. Graph Theory, 2019] we give a
proof of a strengthening of a theorem of Komlés [Komlés: Tiling Turdn Theorems, Combinatorica,
2000].

1. TOWARDS LIMITS OF TILINGﬂ

The emergence of graph limit theories has brought numerous novel views on classical prob-
lems in graph theory. More precisely, the problems in which these theories helped concern
comparing subgraph densities. This is a very broad area lying in the heart of extremal graph
theory. In this explanatory section, we focus only on the applications of dense graphs lim-
its, firstly because these have been richer, and secondly because this is the direction which
we pursue in this paper. Two closely related theories have emerged. Razborov’s flag alge-
bras method [21] represents an abstract approach to graph limits. The method gives universal
methods for calculations with subgraph densities (most notably the semidefinite method and
differential calculus), and has led to the complete solutions of, or at least to a breakthrough
progress on, several prominent problems in the area. Of these breakthroughs let us mention a
result of Razborov [22] who determined an optimal function f : [0,1] — [0,1] such that if an
n-vertex graph G contains at least a(7) edges then

(1.1) G contains at least (f(«) +0(1)) (5) triangles,

thus resolving an old question of Lovész and Simonovits. On the other hand, the theory devel-
oped by Borgs, Chayes, Lovasz, Szegedy, S6s and Vesztergombi [5] [18] provides explicit limit
objects, the so-called graphons. This theory has been successfully applied in various parts of
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graph theory (and in particular provided insights into the properties of Szemerédi regularity
partitions) and random graphs. In extremal graph theory, the theory of graphons has been
used to prove a certain “local” version of Sidorenko’s conjecture, [16].

As said, the graph limit theories have been very powerful in relating subgraph densities.
Some other concepts, like the one of the minimum degree have been translated to the setting of
graph limits and have been explored. Extremal graph theory, however, is a much richer field,
and which other statements or features can be formulated in the language of graph limits is
interesting in its own right. In the present paper we develop a theory of tiling in graphons.
A tiling T by a finite graph F in another graph G (“F-tiling in G”, in short) is a collection of
vertex-disjoint copies of F (not necessarily induced) in G. This concept is used also under the
name of F-matching, as we get the usual notion of matchings, when F = K;. The size of the
tiling 7 is simply the cardinality |7|. We write til(F,G) for the size of a maximum F-tiling
in G. For example, a “tiling counterpart” to (1.I) would entail finding an optimal function
g :10,1] — [0,1] such that any n-vertex graph G containing at least « () edges satisfies

G contains a tiling of K3 of size at least (g(a) +0(1)) 5.

Such a function ¢ was indeed determined in [1]. Another example is the basic result of Erd6s
and Gallai [11], where they determined the size of a matching guaranteed in a graph of a given
density.

There is a fractional relaxation of the notion of tilings. In that notion, we put [0, 1]-weights
on copies of F in G, and require that the total weight at each vertex in G is at most 1. However,
for us it is more convenient to choose a slightly different notion in which we replace copies by
homomorphic copies. More precisely, we assume that the graph F is on the vertex set [k]. We
denote by Fr(G) all the copies of F in the graph G,

(1.2) Fr(G) = {(ul,uz,...,uk) e V(G)k: ujuj € E(G) for each pair ij € E(F)} .

More precisely, the members of Fr(G) correspond to ordered vertex-sets of G that represent
homomorphisms of F into G. With a slight abuse of notation we shall call members of Fr(G)
copies of F in G. Given a copy F’ of F in G, the vertex set V(F') is defined in an obvious way.
Note that |V(F')| < k, but equality need not hold.
A fractional F-tiling in a finite graph G is a weight function t : r(G) — [0,1] that satisfies
that for each v € V(G),
t(F)<1.
F'eFr(G),V(F')>v
The size ||t|| of tis the total weight of F¢(G), i.e., [|[t|| = Lpecr, () t(F'). A standard compact-
ness argument shows, that there exists an F-tiling of maximum size. We denote this maximum
size by ftil(F, G) and call it the fractional F-tiling number. Each F-tiling 7 C Fr(G) can be repre-
sented as a fractional F-tiling by simply putting weight 1 on the copies of 7 and 0 on the copies
of Fr(G) \ 7. Thus we have til(F, G) < ftil(F,G).

Remark 1.1. To illustrate the notion, and in particular to emphasize the difference between copies and
homomorphic copies, let us compute ftil(F, G) when F is a five-cycle and G is a triangle (so, G is the
smaller of the graphs!). Clearly, ftil(Cs, K3) < %, which is just a particular instance of the general

bound ftil(F,G) < Z(((F;)) On the other hand, 1 — 1,2 +— 2,3+ 1,4 — 2,5 +— 3 is a homomorphism
of Cs to K3. Now we can consider 2 further variants of this homomorphism obtained by cyclic shifts of

K3, and putting weight % on each of these 3 homomorphic copies. This shows that ftil(Cs, K3) > %
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The linear programming (LP) duality provides a very useful way of expressing ftil(F, G). To
this end recall that a function ¢ : V(G) — [0,1] is a fractional F-cover of G if } ,cp c(v) > 1
for each copy F' € Fr(G) (so, in the summation, we view F’ as a multiset). The size of the
fractional cover ¢ is the total weight of V(G), and is denoted by |c||. Again, a compactness
argument shows that there exists a fractional F-cover of G of minimum size, which is denoted
by fcov(F,G) and called the fractional F-cover number. Then the Duality Theorem asserts that
fcov(F, G) = ftil(F, G). Let us note that showing the “>" direction is easy and the difficulty lies
in proving the “<” direction.

In this paper we define the notions of (fractional) F-tilings and fractional F-covers for graphons
(Definition 3.1 and Definition [3.12). As we show, when the graphon in question is taken to be
a representation of a finite graph then there is a correspondence between the classical finite
notion and the new graphon notion (see Propositions [3.2] and [3.13). We relate these graphon
notions to the limits of the corresponding finite parameters (see Theorem Proposition
Corrolary[5.2) and treat their continuity properties on the graphon space (see Theorem[3.7} The-
orem 3.7, and Theorem 3.14). We derive the LP-duality between the fractional F-tiling number
and fractional F-cover number for graphons (Theorem [3.16).

This paper is organized as follows. In Section[2] we introduce common notation and provide
preliminaries regarding functional analysis, graph limits and the regularity lemma. In Section[3]
we introduce all the main concepts in our theory and state the main results. In Section [ we
give proofs of these results. In Section [5|we determine the F-tiling number of inhomogeneous
random graphs. In an accompanying paper [13] we give another application of the theory by
proving a strengthened version of a theorem of Komlés [15] regarding tilings in finite graphs.

Let us also mention that DoleZal and Hladky [8] study in more detail the case F = Kj, that
is, the case of matchings in graphons.

2. NOTATION AND PRELIMINARIES

Suppose that X is an arbitrary set. Given x = (x1,...,%;) € X¥ and two numbers 1 < i <
j < k, we write 7;;(x) for the projection of x, mj(x) = (xi,xj). We extend this to projecting
sets, i.e., given Y C X*, we write mii(Y) = {mj(x) :x € Y}. We will use this notion only with
7l(4) = {x € Xk (x;,%) € A}.

Given a function f and a number a we define its support supp f = {x : f(x) # 0} and its
variant supp, f = {x: f(x) > a}.

Our notation follows [17]]. Throughout the paper we shall assume that () is an atomless Borel
probability space equipped with a measure v (defined on an implicit o-algebra). The product
measure on OF is denoted by v. Recall that a set is null if it has zero measure.

regard to the inverse map. That is, if A C X?then

2.1. Banach-Alaoglu Theorem. As () is a Borel probability space, it is in particular a separable
measure space. It is well-known that then the Banach space £!(Q) is separable (see e.g. [6,
Theorem 13.8]). The dual of £1(Q) is L®(Q).

Let us now recall the defining property of the weak® topology on L£®(Q): a sequence
fi, fa, ... € L®(Q) converges weak* to a function f € L®(Q) if for each g € £1(Q) we have

that [ fu(x)g(x) dv — [ o f(x)g(x) dv. Weak* convergence is denoted by f;, AN f.
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These initial preparations can be used to verify that in the current context the assumptions
of the sequential Banach—Alaoglu Theorem (as stated for example in [23, Theorem 1.9.14]) are
fulfilled. Thus, let us state the theorem in the setting of £L%((Q2).

Theorem 2.1. If Q) is a Borel probability space then each sequence of functions of L% (Q)-norm at
most 1 contains a weak* convergent subsequence.

2.2. Graphons. Our graphons will be defined on )?, i.e., symmetric measurable functions
W : Q? — [0,1]. For a finite graph G on vertex set {v1,...,v,} we can partition Q) into 1 sets
M4, ...,Qy of measure % each and obtain a representation of G. This graphon, always denoted
by W, is defined to be one or zero on each square (); x (}; depending on whether the pair v;v;
does or does not form an edge, respectively. Note that W is not uniquely defined; it depends
on the partition )y, ...,),. Given a bounded symmetric measurable function W : 0?2 > R,

define its cut norm [|W/||o to be supg v ‘ /; ( W(x,y) dvz‘, where the supremum is taken

x,y)ESXT
over all measurable subsets S and T. Let Wj)be a graphon and let ¢ : 3 — () be a measure
preserving map. Define W? by W?(x,y) = W(¢(x), ¢(y)). Given two graphons U and W, we
define the cut distance of them by o(U, W) = inf, [|[U — W?||q, where the infimum is taken
over all measure preserving map ¢ : QO — Q. We denote U < W v?-almost everywhere by
u<mw.

Suppose that we are given an arbitrary graphon W : Q2 — [0,1] and a graph F whose
vertex set is [k]. We write W= : OF — [0,1] for a function defined by W®F (x1,...,x;) =
[Ti<i<j<kijer(r) W(xi, xj), which we call the density of F in W. Let Fp(W) = supp W®F. Note
that if we take W to be a graphon representation a finite graph G then there is a natural corre-
spondence between F (W) and F¢(G) defined in (1.2).

We shall need the following easy statement about graphons, which is essentially given in [18]
Lemma 4.1].

Lemma 2.2. Suppose that U and W are two graphons such that ||W — U||q < J, and let F be a finite
graph with k vertices. Then for arbitrary measurable sets Py, ..., P, C Q) we have
k
< J.
<)

’/(x L U®F (xq,...,x) dvk — /(x L W (x1,...,x) dvf
17tk i 17tk i

2.3. Removal lemma. Let us state a graphon version of the Removal lemma.

Lemma 2.3. Suppose that F is a graph on a vertex set [k]. Then for every € > 0, there exists a constant
& > 0 such that whenever W : O — [0,1] is a graphon with [, ) o WEF dvk < 5, then W

can be made F-free by decreasing it in a suitable way such that it changes by at most € in the L1 (Q?)-
distance.

2.4. Partite versions of graphons. In this section we introduce an auxiliary notion of partite
graphons which we shall use in Section If A and B are (not necessarily disjoint) sets then
we write A II B for their disjoint union, i.e., for the set ({1} x A) U ({2} x B). If A and B are
measurable subsets of a measure space ((),v) then we can view A as a measure space of total
measure v(A) and B as a measure space of total measure v(B). Then, A II B can be viewed as
a measure space of total measure v(A) + v(B).
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Suppose that W : Q? — [0,1] is a graphon and Ay, ..., Ay are (not necessarily disjoint)
measurable subsets of (). Then we can construct a (Aj, ..., Ag)-partite version of W, which is a
function U : (Aq II...1I A;)*> — [0,1] defined by the formula

Uictiyanx(yxay) = Wiaicay
for each i,j € [k| distinct, and by setting Uj((i1xa,)x({i}x4,) to O for each i € [k]. U is almost
a graphon; the only reason why it need not be is that the measure on A; II...II Ay defined
above, and henceforth denoted by v4,11..114,, need not have total measure 1. So, we shall use
graphon terminology even for partite versions.
If X C (A1 1L...1I Ay)? then the folded version of X is simply the set of all (x,y) € Q such
that there exist some i, j € [k] such that ((i,x), (i,y)) € X. Note that

the O2-measure of a folded set is at most
2.1) the (Aq II...1I A;)*-measure of the original set

When £ is fixed, the total measure of v, 11..114, is upper-bounded (by k), and thus it is easy
to translate Lemma[2.3]as follows.

Lemma 2.4. Suppose that F is a graph on a vertex set [k|. Then for every € > 0 there exists a constant
5 > 0 such that the following holds. If W : Q% — [0,1] is a graphon and A1, ..., Ay are measur-
able subsets of Q) with the property that for the (A, ..., Ax)-version of W, denoted by U, we have

f(xl )€ (AL TTA)F u=r dVI;leI...HAk < 6 then U can be made F-free by decreasing it in a suitable

way such that it changes by at most € in the L' ((Al Io...o Ak)z)—distance. g

Let us make one easy and well-known comment about the Removal lemma (this comment
applies equally to Lemma 2.3]and 2.4). When making a graphon F-free with a small change
in the £!-distance it only makes sense to nullify the graphon at each point where its value is
changed. In particular, when positive values of the graphon are uniformly lower bounded, the
nullification occurs on a set of small measure. This is stated in the lemma below.

Lemma 2.5. Suppose that F is a graph on a vertex set [k]. Then for every a > 0 and d > 0 there exists
a constant B > 0 such that the following holds. If W : > — {0} U [d, 1] is a graphon and Ay, ..., A;
are measurable subsets of Q) with the property that for the (Aq, ..., Ax)-version of W, denoted by U,

we have f(xl )€ (AT LA u=r dqulﬂ...ﬂAk < B then U can be made F-free by nullifying it on a

' 2
suitable set of v 1y 114 -measure at most . O

2.5. Regularity lemma. Here, we introduce Szemerédi’s Regularity Lemma in a form that is
convenient for our later purposes. Recall that the density of a bipartite graph with colour

classes A and B is defined as d(A,B) = Tfﬁig‘). We say that (A, B) forms an e-regular pair if
|d(A,B) —d(X,Y)| < e foreach X C Aand Y C B with |X| > €|A| and |Y| > €|B|. Suppose
that G is a graph on a vertex set V. Let V = {V{, V3,..., V;} be a partition of V. We say that a
subgraph H of G is an (e, d)-reqularization of G if

V(H) =V,

Vol < en,

for each 1 <i < j </, we have that |V;| = |V}],

foreach 1 < i < j < /, we have that the density of the pair (V}, V;) in the graph H is
either 0 or at least d, and the pair is e-regular in H,
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e there are no edges in H incident to any vertex of Vp,

e there are no edges in the graphs H[V;|, H[V,], ..., H[V/], and

e ¢(H) >e(G) —2d|V|?.
In the setting above, the sets Vi, ..., V; are called clusters, and the number £ is called the com-
plexity of the regularization. The Szemerédi Regularity Lemma then can be stated as follows.

Lemma 2.6. Foreachd,e > 0 there exists a number L such that any graph admits an (e, d)-regularization
of complexity at most L.

Suppose that G is a graph and H is a (€, d)-regularization of G for a partition V = {V,, V4, ..., V;}.
We can then create the cluster graph R corresponding to the pair (H,V). This is an edge-
weighted graph on the vertex set [(] in which an edge ij is present if the bipartite graph H[V;, V]
has positive density. The weight on the edge ij in R is then the density of H[V}, Vj]. A standard
and well-known fact states that if H is an (¢, d)-regularization of a graph G, and R is the corre-

sponding cluster graph, then for the representations W and Wy we have that
(2.2) disty(Wg, Wr) < 4d + 2¢ .

The so-called Slicing Lemma tells us that a subpair (X, Y) of an e-regular pair (A, B) is (¢/x)-
regular, if |X| > x|A| and |Y| > x|B|. This fact, however, is useless when we take x smaller
than e. The following lemma shows that we can still save the situation if we take X and Y
at random. The lemma is a weak version of the the main result of [12]. There, the statement
([12, Theorem 3.6]) is given even in the setting of so-called sparse regular pairs which is a
generalization of the regularity concept which we do not need in the present paper.

Lemma 2.7. Suppose that B,e1 > 0 are given. Then there exist numbers ey > 0 and C > 0 such that
for every eg-regular pair (A, B) of an arbitrary density d = d(A, B) and for any a, b > C/d, the number
of pairs (A',B’"), A’ C A, B' C B, |A’| = a, |B'| = b which induce e1-regular pairs of density at least

d — €7 is at least
oo~ 94 (121

Last, we need a weak version of the Blow-up Lemma. In our version, we do not require
perfect tiling.

Lemma 2.8. Suppose that we are given a graph F on a vertex set [k| and numbers y,d > 0. Then there
exist numbers € > 0 and my € IN such that the following holds. If B is a graph whose vertices are
partitioned into sets Vy,. .., Vi with |V1| = ... = |Vi| > mg and which has the property that for each
ij € E(F) the pair (V;,V;) is e-regular with density at least d, then til(F, B) > (1 —v)[V1].

2.6. Subgraphons converging to a subgraphon. In this section, we provide a proof of the
following simple lemma (which seems to be new).

Lemma 2.9. Suppose that (W,,),, is a sequence of graphons on Q converging to a graphon W : (0> —
[0,1] in the cut-norm. Let U < W be an arbitrary graphon. Then there exists a sequence (U, ),, with
U, < W,, which converges to U in the cut-norm.

Proof. Let € > 0 be arbitrary. There exist k and a partition of () into sets of measure 1/k each,
Q = Oy U... U0, such that there exist step-functions with steps (); x (); which approximate
U and W up to an error at most €2 in the £!(Q?)-norm (each one separately). Such partition
and approximation exist since squares generate the sigma-algebra on Q2. It is also well known
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that the said step-functions can be taken to be constant U% := k? J (x U(x,y) dv? and

Y)EQ; X QY
=k [, (1) QX0 W(x,y) dv? on each square Q; x Q;. A routine calculatlon gives that for

all but at most 2ek? pairs (i, j) we have
23 / U(x,y) — U dv? < /2 and / W(x,y) — Wil dv? < e/s2 .
@ [ ) - Ui < ey W)~ W2 <

Let P C [k]? be the set of the pairs that fail .
Since U < W for each i and j, when we define U, by
uif
Uy (x,y) = Wy(x,y) - — for (x,y) € Q x Qy,

we indeed get a graphon with U, < W,. Let us now bound ||[U — U,||g. Let A,B C Q be
arbitrary. We write R = (A x B) N (Q; x Q). Then by the triangle inequality we have

u,dz—/ U, dv?| < / U,dz—/ Uy (x,y) dv?
’/(W)EAXB (y)ov (xy)eAxB vl=L (xy)eRi (oo y) dv (xy)€ERY n(xy) dv

ij
(2.4) =

ij
U(x,y) dv? — / Wa(x,y) - u— dv?

x,y)ERY (x,y)€RY wii

(

The total contribution of the pairs (i, j) € P to the right-hand side of is at most 2e. Suppose
now that (i,j) ¢ P, and let us find an upper bound for the corresponding term in (2.4).

ui
U(x,y) dv? — / W, (x, 1) - — di?
‘/(x,weR"f G A= | e VYD A

. ij
< ‘/ U (x,y) dv? —/ Wia(x,y) - U” dv?| + ¢/x2
(x,y)eRY (x,y)ERY WH
< wil[ aar [ T g2
(xy)eR (xy)eri Wi
) 1
< ulf/ 1— W, — W / W(x, d2> e/p
< M pen! 50 (1w~ Wlo+ [ Wiy an2) |+
_ i i a2 )
u Wi (HWn WHD+/ R” W(x,y) - W ) dv )‘—i—e/k
y
= (g - W||D+e/kz)+e/kz
< [[Wy = Wllo + 2¢/k2

Thus, the total contribution of the terms (i,j) ¢ P is at most k?||W, — W||g + 2e which is less

f(x,y)eAxB Udv?— f(x,y)eAxB u, de’ < be.
Thus, the proof proceeds by letting € go to zero and diagonalizing. 0

than 3e for large enough n. Consequently,

3. THE THEORY OF TILINGS IN GRAPHONS

3.1. A naive approach. We want to gain some understanding what an F-tiling in a graphon
should be. Let us take our first motivation from the world of finite graphs. Suppose that F
and G are finite graphs, F is on the vertex set [k]. Then each F-tiling can be viewed as a set
X C V(G)* such that
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(a) for each T € X we have that T;T; forms an edge of G for each ij € E(F), i < j, and
(b) for each v € V(G) there is at most one pair (T,i) € X x [k] such that v = T;.

The size of the F-tiling X is obviously |X|, which can be rewritten using the projection 71y :
V(G)*¥ — V(G) on the first coordinate as

3.1) X] = |m(X)] .
Let A be the adjacency matrix of G. Then Condition|(a){can be rewritten as

(@’) foreach T € X we have that [T;jcg(r),i<; At > 0.

These conditions can be translated directly to graphons. That is, we might want to say that a
set Y C OF is an F-tiling in a graphon W : Q% — [0,1] if
o foreach1 < i < j < k the map 7T]~o7'[l-_1
7;(Y) and 7;(Y),
e foreach T € Y we have that [T;jcg(r),i<j W(T, Tj) > 0,
e and for each x € () there is at most one pair (T,i) € Y x [k] such that x = T;.
Using (3.1), we would then say that v(711 (Y)) is the size of the F-tiling Y.

There is however a substantial problem with this approach in that whether the condition
[Tijee(r),i<i W(Ti, Tj) > 0 holds depends on values of W of v2-measure zero. The theory of
graphons cannot in principle achieve this level on sensitivity. Thus, a different approach is
needed.

is a v-measure preserving bijection between

3.2. Introducing tilings in graphons. As we saw in the previous section the main problem
with the straightforward graphon counterpart to F-tilings of finite graphs was that the limiting
object was too centralized; so centralized that all the information was needed to be carried on
a set of measure zero. Observe that in a setting of a finite graph G, fractional F-tilings can be

more “spread out” than integer F-tilings in the sense that the weight of the latter is always

U(G))
o(F)
many copies in the former. Thus, the notion of fractional F-tilings seems better admissible to a

limit counterpart. Indeed, as we shall see in Section in the world of graphons there is no
difference between F-tilings and fractional F-tilings. Thus, we want to approach the notion of
F-tilings in graphons by looking at fractional F-tilings in finite graphs.

Suppose that F and G are finite graphs, F is on the vertex set [k], the order of G is 1, and
let tg : Fr(G) — [0,1] be a fractional F-tiling in G. Let Wg : Q%> — [0,1] be a graphon
representation of G. Let () ,cy(c) be the partition of Q) corresponding to this representation.

supported on at most ©(G)/o(F) many copies of F while it can be supported on up to (

We can then associate a measure y on QO corresponding to tg by the defining formula

te (uatia - ug) Y ((Quy X Qup X - x Q) N A)
n VK (Quy X Oy X oo x Q)

B2  u(A)= )y

Uy u €Fp(G)

for each measurable A C OF. In words, we introduce a linear renormalization on tg. Then the
measure y spreads the total of Wlizuk) uniformly over each rectangle (2, X 0y, X - -+ X (),

An example is given in Figure[3.1] The following properties of u are obvious:

(1) p is absolutely continuous with respect to v,
(2) pis supported on a subset of the set F (W),

(3) for each X C Q) we have Z’gzl U (Hf;ll Qx X x Hi-‘:“l Q) <v(X).
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A 1% coordinate
2 Qa4 Q5 Qe Q4 QO Qc

t(A,B) = 4 t(A4,0) =0 Q4 | 0 [oa/3f01/ Q40 (12(03
(B, A) = 4 H{C, A) =
Qp |04/3] 0 |01/ Qp |12 0103
B 4B,C)=0 C Qcl oo o Qc|lo]o]o
{C.B) = 1

FIGURE 3.1. The left-hand picture shows a sample graph G and a fractional
Kj-tiling in it. The middle picture shows the total masses of the nine rectangles

with respect to the measure y defined by (3.2). The right-hand picture then

du

shows the point-wise values of the Radon-Nikodym derivative /5.

Property (1) allows us to take the Radon-Nikodym derivative % of i1. We define functions
that arise in this way as F—tilingsﬂ

Definition 3.1. Suppose that W : Q2 — [0,1] is a graphon, and that F is a graph on the vertex
set [k]. An L1(QF)-function t : OF — [0, +00) is called an F-tiling in W if

(3.3) supp t CF (W),

and we have for each x € () that
k

(3.4) (X1, X, X, X, X)) AR <1

=1 /(x1/~~~xz71,xﬁ+1r~--/xk)EQkfl
The size of an F-tiling tis ||t|| = f(xl,...,xk)eﬁk t(x1,...,x;) dvk. The F-tiling number of W, denoted
by til(F, W), is the supremum of sizes over all F-tilings in W.

A couple of remarks is in place. First, if F and F’ are copies of the same graph on the vertex
set [k] with the vertex-labels permuted we can get an F'-tiling from an F-tiling by permuting the
corresponding coordinates. Second, observe that the definition does not depend on the values
of W, only on supp W. Third, we have til(F, W) < % This is a counterpart to the finite statement
til(F,G) < @ Fourth, the supremum in the definition of til(F, W) need not be attained. An
example is given in Proposition[3.3} Fifth, when W is a representation of a finite graph G, we
have ftil(F, G) = v(G)til(F, W) (We emphasize that the relevant graph parameter is ftil(F, G),
not til(F, G)). While this would easily follow from tools we develop later (specifically, from
Proposition 3.13]and Theorem [3.16), here we give a self-contained proof.

Proposition 3.2. Suppose that F and G are finite graphs and that W is a graphon representation of
G. Let n be the number of vertices of G. Then we have ftil(F, G) = n - til(F, Wg).

Proof. Let us assume that the vertex set of G is V(G) = [n]. Let us consider the partition
Q= O U...UQy of the space that hosts W into sets representing the individual vertices
of G.

2As said, later we shall see that there is no distinction between integral and fractional tilings for graphons. Thus,
even though the motivation for the current notion comes from fractional tilings in finite graphs, we call the resulting
graphon concept simply tilings.
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FIGURE 3.2. For the graphon defined by , any symmetric Kj-tiling t of
weight ||t|| = 1/2 satisfies that t is zero almost everywhere on the red rectangle
[0,a] x[0,1—al.

Suppose that tg : Fr(G) — [0,1] is an arbitrary fractional F-tiling in G. Define t : OF —
[0, +-00) to be constant t;(iy,ip, - - - , i) /n on each set ); X Q) X -+ -+ x Q. It is straightfor-
ward to check that tis an F-tiling in W of size ||t|| /n. We conclude that ftil(F, G) < n - til(F, Wg).

Suppose that t : QOF — [0, +-00) is an arbitrary F-tiling in W. Define t; : Fr(G) — [0,1] to
be constant 7 - f(xlz"'rxk)eﬂil N t(xy, - -+, x%) dvk for each (iy,ia,...,i) € Fp(G). Itis
straightforward to check that t; is an F-tiling in W of size n||t||. We conclude that ftil(F, G) >
n - til(E, Wg). 0

Proposition 3.3. Consider the graphon W : [0,1]? — [0, 1] defined as

0 ifx+y>1/
1 ifx+y<i/’
Then til(Ky, W) = 1/2, but there exists no Ky-tiling of size 1/2.

(3.5) W(x,y) = {

Proof. For an arbitrary C > 1 we can take a function t¢ : [0,1]? — [0, +c0) defined by

0 ifx4+y>l2orx+y<l/2-1/c
te(v,y) = . :

C ifx+ye€ [1/2—1/c,1/2]
It is easy to see that tc is a Kp-tiling and that ||t-|| > 1/2 —1/c. Thus til(F, W) > 1/2. Yet,
there is no K;-tiling of size 1/2. To see this, assume for a contradiction that t is such a K;-tiling.
By replacing t(x,y) by 1 (t(x,y) + t(y, x)), we can assume that t(x,) is symmetric. To get the

contradiction, it is enough to show that t is constant zero almost everywhere on each rectangle
[0,a] x [0,1 — a] (see Figure[3.2). Firstly, observe that because t is symmetric, (3.4) tells us that

ny[O,l] t(xo,y) dy < 1/2for every xq € [0,1]. Since 1/2 = ||t|| = fxoe[O,l] (fye[O,l] t(xo0,v) dy) dxo,
we conclude that |, ye] t(xo,y) dy = 1/2for almost every xy € [0, 1]. Applying this for xg > 1—
&, we get that the integral [, M—a1] ( /] ye[0a] t(x,y) dy) dx (over the green triangle in Figure
is exactly /2. The value [ co1] ( /i yeloa HEY) dy) dx is at most #/2 by 1) We conclude that
tis zero almost everywhere on [0, ] x [0,1 — a].

3.3. Graphon tilings versus fractional graphon tilings. Let us now explain that there should

be no difference between F-tilings and fractional F-tilings for graphons. In the world of finite
graphs, the former is a proper subset of the latter. So, let us show that in the graphon world
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FIGURE 3.3. The left-hand picture shows the graph R, with the edge-weights.
The middle picture shows a fractional triangle-tiling t in R, (the different
copies of a triangle are depicted with different colors). On the right-hand pic-
ture, we split the clusters of G, according to t, thus obtaining subpairs of the
original regular pairs. Using Lemma we get an F-tiling in G, of size pro-
portional to the size of the fractional F-tiling in R;,. (This example is oversim-
plified: If the triangle-tiling is “spread out”, meaning that t(H) is of order €,
or less for many copies H of the triangle, then the regularity of the pairs is not
inherited to the subpairs and Lemma [2.8| cannot be applied. As we shall see,
this issue can be resolved.)

we have the opposite inclusion as well. That is, we want to show that a fractional F-tiling t
of certain size in W yields an F-tiling of approximately the same size (after rescaling) in finite
graphs G, of a sequence that converges to W. To this end, fix a sequence (R;),, of finer and
finer Szemerédi regularizations of the graphs G,. That is, R, is a cluster graph whose edges
carry weights in the interval [0, 1] and which comes from regularizing G, with an error €,, with
lim;, €, = 0. Since the sequence (R;),, converges to W in the cut-distance we can take t and turn
into a fractional F-tiling t, in R, of size ~ ||t|v(R,) (for n large). Of course, the fact that we
can transfer a fractional F-tiling on a graphon to a fractional F-tiling on a graph in a sequence
converging to this graphon needs a formal statement, which we give in Theorem[3.4} In the last
step, we recall that Lemma 2.8 provides a standard tool for finding an F-tiling of size ~ ||t||n
in G, based on an fractional F-tiling of size ~ [|t|v(Ry) in the cluster graph R,. A description
by picture how this step is done is given in Figure

Note that the above also explains our remark in Section3.2]that the notion of tilings depends
only on the support of the graphon, and not on its values themselves. Indeed, Lemma 2.8 was
applied to subpairs of regular pairs. And Lemma [2.8| works for regular pairs of an arbitrary
positive density.

3.4. Tilings and convergence. Suppose F is a finite graph and that we have a sequence (G;)
of graphs, v(G,) = n, that converges to a graphon W : Q2 — [0,1] in the cut-distance.

Observe that the numbers til(F, G,) grow (up to) linearly in n. Hence, we could hope that
Hil(F,Gn) — til(F, W) holds. Unfortunately, this is not always true. Indeed, consider F = Kj, and

n
the graphs G, are defined as a perfect matching on n vertices for n even, and as an edgeless

SLower density will require a finer error parameter of regularity. But in the limit case, we have “infinitely fine
regular pairs”.
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FIGURE 3.4. The transformation described in Remark A part of the ran-
dom (bipartite) graph H;, shown with thin lines and box vertices. The corre-
sponding line graph G, shown with thick lines and circle vertices.

n-vertex graph for n odd. Then (G;), converges to the zero graphon but @ oscillates be-

tween 0 and % So, while we see that the quantity til(F, -) cannot be continuous on the space of
graphons, here we establish lower semicontinuity for graphs converging to graphon.

Theorem 3.4. Suppose that F is a finite graph and let (G,,) be a sequence of graphs of growing orders
converging to a graphon W : Q% — [0,1] in the cut-distance. Then we have that lim inf,, t'L((P é%i) >

til(F, W).

The proof of Theorem 3.4]is given in Section [4.4]

Remark 3.5. Lower semicontinuity is the more applicable half of continuity for the purposes of ex-
tremal graph theory. Indeed, in extremal graph theory one typically wants to bound the F-tiling number
of graphs from a graph class of interest from below (as opposed to bounding from above). Thanks to
Theorem |3.4| this can be achieved (in the asymptotic sense) by finding a lower bound til(F, W) for each
limiting graphon W. This proof scheme is used in [13].

Remark 3.6. Let us compare the situation with the sparse case. That is, suppose that we have a Ben-
jamini-Schramm convergent sequence (Gy,)n of bounded degree graphs, and we are concerned with the
sequence (til(F,Gn)/v(Gy)),, for some fixed graph F. A theorem of Nguyen and Onak [20] (reproved later
by Elek and Lippner [10] and by Bordanave, Lelarge, and Salez [4]]) tells us that indeed the normalized
matching ratios (i.e., the most important case F = Kj) converge. In contrast, Endre Csoka has com-
municated to us that the sequence (til(Ks,Gn)/v(G,)),, needs not to converge. The construction he uses
to this end is as follows. For n even, consider a random cubic graph Hy, of order 2n, for n odd consider
a random bipartite cubic graph H, of order 2n. It is well-known that the resulting sequence is Ben-
jamini—Schramm convergent almost surely, and that the limit is the rooted infinite 3-regular tree. Let
Gy be the line graphs of Hy,. This is shown in Figure[3.4} There is a one-to-one correspondence between
independent sets in Hy's and triangle tilings in Gy’s. Thus, when H, is bipartite (n even), we have
til(K3, G) = v(Gy) /3. On the other hand, a result of Bollobds about independence number of random
cubic graphs [3] translates as til(K3, G,,) < 0.92 - v(Gy,,) /3 asymptotically almost surely for n odd.

A similar construction shows that the parameter t\(F,G)/v(G) is discontinuous in the Benjamini—Schramm
topology for each 2-connected graph F. In that construction, random cubic graphs and random bipartite
cubic graphs are replaced by random v(F)-reqular graphs and random bipartite v(F)-reqular graphs,
respectively. It would be interesting to fully characterize the graphs F for which the quantity t1(F;)/v(-)
is continuous. The case when F is a path or a star seems particularly interesting.
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In Theorem 3.7 below we state a version of Theorem [3.4] for a sequence (W, ) of graphons
converging to a graphon W. Then we have liminf, til(F, W,) > til(F, W). Note that this is
not a strengthening of Theorem [3.4]since in general we do not have (even approximately) that

ti:]((F G)G) = til(F, Ug) for a graphon representation Ug of the graph G.

Theorem 3.7. Suppose that (W,) is a sequence of graphons W, : Q> — [0,1] converging to a
graphon W : Q% — [0,1] in the cut-distance and let F be an arbitrary graph. Then we have that
liminf, til(F, W,,) > til(F, W).

The proof of Theorem 3.7]is given in Section [4.3]

3.5. Robust tiling number. While — as we have explained — the function til(F, -) is not upper-
semicontinuous, it is “upper-semicontinuous in the cut-distance after small £!-perturbations”.
This is stated below.

Proposition 3.8. Suppose that F is an arbitrary graph and that W : Q2 — [0,1] is a graphon. Then
for an arbitrary y > O there exists a number 6 > 0 such that each graphon U with |W — U||5 < d can
be decreased in the L' (Q?)-distance by at most 1 (in a suitable way) so that we obtain a graphon U* for
which til(F, U*) < til(F, W) + 1.

The proof of Proposition [3.8]is given in Section[4.5] Let us state a version of Proposition
which deals with the situation when the the graphon W is approximated by a finite graph and
not a graphon.

Proposition 3.9. Suppose that F is an arbitrary graph and that W : Q% — [0, 1] is a graphon. Then for
an arbitrary n > 0 there exists a number 6 > 0 such that in each finite graph G with distg(W,G) < ¢
we can erase at most yv(G)? edges (in a suitable way) so that for the resulting graph G* we have
til(F,G*) <mn - (til(F, W) + 7).

Proposition [3.9|is not stronger than Proposition [3.8|since it deals with graphs only. On the
other hand, Proposition [3.9| does not follow directly from Proposition [3.8| since it contains the
extra assertion that each edge is either entirely deleted, or kept entirely untouched. We do not
include a proof of Proposition[3.9as it is analogous to that of Proposition 3.8

Propositions 3.8 motivates the following definition. Given a finite graph F, a number € > 0
and a graphon W : O? — [0, 1] we define

(3.6) tile(F, W) = inf til (F,W") ,
where W™ ranges over all graphons with W~ < W and with [|[W — W~ ||; < e. Similarly, for
an n-vertex graph G, we define

tile(F, G) = infil (F,G") ,

where G~ ranges over all subgraphs of G with at most en? edges deleted from G. These “robust
versions of the tiling number” are continuous.

Theorem 3.10. Suppose that F is a finite graph and € > 0. Then the quantity til¢(F, -) is continuous
on the space of graphons equipped with the cut-norm.

Theorem 3.11. Suppose that F is a finite graph and € > 0. Suppose that (Gy), is a sequence
of graphs of growing orders that converges in the cut-distance to a graphon W. Then the sequence
(tile(F,Gn)/v(Gy)),, converges to tile(F, W).
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We shall give a proof of Theorem 3.10]in Section 4.6 We omit a proof of Theorem [3.11]but it
follows easily by combining the proofs of Theorem and Theorem 3.4}

Let us give an interpretation of Theorem in property testing in the so-called dense
model. Formally, let G be the class of all isomorphism classes of finite graphs. We say that
a function (called often a parameter) f : G — R is testable if for each € > 0 there exists a number
r = r(€) and a function (called often a tester) g : G — R such that for each G € G, we have

Pf(G) —g(H)[>¢] <€,
where H = G[A] is the subgraph of G induced by selecting a set A of r vertices at random.
A very convenient and concise characterization of testable parameters was provided in [5] in
the language of graph limits: A graph parameter f is testable if and only if it is continuous in the
cut—distanceﬂ Also, in the positive case, we can take the tester to be g = f.

Thus, Theorem tells us that tilc(F, -) is testable. For example, suppose that we have a
large computer network G and we want to estimate the size of the largest possible matching
in it. But a small number of links between the computers may become broken, and we do
not know in advance which links these will be, so we actually want to estimate tilc(Kp, G).
Then a good estimate to this quantity can be provided just by computing tile (K,, H) for a large,
randomly selected induced subgraph H of G.

3.6. Fractional covers and LP duality. We define fractional covers in graphons in a complete
analogy to the finite notion.

Definition 3.12. Suppose that W : Q2 — [0,1] is a graphon, and F is a graph on the vertex
set [k]. A measurable function ¢ : Q3 — [0, 1] is called a fractional F-cover in W if

k
vk (fp(W) N {(xl,xz,...,xk) e OF: Zc(x,') < 1}) =0.
i=1
The size of ¢, denoted by ||c||, is defined by ||¢|| = [, ., ¢(x) dv. The fractional F-cover number
fcov(F, W) of W is the infimum of the sizes of fractional F-covers in W.

As with tilings, let us note that the notion of fractional covers does not depend on the values
of the graphon but only on its support.

The following proposition gives us a simple but useful relation between the fractional F-
cover number between a graph and its graphon representation.

Proposition 3.13. Suppose that F and G are finite graphs and that Wg is a graphon representation
of G. Let n be the number of vertices of G. Then we have fcov(F,G) = n - fcov(F, Wg).

Proof. Suppose that ()3 LI (), LI... L1Q), is the partition of the underlying probability space ()
given by the graphon representation W. Any fractional F-cover of G can be represented as a
function with steps (31, ()y, . . ., ();,. This step-function is a fractional F-cover of W. This shows
that fcov(F, G) > n - fcov(F, Wg ). On the other hand, let ¢ : QO — [0, 1] be an arbitrary fractional
F-cover of Wi. Let us modify ¢ on each set (); by replacing it by its essential infimum on that
set. Since W is constant on the rectangles Q); x (); we get that the modified step-function ¢’ is
still a fractional F-cover of W, obviously with ||¢/|| < ||¢||. But ¢/ can be viewed as a fractional
F-cover of G. This shows that fcov(F, G) < n - fcov(F, Wg). O

45ee also [19] for more advanced connections between property testing and graph limits.
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The sequence of graphons representing a growing number of isolated copies of F converges
to the constant zero graphon. This shows that the fractional F-cover number is not continuous.
We can, however, establish lower semicontinuity using the following theorem.

Theorem 3.14. Suppose that F is a graph on the vertex set [k|. Let (W) be a sequence of graphons
W, : Q% — [0, 1] converging to a graphon W in the cut-norm. Suppose that c, is a fractional F-cover
of Wy. Then an arbitrary weak*accumulation point ¢ of (¢, ) is a fractional F-cover of W.

We give the proof of Theorem [3.14]in Section [4.1}

Recall that if a sequence of functions (f,;) weak* converges to a function f, we havelim [ f, =
| f. Also, recall that by Theoremthe set of all functions of £*-norm at most 1 is sequentially
compact with respect to the weak* topology. Thus, we get the following.

Corollary 3.15. Suppose that F is a finite graph. Suppose that (W) is a sequence of graphons con-
verging to W. Then lim inf,, fcov(F, W,,) > fcov(F, W).

Corollary has two important consequences. Firstly, it tells us that fcov(F, -) is lower-
semicontinuous with respect to the cut-distance. Secondly, if we take W; = W, = --- = W,
and ¢, a sequence of fractional F-covers whose sizes tend to fcov(F, W), we get a fractional
F-tiling which attains the value fcov(F, W). Thus, unlike with til(F, W),

(3.7) the value of fcov(F, W) is attained by some fractional F-cover.
We are now ready to state the LP duality theorem for tilings in graphons.

Theorem 3.16. Suppose that W : Q% — [0,1] is a graphon and F is an arbitrary finite graph. Then
we have til(F, W) = fcov(F, W).

We give the proof of Theorem [3.16]in Section

Theorem[3.16]is a very convenient tool for extremal graph theory. More specifically, suppose
that we want to prove that for a fixed graph F and for a family of graphs G we have that
til(F,G) > (v +0(1))v(G) for each G € G. (Here, 0o(1) tends to 0 as v(G) goes to infinity.)
By combining Theorem [3.4|and Theorem it suffices to show that no graphon arising as a
limit of graphs from G has a fractional F-cover of size less than y. We shall see one particular
application of this scheme in Section[5|and another one is used in the accompanying paper [13]
on Koml6s’s Theorem.

4. PROOFS
Figure[4.1|shows the dependencies and the key steps in the proofs of our main results.
4.1. Proof of Theorem Without loss of generality let us assume that ¢, ~ ¢. In or-
der to show that ¢ is a fractional F-cover of W, we need to show that for any measurable
subsets Ay,..., Ay C Q) for which there are numbers &, ..., a;, Ya; < 1 with ¢4, < a;, we

have f(h el A; W®F(x1,...,x) dvk = 0. Leta = 1 — Y a;. Suppose for contradiction that
f(X1 el A W®F (x1,...,x¢) dvf > 0. Let & > 0 be such that the set

X:{XGHAi:W®F(x)>§}
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weak” convergence

<-direction >-direction

analogously to | dg-approximate W by a graph H

the finite case

Thm 3.16 and Prop 3.13:
nfcov(F, W) £ fecov(F.

=

Aypenp Jg
oty

careful choice of H:
cluster graphs of G
ntil(F, W) 2 ftil(F, H) graphs Hgf Gr

d,
R, =W

By Thm 3.14 and Prop 3.13:
fecov(F, Ry,) Z v(R,,)fcov(F, W)

=)
=
g2

w
-

dT onuy

=

ftil(F, R,,) v(R)tiI(F, W

use Blow-up lemma to transform
Thm 3.14 and Thm 3.16 the fractional tiling in R,, to an
integral tiling in G,

FIGURE 4.1. Main proof steps and dependencies of main results from Section 3]

has positive vf-measure. Since k-dimensional boxes generate the sigma-algebra on QF, for each
d > 0 we can find sets By C Ay, ..., By C Ay of positive measure such that

(4.1) vk (XﬂHBi) > (1-d)v(B).

Let us fix such sets for d := (a/12k)k.

Let us take Nj such that for each n > Nj we have |[W — W, ||g < (¢/136)**2 - [T, v(B;) - &.
Lemrnatells us that for each collection Dy, ..., Dy of measurable subsets of () we have
4.2)

WOF (xq,...,x dvk—/ WO (xq,...,x) dvk
" ( ! k> (xl,...,xk)EHDi ( ! k)

< (/1360 -TTv(B;)- €.
/(xl,...,xk)EHDi ( ) 1:[ ( l)
Since ¢, L*> ¢, there exists a number N, such that for each n > N, we have
a a
4.3 dv < — dv < v(B; P+ = f hi=1,...,k
(4.3) /XEBi o (x) dv < /XEBi o(x) + s v(B;) (txl + 3k) or each i
Now, fix n > max (N, Np). Fori = 1,...,k, define D; = B; N¢; ! ([0, &; +24/3]). Then we
have
x)dv = / x)dv+ x)dv
/xGBi cn( ) XGD,‘ cn( ) XEBi\Di cn( )
V(Dl') -0+ V(Bl‘ \ Dz) . (Déi + 2a/3k)
v(D;)

= V(Bi) <¢xi + 2a/3k — m : (zxi —|—2ﬂ/3k)> .

v
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Plugging this into we get

v(B;) (oq 42073 — 2 AD0)

v(B;)

) <v(B;) (a; +a/3k) ,
and consequently,
a
(4.4) v(Di) = o - v(Bi) .
Observe also that for each x € [T D; we have }; ¢, (x;) < Y; (a; +24/3k) =1 —a/3 < 1. Since ¢,
is a fractional F-cover of W,,, we conclude that

(4.5) WEF (x1,...,x0) dvf = 0.

/(xl/'“ X )EID;
On the other hand,

WEF (xq, ..., xp) dvk dvF

IV

/(xl,“'/xk)EXﬂl—IDi
by @) > (HV<Di) —dHV(Bi)> ¢
(o/126) T Tw(By) - ¢

Axl/"' ka)en D;

Vv

by &3)

This, together with (.5) contradicts (4.2).

4.2. Proof of Theorem We split the proof into the easy “<”-part and the difficult “>"-
part. The former is given in Proposition 4.1|and its proof is a straightforward modification of
the finite version. The latter is given in Proposition In the proof of Proposition 4.2 we first
approximate a graphon by a finite graph on which we use finite LP-duality as a black-box.

We remark that this approach seems ad-hoc and it is reasonable to ask for a more conceptual
proof. Indeed, as was pointed out to us by an anonymous referee, there is fairly rich literature
on “algebraic infinite-dimensional duality” (see [2] for a survey). This theory would certainly
not be able to give the results we need. The referee also pointed out to us “topological infinite-
dimensional duality” developed in [7] which they suggested might provide a blackbox proof
of Theorem [3.16] We were, however, unable to apply this theory in our setting.

Proposition 4.1. Suppose that W : Q% — [0,1] is a graphon defined on Q and F is a graph on the
vertex set [k]. Suppose that ¢ : Q — [0,1] is a fractional F-cover of W and that t : QF — [0,1] is an
F-tiling in W. Then ||t|| < ||c||.

Proof. We have

It =
) = / (xl, , Xg) dvk
(x1,--x ) EFF(W
k
Definition 312 S / (xlr sy xk) Z ¢ (xi) dvk
Yl/ <X E]:p i=1
k
= / 2/ Xt 1K1 e XE ) E cOk-1 t(xl/- e Xi1, X, X1, - - ~rxk) dv
i=1 ( X1, rxz 12X Xi41,- ,Xk)ej:p( )
by 8.4) < /
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as was needed. O

Proposition 4.2. Suppose that W : Q% — [0,1] is a graphon defined on Q and F is a graph on
the vertex set [k|. Then for an arbitrary € > O there exists an F-tiling t : QF — [0,1] in W with
||t]] > fcov(F, W) —e.

Proof. Foreachn =1,2,..., we find a suitable k, € IN, a partition () = an) L an) L...u Q,((:)

into k, sets of measure ﬁ each, and a graphon W, : 0?2 - [0,1] such that W, is constant on
each rectangle Qf") X Q](.") (i,j € [kn]), and ||W — Wy ||1 < 1/n. This is possible as step functions

with square steps are dense in £!(Q?). We shall now modify the graphons W, in two steps.
First, let W/, : Q% — [0,1] be defined as

W (x,y) = {Wn(x,y) if Wn(x.,y) > \/1/n .
0 otherwise
This way, we have that
(4.6) [Wa = Will1 < V1/n.
For a fixed n, we say that a rectangle Ql(") X Q](n) is shoddy if the measure of the set

(supp W,, \ supp W) N (Qf”) X Q}"))
is at least v/1/n - klz Note that at each point of supp W, \ supp W the difference between W,
and W is at least /1/n. This gives that v? (supp W, \ supp W) < % < +/1/n, which in
turn implies that at most v/1/» - k2 rectangles QS") X Q](.n) are shoddy. Let us define

(x,y) lies in a shoddy rectangle
W} (x,y) otherwise '

W (x,y) = {0

Observe that shoddy rectangles are symmetric, so W,/ is indeed a graphon. We changed W,/ on
a set of measure at most v/1/» which gives that

(4.7) Wy = Wil [l < V1/n.

To summarize, we ended up with a graphon W,/ which is a step-function on the rectangles

QE") X Q](-") and for which we have

e9eEn 1 B
W = Wiy < [[Wo = Wl + W5 = Wl + Wy = Walls <+ V1/n 4V = o.
Since the £!(Q?)-norm is stronger than the cut-norm, we have that the graphons (W) con-
verge to W. In particular, Theorem tells us that liminf, fcov(F,W/') > fcov(F,W). Let
Nj be such that for each n > N; we have fcov(F, W”) > fcov(F, W) —¢/2. Let No = [k/e]8.
Now, fix an arbitrary number N > max(Nj, N;), and consider the graphon WY. This graphon

represents a finite graph on the vertex set V.= {1,...,ky}. We call this graph H. We forget
the edge-weights, that is we put an edge ij in H whenever WY is positive on QEN) X Q](N)
Proposition fcov(F, H) = ky - fcov(F, WY)).

The LP-duality of finite graphs tells us that we can find a fractional F-tiling t; : V¥ — [0,1]

on H with Yty (vy,...,v;) = feov(F,H). It is easy to transform ty to a fractional F-tiling

. By
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t: OF — [0,00) on Wy, by defining t to be the constant ky - t1(v1, . . ., ) on the entire rectangle
IL Qz(,f\]) (for each v1,vy,...,v¢ € [kn]). Then t has weight ﬁ L th(v1,...,0r) = feov(F, WY).

The function t is not necessarily a fractional F-tiling on W, as condition may be violated
due to values at points P = supp ((W]’\’]) ®F) \ supp (W®F). We have

(4.8) rc | n;l (supp W, \ supp W) .
i<jijeE(F)
Let t' be zero on P, and equal to t elsewhere. Then t' is a fractional F-tiling on W.

Since supp W,/ \ supp W is disjoint from points of shoddy rectangles, we have that for each

choice of vy, ..., vk, the product set Hi'(:l Qz(,f\]) satisfies

k k
vk < QZ(,ZN) N P) < Yook <H ng“ N ngjl (supp WY \ supp W))
i=1 t<jijeE(F)  \i=1

k
< W (H QW) @ YN
i=1

Using that t is constant on I—[Ll Qg\]), we get that
(xy, ..., x)dvk > (1— O¥1/N / t(xqy,...,x) dv .
‘/(xll'"rxk)eni‘(l 01()5\0 ( ! k) - ( (2) ) (xlr--'rxk>el—[§:1 Qvi ( ! k)
Summing over all product sets [T5_, Qg\]) we get that t’ is a fractional F-tiling on W with
t(x1,...,x dvk><1— N Y1/N / t(xqy,...,x;) dvf
./(xl,...,xk)EQk ( ! k) o (2) > (xl,...,xk)EQk ( ! k)

€
> t(xq,...,x dvk — =
o /(xl,...,xk)eﬂk ( ! k) 2

= fecov(F, W) — = > fcov(F, W) — €,

N ™

as was needed. O

4.3. Proof of Theorem By Theorem it suffices to prove that liminf, fcov(F, W) >
fcov(F, W). This, however, is the subject of Corollary

4.4. Proof of Theorem 3.4, For simplicity, let us assume that v(G,) = n. Suppose that € > 0
is arbitrary. We want to show that for n sufficiently large, til(F,G,) > (til(F,W) —e)n =
(fcov(F, W) — €)n (where the last equality uses Theorem[3.16). Let § > 0 be such that whenever
U is a graphon of cut-distance at most § from W we have that

(4.9) fecov(F,U) > fcov(F, W) —¢/3.

Such a number § exists by Corollary Let d = ¢/10. Let €; be given by Lemma 2.8|for the
error parameter v = ¢/10 and density /2. Let ¢ be given by Lemma[2.7/for the input parameter
B = 0.1 and error parameter €;. Set e, = min(ep,/10). Lemma [2.6| with error parameter e,
gives us a bound L on the complexity of partitions.

Suppose 7 is large enough, so that we have

(4.10) disty (Wg,, W) < 8/2.
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Consider a cluster graph R, corresponding to a (e, d)-regularization of the graph G,. Let
V = (W,...,Vy) be the corresponding partition of V(G) into clusters, with ¢ < L. Let m =
|Vi|. By we have dist (W, Wg,) < ¢/2. Combining with (4.10), triangle inequality gives
dist(W, Wg, ) < 6. In particular, can be applied to Wy, . Proposition [3.13|then gives that
fcov(F,Ry) = € - fcov(F, Wg,) > £ (fcov(F, W) —¢€/3). We ignore the edge weights in R,,. We
apply the (standard) LP duality on R,. We get a fractional F-tiling tg, : [¢]* — [0,1]. We now
delete from tg, very small weights. Formally, for a k-tuple v € [¢]F we define tr, (v) to be 0 if
tr, (v) < ¢/(10¢-1) and to be tg, (v) otherwise. Observe that ||t'r, || > [/tg, || — €¢/10. For each
copy F of the graph F inside R, which is in the support of t'g,, consider an arbitrary integer
mg in the range between [(1 —€/10) - 'g, (F) - m, 'z, (F) - m]. Since we can assume that 7 is
sufficiently large, for the gap between the endpoints of this range we have

>1.

€ ., = € € (1—e€)n
TR A T T
In particular, we can indeed find an integer m in the specified range.

Now, for each cluster V;, we construct a partition of V; into sets V;o L[] V; ; where F runs
over all copies of F in R, that touch the vertex i. In this partition, the size of each set VzF is
mpg, and Vg is the remainder. Since ty is an F-tiling ¢z mp < Yo t'r, (F) -m < m. That
means that at least one such partition exists. Among all such partitions V; o U ||V, r, consider a
random one.

Suppose that this way we randomly partitioned all the clusters V3, ..., V. For a given copy
F of Fin R, in the support of tk,, we set up a random variable X; as follows. If for each edge
ij € F the pair (V; z, Vjﬁ) is e1-regular, we set Xz = (1 — €/10)mg. If there exists an edge ij € F
for which the pair (V; ¢, V]p) fails to be e;-regular, we set Xz = 0. Lemma [2.8| gives that one
can always find an F-tiling of size Xz in G, [Uiev( £ Vzﬁ} .

Lemma[2.7implies that E [X7] > exp (—2¢(F)0.1"F) (1 —¢/10)mp > (1 —¢/5)mp. By linearity
of expectation,

E

Y Xp

F

> (1—¢/5)) (1 —¢/10) - g, (F) -m > (1—¢/3)|tg, [Im

F
(1~ ¢/3)|ltg, [lm —en/o.

v

So, let us fix one collection of partitions such that }_z Xz > (1 —¢/3)||tg, ||m — €1/10. Then by the
above there is an F-tiling in G, of size }_z X. Using the fact that fcov(F, R;) > ¢ (fcov(F, W) —¢€/3),
we obtain that til(F, G, ) > (fcov(F, W) — €)n, as needed.

4.5. Proof of Proposition Write k = v(F). Given > 0, let the number B be given by
the Removal lemma ﬁ for the graph F and the parameters &« = (7/ 2)k+2 and d = 77/2. Set
5= B(n/2)% /K2

Suppose now that U is 5-close to W in the cut-norm. Let us fix an optimal fractional F-cover ¢
of W (recall Theoremand ). Let U and ¢ be defined by

Qxy) = U0y Uy >n/2
’ 0 if U(x,y) <n/2 "
¢(x) = max(c(x)+7,1) .
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Obviously, |U — Ul|; < n/2and ||| < ||| + 7. Let £ = [371]. Let us consider the sets A;,
i =1,...,0 defined by A; = ¢71[0,i/¢). Let X C QOF be the set of points (xq,...,x;) where
U®F(xq,...,x) > 0but ¥, ¢/(x;) < 1. Let Z C IN be the set of all k-tuples of integers whose

k
sum is £. We have |Z| < (%) . Observe that

(4.11) XC Ay xAyx-xA
ieZ

i -
The next claim is crucial.
Claim. For each k-tuple i € Z, we have for A = A;; x Aj, x -+ x Aj, that F(ANX) <B.

Proof. Suppose for a contradiction that v¥(A N X) > B. Therefore, we have
(4.12)

/ Ut (xq, ..., x) dvf > / O9F (xy,...,x0) dvf > (1/2)°F) . g > K25 .
(1,0, %) EA (1, ) EA

On the other hand, for each k-tuple x € A we have };¢(x;) < 1. Since ¢ is a fractional
F-cover of W, we conclude that WF (x) = 0. Therefore,

(4.13) / WEF (xy,.. . x) dF = 0.
(X], ..,xk)EA

Combining 4.12]and [4.13| with Lemma 2.2l we get that ||[U — W||g > J, which is a contradic-
tion. g

We shall use tools introduced in Section For each i € Z, let Uj be the (Aj, ..., Ay)-
partite version of U defined on an auxiliary measure space (); = Aj, II... Il A;, with a measure
v, The above Claim tells us that | ) () A (vo,) < B. The Removal Lemma
(Lemma tells us that there exists a set S; C Q7 of ()?-measure at most a such that nullifying
Ui on S; yields an F-free graphon. Let B; C Q2 be the folded version of S;. We have that
v2(B;) < a by . Let us now nullify U on B = [Jjcz B;. The set B has v?>-measure at
most |Z] - < % o < 1/2, and thus the resulting graphon U* satisfies |U — U*||; < 5. The
nullification together with (4.11) tells us that ¢’ is a fractional F-cover of U*. This finishes the
proof.

4.6. Proof of Theorem . Suppose that a sequence of graphons (W, ),, converges to a graphon
W in the cut-norm. We shall prove the statement in two steps:

(4.14) limsuptile(F,W,) > tile(F,W),and
n

(4.15) limsuptile(F,W,) < tile(F,W) .
n
(Note that by passing to a subsequence, we could turn the limit superior into a limit.)

First, let us prove (.14). For each 1, suppose that U, < Wj is an arbitrary graphon of
L£1(0?)-norm at most €. Since the space of graphons is sequentially compact, let us consider
the limit U of a suitable subsequence (Uy,) ;- Since Uy,; < Wy, for each i, we also have U < W.
Furthermore, since the £!(Q?)-norm is continuous with respect to the cut-distance, we have
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that the £!(Q?)-norm of U is at most €. In particular, U appears in the infimum in for the
graphon W. We then have

limsup til(F, W,, — U,) > liminftil(F, Wy, — Uy;) > til(F, W —U) > tile(F, W),
n 1

as was needed for (4.14).
For (4.15) we shall need that the function til;(F, W), considered as a function in ¢ € (0,1) is

left-continuous.

Claim. Suppose that 6 € (0,1). Then in the setting above, for each 7 > 0 and each graphon
U < W with ||U||; = § there exists a graphon U’ < U with ||U’||; < J such thattil(F, W —U) <
til(F, W — U') + 1.

Proof of Claim. Clearly, there exists a set A C () of measure at most 7 such that U; 4« is pos-
itive on a set of positive measure. Let us nullify U on (A x Q) U (Q) x A). For the resulting
graphon U’ we have ||U’||; < 6.

Suppose now that t is an arbitrary F-tiling in W — U’. By nullifying t on those v(F)-tuples
whose at least one coordinate lies in A, we obtain an F-tiling t* in W — U. By (3.4), we have
It < ||| + 1. We conclude that til(F, W — U) < til(F, W —-U") + 7. O

By the above claim, it suffices to prove the following weaker form of (4.15):
4.16) lim sup tile (F, Wy,) < tilo_1/,(F, W) +1/¢ ,for each £ € IN.
n

So, suppose that ¢ € N is arbitrary. Let U < W be an arbitrary graphon of £!(Q?)-norm at
moste —1/¢. Let ¢ : Q) — [0, 1] be an arbitrary fractional F-cover of W — U of size til(F, W — U).
Such a cover exists by Theorem Let us consider the sets A;, i = 1,...,¢ — 1 defined by
A; = ¢ 1[(i-1)/¢,i/¢) and A; = ¢~ 1[(¢-1)/¢,1]. We therefore have another fractional F-cover
¢* =Y 514, of size at most ||c|| + 1/

For each n, let us take a graphon U, < W, so that the sequence (U,), converges to U in
the cut-norm. Such a sequence (Uj),, exists by Lemma Since the £!(0?)-norm of U is at
most € — 1/¢ and since the £1(Q?) topology is stronger than the cut-norm topology, we can
additionally assume that the £!(Q?)-norm of each Uy, is at most € — 1/¢. By the same argument
as in the proof of Proposition for large enough n, the density of copies of F in W, — U,
not covered by the ¢* is 0,(1). Using the Removal lemma, for large enough 1, we can find
graphons U/, < W, — Uy, so that U/, has £!(Q?)-norm at most 1/2¢ and that W,, — (U,, + U},)
has zero density of copies of F in not covered by the ¢*. Since U, + U/, has £'(Q?)-norm at
most €, we get that

tile (F, Wy,) < ||<*|| < Jle|l +1/¢ < til(F,W —U) +1/¢,
as was needed for (£.16).

5. TILINGS IN INHOMOGENEOUS RANDOM GRAPHS

In this section we give a simple application of our theory. It concerns the random graph
model G(n, W) which was introduced by Lovész and Szegedy in [18]. Let us briefly recall the
model. If W : Q% — [0,1] is a graphon, then to sample a graph from the distribution G (1, W),
G ~ G(n, W), we take deterministically V(G) = [n]. Further, we sample points x1,...,x, € Q
independently at random according to the law v. To define the edges of G, we include each
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pair ij as an edge in G with probability W(x;, x;), independently of the other choices. When W
is constant p, G(n, W) is the usual Erdés-Rényi random graph G(n, p). See [17, Chapter 10] for
more properties of the model G(n, W).

We prove that the ratios t“(F’Gn(”’W)) and ft”(P’E(n’W)) converge to til(F, W) asymptotically
almost surely. The proof of this statement is a short application of Theorem [3.16}

til(F,G(n,W))

- and

Theorem 5.1. Suppose that W : Q2 — [0,1] is a graphon. Then the values

ftil (G (n,W . e .
w converge in probability to the constant til(F, W).

Proof. It is well-known (see e.g. [17, Lemma 10.16]) that the sequence of graphs (G(n, W)),,

til(EG(n,W))
il n(}’l )) 1s asymp-

ftil (F,G(1n,W)
RSN holds,

converges to W in the cut-distance almost surely. Thus by Theorem

totically almost surely at least til(F, W) — o(1) . The analogous statement for
as for any graphs F and G we have til(F, G) < ftil (F,G).

Now, we pick an arbitrary £ € IN and we show that asymptotically almost surely, w

is at most til(F, W) 4 3/¢. Let us apply Theorem[3.16]and fix a fractional F-cover ¢ : 0 — [0, 1] of
size til(F, W). Let us round ¢ up to the closest multiple of 1/2¢. This way, the size of the modified
fractional F-cover ¢’ increased by at most 1/2¢. Fori = 0,...,2¢, define Q); to be the preimage
of i/2¢ under ¢’. Since ¢ is a fractional F-cover, we have that for each k-tuple iy, iy, ..., i, with
®F k_
/(xl,v..,xk)en’;zl . WEF (xy,. . x) dF = 0.

Since the integrand is non-negative, we get W (x) = 0 for almost every k-tuple x = (x1, ..., xx)
as above. Then, for such a tuple x, there exist two indices px, gx, 1 < px < gx < k, pxqx € E(F)

such that

(5.1) W(xp,,Xg,) = 0.

Let us now sample the random graph G ~ G(n,W). Let y1,¥2,...,yn € Q be the ran-
dom points that represent the n vertices 1,2, ...,n of G(n, W). By the Law of Large Numbers,
asymptotically almost surely we have for eachj =0,1,...,2¢,

(52) |{y1,...,yn}ﬂQj’ < (U(Qj)+1/€2)n.
Define a function b : V(G) — [0,1] by mapping a vertex i to ¢’(y;). We then have

™=

2/ :
ol = Yl =Y e vabnoy) -2
i=1 j=0
2 ;
<Y o)+ vy n L < (1) +2/0m < (el +¥/0n

ﬂ_

-
Il
o

We claim that b is a fractional F-cover of G with probability 1. Indeed, let my,my, ..., m; € V(G)
be arbitrary with

k

(5.3) Y b(mj) <1.

j=1
It is our task to show that there exist pg € E(F) such that m,m,; ¢ E(G). To this end, we
observe that lb translates as yiu;, € Oy, Ym, € Qiy, -+, Ymy, € Q; for some k-tuple iy, iz, . .., ik



TILINGS IN GRAPHONS 24

with Y _;i; < 2¢. Thus, (5.1) applies for some numbers p, g € [k]. But then indeed the edge m,m
ity pp p.q g rtq

was included with probability W (ym,, ym,) = 0in G(n, W), as was needed.

ftil(£,G(n,W))
n

Since ¢ was arbitrary, we obtain that is asymptotically almost surely at most
til(E,G(n,W))

til(F, W) 4+ 0(1). The analogous statement for o follows from the fact that for any
graphs F and G we have til(F, G) > ftil (F,G). O

It is plausible that Theorem [5.1|can be be extended even to sparse inhomogeneous random
graphs G(n, p,W), where (p,),, is a sequence of positive reals tending to zero.

As an immediate corollary of Theorem [5.1]and Theorem [3.4 we obtain the following corol-
lary.

Corollary 5.2. Suppose that F is an arbitrary graph and W is an arbitrary graphon. Then

.. ti|(F,Gn) .
1 f —————= =til(F
imin 2(Go) til(F, W),

where the limit inferior ranges over all graph sequences (G, that converge to W.

6. A CONCLUDING REMARK: ANALYTIC APPROACH TO LINEAR PROGRAMMING IN THE
SETTING OF GRAPHONS

Our main results are proven by first approximating a graphon by a step-function and then
applying discrete tools, such as linear programming. Arguments that would work directly in
the setting of functional analysis would certainly be much shorter and more elegant. As was
pointed out by the referee, some such tools are already available in [2] and [7], but we were
unable to make use of them in the current context. In a recent paper [14], Hladky and Rocha
investigate concepts of the chromatic number and the clique number of graphons. Unlike in
finite graphs, the LP duality fails for the fractional versions of these parameters.
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