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a b s t r a c t 

Transport of containers on a-modal bookings enables transport suppliers to route the containers in ac- 

cordance with the current state of the synchromodal transport network. At the same time, it enables the 

transport providers to route their vehicles in real time based on the current need for transportation. The 

interdependency of the routes of containers and of vehicles has not yet been discussed explicitly in the 

synchromodal literature. This paper presents a model predictive controller that determines which com- 

bination of trucks, trains, and ships to use for transporting the containers and what routes empty and 

full trucks should use as one integrated problem. The impacts of this integrated problem as opposed to 

only considering the routes of the containers are shown with experiments on a simulated synchromodal 

hinterland network performed with both the proposed method and with a method that solely routes 

the containers. The results indicate an improved vehicle utilization. Furthermore, the integrated problem 

approach allows for more realistic constraints and costs. 

© 2020 European Control Association. Published by Elsevier Ltd. All rights reserved. 
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. Introduction 

The longer it takes from the moment a plan is made until it is

mplemented, the larger is the risk that something unexpected will

appen. In container transport this unexpected event could be ex-

reme weather delaying a barge, or an extra control check by cus-

oms delaying a container. Traditionally, such events are handled

anually, hence making direct truck transport the easiest mode

o use. Truck transport is however often the least environmen-

ally friendly and the most man-hour consuming mode of trans-

ort. From an environmental, societal, and economical perspective

t is therefore desirable to use other modes of transport such as

ail and water instead. Multi-modal, intermodal and synchromodal

ransport, as well as the physical internet, supply chain logistics,

tc. are all concepts that enable such a shift away from simplistic

olutions and towards overall efficient solutions. 

The shift towards an overall efficient approach creates new

hallenges on both the strategic, network design level, the tactical,

ow scheduling level and on the operational, specific movements

evel. For synchromodal transport it can be argued that the time-

orizon of decisions taken on the tactical level becomes closer to

he time-horizon of decisions on the operational level [25] , when

he flows and services can be re-planned based on online informa-
∗ Corresponding author. 
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ion. A key enabler for this change is the concept of a-modal book-

ngs where the service of transport is bought instead of a slot on

 specific connection. This lets the transport supplier decide which

odes and which vehicles are used to fulfil a specific transport

rder, and allows the supplier to change this decision during the

xecution of the transport. 

It is however not enough to change decisions in real time, it

s also necessary to take good decisions. Smart planning, disrup-

ion handling, dynamic switching, and demand aggregation are in

30] identified to be the four categories of necessary actions to ob- 

ain synchromodality. Real-time switching and integrated planning

re also in the literature review [9] found to be among the 8 most

mportant properties of synchromodality. It is thus agreed upon

hat the success of synchromodal transport is closely linked to the

bility to switch plans when disturbances occur and the ability to

lan container moves and equipment use simultaneously. 

This paper presents such a framework which chooses modal-

ty and routes for containers simultaneously with routes and load-

ng/unloading actions for trucks in real time. The framework uses

odel predictive control (MPC) to take decisions based on the lat-

st available information with a conscious trade-off between the

ost of transport for the containers and the utilization rates of the

ehicles. 

In the current literature on transport planning under un-

ertainty, transport suppliers create vehicle routes based on

stimations of the demand. In [35] , a static plan that accom-

odates uncertain future events is created by optimizing over
rved. 

https://doi.org/10.1016/j.ejcon.2020.06.003
http://www.ScienceDirect.com
http://www.elsevier.com/locate/ejcon
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ejcon.2020.06.003&domain=pdf
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different scenarios, while they in [27] are accommodated by using

the probabilistic knowledge of the future events in an approximate

dynamic programming method. Another approach is to plan truck

flows and barge and train schedules ahead of time based on an as-

sumed demand and handle undercapacity during implementation

with expensive ad hoc alternatives (e.g., [2,33] ). 

In the literature there are very few attempts that directly plan

container and vehicle routes simultaneously at the operational

level. The authors of [32] state that “the flexibility in transportation

routes may be used in conjunction with the operational fleet de-

ployment problem. This creates new and more complex optimisa-

tion challenges”, but the statement is not explored further. A plan-

ning model that besides container routes also decides if a specific

service is operated or not is presented in [35] . The services are

however not routed, which for a scenario with more import than

export will lead to overcapacity of empty vehicles on the import

side. In other words, the need for vehicles performing round-trips

is not considered. In the container route planning model presented

in [26] , trucks are likewise modelled as links between locations

which for a given time can be used or not. It is here taken into

account that trucks may not always be available, but the model

does not route the trucks. In [24] , import containers, trucks, trains

and barges are scheduled simultaneously by solving a mixed inte-

ger optimization problem. However, all vehicles, including trucks,

have pre-determined routes and thus only the departure times are

decided. In contrast, the current paper routes the trucks and han-

dles both import and export containers. 

Both container and vehicle planning problems have separately

been studied extensively in the literature for several different

transport systems. In [31] , a comprehensive overview of the Op-

erations Research planing models used in multimodal, intermodal,

and synchromodal transport can be found. To route containers

through a synchromodal network, Di Febbraro et al. [19] finds the

k shortest paths through a network where barges and trains depart

according to a schedule. This framework does not reconsider deci-

sions on future actions automatically, but the ability to do so when

disruptions occur is discussed. In [14] , last minute decisions are

used to route commodity flows online over a network with sched-

uled barge and train services, assuming truck capacity is infinite

and instantly available. In [28] , a similar problem is addressed by

learning a preferred policy with Approximate Dynamic Program-

ming. To obtain higher utilization rates of vehicles, the literature

on dynamic vehicle routing problems combine pre-defined pick-up

and delivery appointments in the most efficient way [23] . Most

papers in this category do not relate themselves to intermodal

or synchromodal transport. Some accommodate transshipments in

their models (e.g., [4,8] ) and cover thereby some of the challenges

of intermodal transport planning. 

The ability to change decisions during transport without con-

firmations from shippers as well as the increasing volumes to

be transported motivate the use of control methods in container

transport problems. Model predictive control (MPC) has already

been used to address the container routing problem, but has not

yet been used to integrate the planning of container and truck

routes. In aforementioned [14] , receding horizon control is used

to plan the container flows in a hinterland network, but in con-

trast to the current paper, they only consider import and assume

trucks are available when needed. In [13] , that model is extended

to the distributed case, where the geographical network is divided

into non-overlapping regions served by different cooperating stake-

holders. They consider commodity flows between multiple ori-

gins and destinations, but still assume trucks to be instantly avail-

able when needed. The container routing problem is furthermore

solved distributed in [7] in an MPC-like framework. Trucks are

hare considered instantly available and mainly used for last-mile

transport. 
MPC has also been used for planning and execution of related

roblems. It has been used to coordinate supply to demand in

ifferent supply chains (e.g. [10,17,22,34] ). These models generally

reat transport as a known input delay, without considering modes

nd timetables. Reis [1] and Wang and Rivera [21] employed MPC

o improve efficiency inside container terminals. The former con-

iders equipment as queues, and is only suitable for small geo-

raphical areas, as it does not consider the advantages of handling

ontainers based on their geographical location. The latter consid-

rs trucks to be instantaneously available. 

The current paper is an extension of the conference paper

12] with improved assumptions and additional simulated experi-

ents that strengthen the conclusions. The MPC formulation has

een modified to ensure recursive feasibility when unpredicted

vents change the truck travel time. In this paper, trucks can drive

hrough nodes without unloading the container they carry and

ait for vacant unloading capacity at the node. The results section

as furthermore been extended to include several scenarios, two

ifferent demand profiles and both nominal cases and cases with

ncertain truck travel times. The method’s sensitivity to prediction

orizon length is furthermore discussed. All simulations are per-

ormed on the multi-commodity, synchromodal transport network

een in Fig. 1 , considering multi-type trucks as well as scheduled

rains and barges. 

The paper is organized as follows. In Section 2 the transport

etwork model is introduced. Section 3 presents the control algo-

ithm used for the simultaneous, real-time planning. Section 4 de-

cribes the simulation scenarios used to compare the proposed

enchmark method to a real-time container routing method, which

s presented in the same section. The results of the comparison are

resented and discussed in Section 5 . Finally in Section 6 the con-

lusions and directions for future research are discussed. 

. Model description 

The transport network is modelled as a continuous state,

iscrete time, state-space commodity flow model of a hinterland

etwork. The network is described by an undirected graph, where

he nodes represent locations where containers are transferred

etween modes, locations where containers or trucks are stored

r parked for longer periods of time, or scheduled services with

igh capacity. The arcs represent truck routes between physical

ocations or (un)loading actions for scheduled services. Vehicles

nd containers are modelled on separate networks that are cou-

led by the constraint that containers can only flow on a directed

rc if there is at least the same number of trucks flowing on the

ame arc. If one of the nodes is a train or barge node (a scheduled

ervice), no trucks are required. The main features of the model

re: 

• Demand is modelled as containers available to the network and

needed from the network. Unsatisfied demand is penalized. At

all timesteps the demand is fully known over the planning hori-

zon. 
• Commodity flows are considered to be continuous variables.

This simplifies the model and can capture the desired level of

accuracy, see [20] . 
• Unscheduled vehicles, with trucks as example, are also mod-

elled as continuous variable flows. This again allows for balance

between model complexity and accuracy. 
• Each scheduled service is modelled separately. Two trains serv-

ing the same route are modelled as two nodes. 
• A limited number of containers can be (un)loaded to trucks at

a given node and a limited number can be loaded to and from

the scheduled services at any given time. 
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Fig. 1. Example network. Circles 1–9 and icons 10–12 are nodes of the system. Green and yellow lines are long and short distance truck networks, dashed lines indicate 

time dependent connections (connections to scheduled services) and red lines show the connections between network nodes and their adjacent virtual destination nodes. 
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• Trucks can wait at a node to be unloaded at a later time or

drive through with its load. 
• Travel times and capacity limits are known for the planning

horizon at all timesteps. 
• Terminal operating hours, truck drivers resting hours, and pre-

dictable travel time delays due to peak hours are not consid-

ered. 

The model is an extension of the model presented in [12] . The

urrent model ensures recursive feasibility of the MPC even when

ruck travel-times are uncertain. Trucks can here wait at nodes

r drive through nodes without unloading and loading containers.

his ensures that the capacity for unloading and loading trucks is

ot exceeded if delays cause multiple trucks to arrive at the same

ime. It furthermore brings the model closer to reality. 

The model supports multi-commodity flows for both import

nd export. The demand profiles at the destinations are created

ased on time widows for each single container, but as commod-

ty flows are considered, one container of a certain commodity can

eplace another (similar to the assumption in [14] ). In [15,20] it is

hown how this classification can be used to keep track on due

ates and expiration dates. Trucks are modelled in the same fash-

on as containers, allowing to distinguish different kinds of vehi-

les. Each truck network includes a free parking node that repre-

ents the trucks that are not being used in the network but are

vailable to the network. 

The travel time and capacity limits can vary over time as time

ependent parameters. This way, e.g., expected congestions can

e modelled as time dependent increased travel times, and lower

tacking height on barges due to high water levels can be mod-

lled as time dependent decreased capacity. To simplify the nota-

ion they are used without a time indication in the model. It is

ssumed that when a travel is started, it is also fulfilled. In other

ords, no decisions can be taken when a truck or container is on

n arc. The scheduled services (barge and train) are modelled as

odes with time dependent arc capacities that correspond to the

imetable of the respective connection. When the scheduled ser-

ice is at a terminal, it has a predetermined time slot to unload

nd hereafter a predetermined time slot to load before it departs

ccording to schedule. 

The mathematical description of the transport network is kept

eneral, while the specifications of the network used as example

an be found in Section 4 and Fig. 1 . 
The state x i of each node i ∈ N in the system at every time step

 is given by: 

 i (k ) = 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

x c 
i 
(k ) 

x v 
i 
(k ) 

u 

h 
i,m 1 

(k ) 

. . . 

u 

h 
i,m n v 

(k ) 

v h 
i 
(k ) 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

, (1) 

here x c 
i 
(k ) ∈ R 

n c 
≥0 

is the quantity in number of containers of

ach of the n c different commodities stacked at node i and

 

v 
i 
(k ) ∈ R 

n v 
≥0 

is the quantity of each of the n v different truck

ypes parked at node i . In this paper superscripts are used to

istinguish variables with similar functions, while subscripts

re used for indexing the variables. Notice that most variables

re vectors such that different commodities are represented by

ifferent elements in the vector. It is for simplicity assumed

hat all containers are of the same size and that all truck types

an transport one container. However, these assumptions can be

vercome by introducing additional commodities for containers of

ifferent sizes and vehicle capacities different than 1. The vector

 

h 
i,m 

(k ) is the amount in containers of each commodity that are

n the way to node i by a truck of type m at time step k . It is

ecessary to keep a record of the containers that are on the way

o node i but have not yet arrived, since each arc in the truck

etwork is associated with a travel time τ ji that acts as a delay.

ormally, u h 
i,m 1 

(k ) = [ u ji,m 1 
(k − 1) T . . . u ji,m 1 

(k − τ ji ) 
T . . . u j ′ i,m 1 

(k −
) T . . . u j ′ i,m 1 

(k − τ j ′ i ) T ] T , { j · · · j ′ } = T i , { m 1 · · · m n v } = [1 , n v ] ,

here u ji,m 

(k ) ∈ R 

n c 
≥0 

is the volume in containers of each com-

odity that leave node j at time step k on the arc to node i using

ruck type m . The set T i contains all nodes with a truck connection

o node i . Likewise, v h 
i 
(k ) = [ v ji (k − 1) T . . . v ji (k − τ ji ) 

T . . . v j ′ i (k −
) T . . . v j ′ i (k − τ j ′ i ) T ] T , { j · · · j ′ } = T i is the amount of trucks of the

ifferent types that are on the way to node i at time step k . Here,

 ji (k ) ∈ R 

n v 
≥0 

is the amount of trucks that leave node j towards i at

ime step k . 

The demand is modelled on virtual destination nodes d ∈ D that

re adjacent to network nodes. The virtual destination nodes are

opies of the network nodes, which instead of modelling the con-

ainer flows model the satisfaction and accumulation of new de-

and. It is thus possible for a container to arrive at the network
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node corresponding to its destination before it is used to satisfy

the demand at the virtual destination node. The arc between a vir-

tual destination node and its adjacent network node has unlimited

capacity and zero travel time, letting demand being satisfied un-

restricted as soon as containers arrive at the network node. The

unsatisfied demand (both available and needed containers) at the

virtual destination nodes is penalized, while containers stacked at

the network node waiting for demand to satisfy are only accumu-

lating storage costs and taking up stack space. We say that node i

has outgoing demand when i is the origin of the commodity and

that node i has incoming demand when i is the destination. The

virtual destination nodes have different dynamics than the nodes

in the network, namely 

x d i (k + 1) = x d i (k ) − u di (k ) − u id (k ) + d i (k ) , (2)

where x d 
i 
(k ) ∈ R 

n c 
≥0 

is the amount of incoming and outgoing de-

mand in containers of each commodity at time step k . Both incom-

ing and outgoing demand are modelled as positive values, since

the commodities are defined based on destination. The variable

u id (k ) ∈ R 

n c 
≥0 

is the containers that were available at network node

i that are used to satisfy the incoming demand at time step k , and

likewise, u di (k ) ∈ R 

n c 
≥0 

is the containers used to satisfy the outgoing

demand. Demand satisfaction can be postponed (hence the integral

dynamics), and the new demands d i (k ) ∈ R 

n c 
≥0 

, that can be satisfied

from time step k , act as disturbances to the system and are thus

not controllable. 

The remaining nodes in the network are described as in (1) and

have the same dynamics. For describing the dynamics three sets

are defined for each node i : T i as introduced earlier, S i and D i . The

set S i contains all nodes to which i is linked via a time-dependent

arc connection. If node i is a scheduled service, S i contains the ter-

minals it serves, and if node i is a terminal, S i contains the sched-

uled services that depart from here. Notice that if i is a scheduled

service T i = ∅ . Likewise D i contains the adjacent destination node

for node i . This set contains maximum one element. The dynamics

of x c 
i 
(k ) is 

x c i (k + 1) = x c i (k ) + 

∑ 

m ∈ [1 ,n v ] 

∑ 

j∈T i 

(
u ji,m 

(k − τ ji ) − u i j,m 

(k ) 
)

+ 

∑ 

s ∈S i 
( u si (k ) − u is (k ) ) + 

∑ 

d∈D i 
( u di (k ) − u id (k ) ) , (3)

where the control action u is (k ) ∈ R 

n c 
≥0 

is the containers moved from

node i over a time-dependent connection to node s . If node i is a

barge, u is ( k ) is unloading containers at terminal s . u si (k ) ∈ R 

n c 
≥0 

is

the reverse movement. 

As there are no scheduled services nor demand in the truck

network the dynamics hereof is given by: 

x v i (k + 1) = x v i (k ) + 

∑ 

j∈T i 

(
v ji (k − τ ji ) − v i j (k ) 

)
. (4)

The two networks are connected by the constraint that contain-

ers cannot be moved without a truck if they are transported on a

truck-arc. ∑ 

m ∈ [1 ,n v ] 
1 n c u i j,m 

(k ) ≤ 1 n c v i j (k ) ∀ j ∈ T i . (5)

The bold 1 a = { 1 } a is a row vector of size a with all ones. 

The network is furthermore constrained by capacities: 

1 n c x 
c 
i (k ) ≤ c c i (6)

x v i (k ) ≤ c v i (7)

−c m 

i ≤
∑ 

m ∈ [1 ,n v ] 
1 n c 

∑ 

j∈T i 
abs 

(
u ji,m 

(k − τ ji ) − u i j (k ) 
)

≤ c m 

i (8)
 n c u si (k ) ≤ c si (k ) , s ∈ S i (9)

 n c u is (k ) ≤ c is (k ) , s ∈ S i , (10)

here, at location i , the scalar c c 
i 

is the maximum number of con-

ainers that can be stored, c v 
i 

∈ R 

n v 
≥0 

is the maximum number of

ehicles of each kind that can be parked ( (7) is to be satisfied

lement wise). The notation abs( · ) is the element-wise absolute

alue of a vector. The scalar c m 

i 
is the maximum number of con-

ainers that can be moved to and from trucks within one time

tep at location i . Notice that this constraint is the crane capacity

nd thus does not effect containers that remain on the same truck.

rucks can thus drive through nodes without limitations. This is

ifferent from the model presented in [12] . The schedules of the

arge and train connections are implemented by the time varying

rane speeds c si ( k ) and c is ( k ). To illustrate, assume i is a barge and

 is a terminal. When the barge is at the terminal and can be un-

oaded c si (k ) = 0 and c is ( k ) 	 = 0, and when the barge can be loaded

 si ( k ) 	 = 0 and c is (k ) = 0 , otherwise c si (k ) = 0 and c is (k ) = 0 . 

. Proposed control method 

To achieve an efficient execution of container transport and

ruck routing that can adapt to delays online, a convex MPC is

roposed. The control variables are, for all i ∈ N , the amount

f departing trucks and the containers they bring, v i j (k ) , ∀ j ∈ T i 
nd u i j,m 

(k ) , ∀ j ∈ T i , the quantity to load and unload for sched-

led services, u i j (k ) , ∀ j ∈ S i , and the amount of demand to satisfy

 di ( k ) and u id (k ) , d ∈ D i . 

The proposed control model is based on Ref. [12] and extended,

uch that trucks can arrive to a node and continue driving with-

ut unloading the container it carries. Trucks with containers are

urthermore able to wait at a node until the crane is available to

nload them, this is modelled as a road leading back to the same

ode the next timestep, hence τii = 1 ∀ i ∈ N . This is a more real-

stic assumption than what was used in [12] . 

It is assumed that the controller has an accurate model for the

ynamics of the transport system, and access to accurate informa-

ion of the state of the global system every �T minute. Further-

ore, a prediction of the future demand is assumed available to

he controller. At each time t = i �T , i ∈ N the controller gets up to

ate information and uses it to find the sequence of decisions that

ill minimize a cost function over a prediction horizon T p . Only

he decisions that require an action at this timestep t = i �T are

mplemented, and when t = (i + 1)�T , the process starts over. 

The dynamics presented in Section 2 is known by the con-

roller, but since only trucks that load or unload containers require

rane movements, the decision variable z i,m 

(k ) ∈ R 

n c 
≥0 

is introduced

o represent the containers departing at timestep k from node i

n the same vehicle which they arrived with and have not been

nloaded from. This way (8) can be formulated as a convex con-

traint. Only crane movements are restricted and bare a cost. Con-

ainers arriving and leaving on the same trucks do not. The sub-

cript m ∈ [1 , n v ] denotes the different vehicle types. 

The cost to be optimized by the MPC is the total cost of trans-

orting the containers. It is assumed that the transport provider

as pre-approved all incoming orders, which means that the

eadline and payment from the shipper for each container is fixed.

he planning tool should thus minimize the cost the transport

rovider needs to pay to fulfil the accepted orders, namely storing

f containers, (un)loading of vehicles, slots on scheduled services,

ovement of trucks and parking of trucks. It is assumed that

here is a central planner that can decide which plan will be

ollowed. To evaluate what the best sequence of decisions is, the
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Table 1 

Costs parameters. 

M 

v 
i 

= 1 · 1 n v ∀ i ∈ [1, 7] M 

v 
i 

= 0 · 1 n v ∀ i ∈ [8, 9] 

M 

c 
i 

= 1 . 2 · 1 n c ∀ i ∈ [1, 7] �{6} M 

c 
6 = 0 . 12 · 1 n c 

M 

c 
11 = 1 . 2 · 1 n c M 

c 
12 = 1 . 6 · 1 n c 

M 

l 
i 
= 3 · 1 n c ∀ i ∈ [1, 7] M 

s 
i 
= 3 · 1 n c ∀ i ∈ [1, 5] 

M 

t 
i j 

= τi j · 3 · 1 n c ∀ i, j ∈ [1 , 9] M 

d 
3 = 30 

M 

d 
5 = 30 M 

d 
10 = 30 

o  

c  

p  

o  

h

4

 

c  

p  

f  

d  

b  

i  

r  

t  
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w

 

t  

o

4
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d  

T  
PC controller solves the optimization problem (11) –(17) , where

he measured state (1) for node i at time t is denoted by ˜ x i (t) .

he decision vector U contains all inputs u ij , m 

( k ), v i j (k ) , u id ( k ) and

 di ( k ) for all i ∈ N and k ∈ [0 , T p − 1] . The time-invariant weight

 

c 
i 

is the cost of storing a container at node i , while M 

v 
i 

is the

ost of parking a truck. M 

t 
i j 

is the cost of a truck journey from i

o j and M 

l 
i 

is the cost associated with moving a container from

 stack to a truck or vice versa. Moving a container to or from

 scheduled service has the cost M 

s 
i 
, which is only paid at the

erminals. Transport by scheduled service is paid per container per

ime step as the container storage cost M 

c 
i 
. The cost of unsatisfied

emand is a quadratic term scaled by M 

i 
d 
, which lets less delays

e significantly cheaper than more delays. 

min 

U 

T p ∑ 

k =0 

( ∑ 

i ∈N 

( 

M 

c 
i x 

c 
i (k ) + M 

v 
i x 

v 
i (k ) + 

∑ 

j∈T i 
M 

t 
i j v i j (k ) 

+ 

∑ 

m ∈ [1 ,n v ] 
M 

l 
i 

( ∑ 

j∈T i 

(
u i j,m 

(k ) + u ji,m 

(k − τ ji ) 
)

− 2 z i,m 

(k ) 

) 

+ 

∑ 

s ∈S i ∩N i 

(
M 

s 
i ( u si (k ) + u is (k ) ) 

)) 

+ 

∑ 

i ∈D 
(x d i (k )) T M 

d 
i x 

d 
i (k ) 

) 

(11) 

.t (2) − (7) , (9) , (10) ∀ i ∈ N , ∀ k ∈ [0 , T p − 1] (12) 

z i,m 

(k ) ≤
∑ 

j∈T i 
u i j,m 

(k ) ∀ i ∈ N , ∀ m ∈ [1 , n v ] , ∀ k ∈ [0 , T p − 1] 

(13) 

z i,m 

(k ) ≤
∑ 

j∈T i 
u ji,m 

(k − τ ji ) ∀ i ∈ N , 

∀ m ∈ [1 , n v ] , ∀ k ∈ [0 , T p − 1] (14) 

∑ 

m ∈ [1 ,n v ] 

∑ 

j∈T i 

(
u i j,m 

(k ) + u ji,m 

(k − τ ji ) 
)

− 2 z i,m 

(k ) ≤ c m 

i ∀ i ∈ N

(15) 

v i j (k ) = 0 ∀ i ∈ N , ∀ j ∈ T i , ∀ k > T p − τi j (16) 

x i (k = 0) = 

˜ x i (t) ∀ i ∈ N (17) 

Typically, MPC ensures recursive feasibility of the optimiza-

ion problem and stability of the controlled system by special

onstraints and costs at the end of the prediction horizon [18] .

he synchromodal transport system described in this paper is

nherently marginally stable and recursively feasible, but as the

ctions taken within the prediction horizon will effect the state

f the system in the future and thus the long-term (infinity) cost,

onsiderations regarding the two concepts are important. The

ethods to address these challenges often impose conservatism

hat will cause underutilization of the scheduled services in the

ynchromodal transport problem, see,e.g., [5] . A way to address

he long-term cost of the MPC problems, when no formulation of

he expected infinity costs and constraints exist, is to use a long

rediction horizon, see, e.g., Guo et al. [3] or Van Riessen et al. [6] .

he current literature on this assumes different symmetric cost

unctions around a reference point (here the global zeros-state)

hat lies in the interior of the feasible set. If the transport cost is

ormulated based on absolute numbers and the reference point

s set to be a vector of very small positive numbers instead the
rigin, then the assumptions hold and only the time-varying

onstraints prevent a calculation of the necessary length of the

rediction horizon. To ensure the controller sees the consequences

f its decisions, only trucks that will arrive within the prediction

orizon are allowed to depart (16) . 

. Simulation experiments 

To evaluate the potential benefits of simultaneous routing of

ontainers and trucks, simulation experiments of hinterland trans-

ort scenarios have been carried out. The experiments are per-

ormed both with the planning method presented in Section 3 that

etermines container and truck routes simultaneously and with a

enchmark method that considers truck capacity to be infinite and

nstantly available. To focus on the added value of simultaneous

outing, the benchmark method is an MPC-based method that has

he same parameters and constraints as the proposed method ex-

ept for the cost structure and assumptions related to the move-

ent of empty trucks. In each experiment, the applied control

ethod decides the routing over 600 timesteps. The simulations

ere performed in Matlab with Yalmip [16] and Gurobi. 

In this section, first the parameters of the MPC are discussed,

hen the benchmark method is introduced followed by descriptions

f the hinterland transport scenarios. 

.1. MPC parameters 

The choice of costs and prediction horizon has significant im-

act on the MPC’s resulting control since the MPC’s prediction

orizon is finite and without estimations of the infinity cost. For

he presented results, the proportional costs shown in Table 1 are

sed. They are chosen to reflect the expenses from a system-wide

erspective. To encourage movement and capture the cost of un-

ecessary crane-moves at small stacks, the costs of stacking con-

ainers and parking trucks are fairly high except at the central

tack (node 6) and the parking lots (node 8 and 9), respectively.

n the literature this cost is often either disregarded, e.g. in [24] or

ery low, e.g. [14] where it is less than 0.1% of the hourly trans-

ort cost by barge. The results presented in Section 5 are simu-

ated based on an update rate of �T = 15 minutes and a prediction

orizon T p = 80 timesteps. In the remainder of this paper, time is

easured in timesteps, not minutes, as the model does not con-

ider opening hours. 

Different prediction horizon lengths allows the MPC to take dif-

erent events into consideration. The longer the horizon is, the bet-

er overview over available connections the MPC will have. How-

ver, as increasing the prediction horizon length leads to increased

omputation time, a trade-off has to be established. It is gener-

lly advisable to choose prediction horizons long enough that the

PC can foresee both departure and arrival of the scheduled ser-

ices at all times and truck roundtrips from parking node over

ontainer origin to container destination. For one of the scenar-

os that will be introduced in Section 4.3 (P1U with deterministic

ravel time) the realized costs when using simultaneous planning

s shown for different prediction horizon lengths in Fig. 2 . The bar

iagram shows that for smaller prediction horizons ( T p = 40 and

 p = 50 ) the MPC cannot foresee the benefit of sending an empty
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Fig. 2. Comparison of realized cost and computation time in seconds per timestep 

for different prediction horizon lengths for scenario P1 with unbalanced demand. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2 

Travel times on truck networks in time steps. 

End node 

1 2 3 4 5 6 7 8 9 

Start node 1 1 15 27 1 25 1 1 1 30 

2 15 1 12 25 20 14 16 – 20 

3 27 12 1 23 10 28 28 – 5 

4 1 15 25 1 23 1 1 1 30 

5 25 20 10 23 1 23 23 – 5 

6 1 14 28 1 23 1 1 1 30 

7 1 16 28 1 23 1 1 1 30 

8 1 – – 1 – 1 1 1 –

9 30 20 5 30 5 30 30 – 1 
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u  
truck from its initial parking spot at node 9 to pick up an import

container in node 7, as the delivery of that container in the inland

terminals will lie outside the predicted future. When T p = 50 the

MPC can however predict the delivery of an import container in

virtual demand node 5, if an empty truck is send from node 5 to

pick up said container. For longer prediction horizons, where the

MPC can foresee truck roundtrips to all destinations, the cost still

decreases when the prediction horizon gets longer. The portion of

the cost that is used on transport compared to the cost of unsat-

isfied demand also increases with increased prediction horizons.

However, as the computation time increases with the prediction

horizon, upcoming simulation experiments are limited to T p = 80 . 

4.2. Benchmark method 

To illustrate the impact of performing simultaneous planning,

the proposed method is compared to a benchmark method that

assumes trucks are instantaneously available and only optimizes

the container routes in the hinterland network. The benchmark

method is an MPC controller with the same update rate and pre-

diction horizon as the proposed method. This ensures that the dif-

ferences in the results obtained by the two methods only show

the impact of considering container and truck routes simultane-

ously compared to assuming trucks instantaneously available. For

the same reason, the constraints of the proposed method are used

in the MPC problem of the benchmark method. Instantly avail-

able trucks are implemented in the benchmark method by ensur-

ing sufficient capacity is available at all times in all nodes and and

by assigning the travel cost M 

t 
i j 

to the transported container in-

stead of the truck. In the literature, it is common to assign travel

costs this way (e.g. [24] ). Furthermore, the handling cost M 

l 
i 

in the

benchmark model is charged per departing truck to discourage the

movement of empty trucks. The benchmark MPC solves thus the

optimization problem (18) and (19) . 

min 

U 

T p ∑ 

k =0 

( ∑ 

i ∈N 

( 

M 

c 
i x 

c 
i (k ) + 

∑ 

j∈T i 

( ∑ 

m ∈ [1 ,n c ] 
M 

t 
i j u i j,m 

(k ) + M 

l 
i v i j (k ) 

) 

+ 

∑ 

s ∈S i ∩N i 

(
M 

s 
i ( u si (k ) + u is (k ) ) 

)) 

+ 

∑ 

i ∈D 
(x d i (k )) T M 

d 
i x 

d 
i (k ) 

) 

(18)

s.t (12) , (13) , (14) , (15) , (16) , (17) (19)

4.3. Simulation scenarios 

The hinterland transport network used for the simulation ex-

periments can be seen in Fig. 1 . It consists of three virtual destina-

tions: one adjacent to ship connections, and two adjacent to inland
erminals, from where last-mile delivery and pick-up are assumed

o be arranged. The ships arrive and depart according to a prede-

ermined schedule. The network has a barge and a train connection

ith fixed schedules. In the port area (between node 1,4,6,7,8) port

ehicles transport the containers (yellow network), while long dis-

ance trucks are responsible for the remaining routes (green net-

ork). In this example the two truck networks are not overlapping,

ut the proposed planning method is able to address overlaps as

ell. The travel times τ ij for both networks can be seen in Table 2 .

The initial container state and the initial states of arriving

ontainers and vehicles are zero in all scenarios, ˜ x c 
i 
(t = 0) = 0 n c ,

˜  h 
i 
(t = 0) = 0 n c and 

˜ v h 
i 
(t = 0) = 0 n v ∀ i ∈ N . 

The demand profiles for the virtual demand nodes 3, 5, and 10

ere generated based on individual transport orders with an al-

owable lead time of minimum 40 time steps. Two different de-

and profiles were used, as seen in Fig. 3 . One where significantly

ore containers are imported (destination 3 and 5) than exported

destination 10/ship), and one where the import and export are

roportional, which are referred to as unbalanced and balanced

emand, respectively. When empty and full containers are consid-

red as disconnected problems (e.g. [11] ) the unbalanced demand

s more common in Europe. Balanced demand is on the other hand

ore representative if movements of all containers are considered

n one problem (e.g. [29] ). It is assumed that the controller at all

imesteps has access to an accurate demand prediction for the pre-

iction horizon. 

Three scenarios with different levels of available resources have

een used in the experiments. In the first scenario the constraints

n container storage, truck parking, truck (un)loading and ship

un)loading are sufficiently loose that they do not become active

uring the simulation experiments. These constraints are all tight-

ned to restrictive levels for the second scenario. The third sce-

ario combines the constraints from the second scenario with lim-

tations on the number of trucks available. Since the third scenario

equires control of the total number of trucks in the system, the

enchmark method is, like most methods in synchromodal trans-

ort literature, not applicable and only simulation results for the

roposed method are presented. 

A summary of the differences between the available resources

n the three scenarios can be found in Table 3 together with the

on-zero initial states. The train and barge schedules, capacity and

aximum (un)loading rates are the same for all three scenarios

ith the following values: c c 
11 

= 80 , c 11 i = c i 11 ∈ { 0 , 50 } ∀ i ∈ { 4 , 5 }
nd c c 

12 
= 45 , c 12 i = c i 12 ∈ { 0 , 30 } ∀ i ∈ { 1 , 2 , 3 } for the barge and

rain respectively. 

If a truck is delayed, then not only the container it currently

ransports is affected, but also the containers it was scheduled to

ransport in the future. The MPC can react to delays and resched-

le, such that other trucks transport the most urgent containers.

his, however, require that other trucks are available. The sim-

lations from this paper are therefore performed for both the
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Fig. 3. Demand profile at the three virtual destination nodes for both balanced and unbalanced demand. The quantity of new demand d i ( k ) is shown over time steps. 

Outgoing demand is shown as positive and the incoming demand as negative. 

Table 3 

The difference in parameters and initial conditions between the performed simulations. The five scenarios are evaluated using both the balanced and the 

unbalanced demand profiles. 

Resources 

Unrestricting Tight Limited trucks 

c c 
i 

= 10 0 0 ∀ i ∈ [1 , 7] c c 
i 

= 75 ∀ i ∈ [1 , 5] c c 
i 

= 75 ∀ i ∈ [1 , 5] 

c c 
i 

= 250 ∀ i ∈ { 6 , 7 } c c 
i 

= 250 ∀ i ∈ { 6 , 7 } 
c m 

i 
= 300 ∀ i ∈ [1 , 7] c m 

i 
= 20 ∀ i ∈ [1 , 5] c m 

i 
= 20 ∀ i ∈ [1 , 5] 

c m 
i 

= 50 ∀ i ∈ { 6 , 7 } c m 
i 

= 50 ∀ i ∈ { 6 , 7 } 
c 12,7 , c 7,12 ∈ {0, 200} c 12,7 , c 7,12 ∈ {0, 40} c 12,7 , c 7,12 ∈ {0, 40} 

Proposed Scenario P1 Scenario P2 Scenario P3 

c v 8 = [10 0 0 0] T c v 
i 

= [100 100] T ∀ i ∈ {1, 4, 6, 7} c v 
i 

= [10 10] T ∀ i ∈ {1, 4, 6, 7} c v 
i 

= [10 10] T ∀ i ∈ {1, 4, 6, 7} 

c v 9 = [0 10 0 0] T e v 
i 

= [0 100] T ∀ ∈ {2, 3, 5} c v 
i 

= [10 10] T ∀ b ∈ {2, 3, 5} ˜ x v 
i 
(0) = [0 0] T ∀ b ∈ {2, 3, 5} 

˜ x v 
i 
(0) = [0 0] T ∀ i ∈ {1, 7} ˜ x v 8 (0) = [10 0 0 0] T ˜ x v 8 (0) = [10 0 0 0] T ˜ x v 8 (0) = [8 0] T 

Method 

˜ x v 9 (0) = [0 10 0 0] T ˜ x v 9 (0) = [0 10 0 0] T ˜ x v 9 (0) = [0 75] T 

Benchmark Scenario B1 Scenario B2 Not applicable 

c v 8 = [0 0] T c v 
i 

= [0 10 0 0] T ∀ i ∈ {1, 4, 6, 7} c v 
i 

= [10 0 0 10 0 0] T ∀ i ∈ {1, 4, 6, 7} 

c v 9 = [0 0] T c v 
i 

= [0 10 0 0] T ∀ i ∈ {2, 3, 5} c v 
i 

= [0 10 0 0] T ∀ i ∈ {2, 3, 5} 

˜ x v 8 (0) = [0 0] T ˜ x v 
i 
(0) = [50 0 50 0] T ∀ i ∈ {1, 4, 6, 7} ˜ x v 

j 
(0) = [50 0 50 0] T ∀ i ∈ {1, 4, 6, 7} 

˜ x v 9 (0) = [0 0] T ˜ x v 
i 
(0) = [50 0 50 0] T ∀ i ∈ {2, 3, 5} ˜ x v 

j 
(0) = [50 0 50 0] T ∀ i ∈ {2, 3, 5} 
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d  

t

τ  

u  

 

t  

p  
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Fig. 4. The probability that a share of the trucks on an arc is delayed by 15 minutes. 

If no trucks are delayed β = 0 and if all trucks are delayed β = 1 . 

5

 

t  
ase without delays (nominal case) and the case where the trucks

ay be delayed (uncertain case). The delays are not predicted

y the MPC, but are added to the system by changing the dis-

ribution of the incoming container and truck flows, u h 
i 
(k ) and

 

h 
i 
(k ) . At each timestep, a percentage of the trucks that are al-

ost arriving is delayed exactly one timestep. One truck can be

elayed several times, this corresponds to the trucks not inform-

ng the central planner in advance if they foresee a longer de-

ay. It is assumed that the probability that an empty truck is

elayed is the same as the probability that a loaded truck is

elayed, hence the differences between the predicted state at

ime k computed at k − 1 and the measured state are ˜ u ji,m 

(t −
ji ) = βu ji,m 

(−τ ji | t − 1) , ˜ u ji,m 

(1 − τ ji ) = (1 − β) u ji,m 

(−τ ji | t − 1) +
 ji,m 

(1 − τ ji | t − 1) , ˜ v ji (t − τ ji ) = βv ji (−τ ji | t − 1) , and 

˜ v ji (1 − τ ji ) =
(1 − β) v ji (−τ ji | t − 1) + u ji (1 − τ ji | t − 1) where β is the share of

he trucks that are delayed and the notation a ( k | t ) indicates the

rediction of a ( k ) computed at time t . The parameter β is drawn

er arc in the network per timestep k from the truncated normal

istribution seen in Fig. 4 . 
. Results and discussion 

This section presents the results of the comparison between

he proposed method that considers the movements of trucks and
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Fig. 5. Number of driving vehicles 
∑ 

i ∈N , j∈N 
∑ τi j −1 

l=0 
v i j (k − l) , i.e., for each time step the y-axis shows the number of vehicles that has departed a node but has not yet 

reached the next node. The shaded area is the number of vehicles for the proposed method with the light part being the portion of empty vehicles. The lines are the full 

vehicles when using the benchmark method. The information is stacked for each method. 

Table 4 

The average and maximum CPU time for the MPC to compute outputs at one time 

step t . No highlight: nominal case. Grey highlight: case with uncertain travel time. 

Balanced demand Unbalanced demand 

P1 P2 P3 B1 B2 P1 P2 P3 B1 B2 

Average 31 29 26 23 25 29 27 26 22 22 

CPU time (s) 27 30 29 22 25 26 26 29 22 23 

Maximum 42 41 34 30 38 44 36 39 31 31 

CPU time (s) 44 53 37 29 42 43 35 47 30 30 
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containers simultaneously and the benchmark method that as-

sumes infinite and instant truck capacity. Both methods compute

what actions to take fast due to the optimization problems’ convex

nature. The average and maximum time the MPCs needed to com-

pute the inputs at any timestep t are shown in Table 4 for all sce-

narios. The benchmark method is faster than the proposed method,

but both are significantly faster than the chosen update rate of

�T = 15 min, i.e., the real-time performance is guaranteed. In a

real-world implementation, one could thus choose to increase the

prediction horizon or decrease the update rate. The trends from

the results presented in this section are expected to hold in such

cases too. 

The results show very significant differences in the utilization of

the transport modes for the proposed and the benchmark methods.

The utilization do however not differ much between the nominal

scenarios and their counterparts with uncertain travel time. Hence,

in the following only the vehicle utilization in the nominal scenar-

ios will be discussed. 

In Fig. 5 the results for the nominal scenarios with unbalanced

and balanced demand are presented. The solid color blocks show

the results for the proposed method, while the lines show the re-

sults produced by the benchmark method. The dark blue area in-

dicates how many hinterland trucks were transporting containers

at a given time, while the translucent blue indicates how many

empty hinterland trucks were driving in the network. The yellow

and translucent yellow show the same for the port vehicles. In sce-
ario 3 with unbalanced demand profile all 75 hinterland trucks

nd 8 port vehicles are driving either empty or full at nearly all

imesteps k > 200. For the benchmark method, only information

bout the vehicles that transport containers exists due to the as-

umption of instant and infinite truck capacity. Thus for the bench-

ark method no information on empty vehicles is available to be

hown. The full hinterland trucks are shown in black and the full

ort vehicles are shown in red. The information is stacked in the

ame manner as the information for the proposed method, i.e. for

cenario 1 with unbalanced demand the benchmark method used

2 hinterland vehicles and 173 port vehicles to transport contain-

rs at timestep k = 400 . Notice that all experiments start with an

mpty system and a slowly increasing demand profile. 

In all scenarios, less containers are moved by port vehicles

hen containers and trucks are routed simultaneously. The num-

er of port vehicles needed in peaks is also significantly lower. In

cenario P1 with unbalanced demand, port vehicles were driving

925 timesteps, while only transporting containers 2041 of those

imesteps. The maximum amount of containers that were trans-

orted by port vehicles at any timestep was 74 in this scenario.

n the corresponding scenario B1, 174 containers were transported

t one timestep. This is likely to incur even higher costs for driv-

ng empty. The only scenario where the port vehicles are almost

ontinuously in use is P3, where only a very limited number is

vailable. The ability to take decision based on the actual number

f trucks available thus have a large impact on the realistic via-

ility of the operational decisions. The methods presented in this

aper are intended for the operational level, but if they are used

n the tactical level to dimension a truck fleet, the results show

hat it is important to consider container and truck routes simul-

aneously, since the peaks here give a realistic indication of the

ecessary fleet size. 

The number of vehicles driving empty is as expected higher in

he scenarios with unbalanced demand since the trucks have to be

eplaced to the port before they can transport new containers. The

enchmark method always has trucks available, and do thus not

eed to wait. The fluctuation in the truck usage is therefore much

igher for the benchmark method. The same trends can be seen for
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Fig. 6. The occupation rate at the barge and the train for each simulation. Only results for k ∈ [250, 600] are used as the initial zero-states impacts the earlier results. 

Example of how to read figure: In scenario P3 with balanced demand profile (P3B) the import takes up (1–40]% of the barge capacity 29% of the time. In the same scenario 

the export takes up (40–80]% of the capacity 50-24 = 26% of the time. 

t  

T  

i  

w  

a  

w

 

s  

r  

p  

w  

e  

a  

d  

s  

H  

s

4  

c  

b  

w  

t  

p  

t  

n

 

l  

c  

c  

n  

c  

u  

s  

w  

n  

t  

a  

i  

d

 

d  

n  

i  

d  

Table 5 

Unsatisfied demand where each delayed container is counted each timestep. Grey 

highlighted rows correspond to the scenarios with travel time disturbances while 

the others are from nominal scenarios. 

Balanced demand Unbalanced demand 

node P1 P2 P3 B1 B2 P1 P2 P3 B1 B2 

3 26 26 29 19 25 38 37 1435 17 24 

126 110 96 105 65 180 144 1924 176 107 

5 25 28 28 19 26 39 37 1163 18 23 

97 80 65 120 50 165 120 1546 152 86 

Ship 3 2 5 2 2 3 1 22 3 1 

8 15 44 6 5 6 8 33 4 2 
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he scenarios with balanced demand, however with smaller peaks.

he number of vehicles driving empty with the proposed method

s very low with empty to full ratios of less than 3% in all scenarios

ith balanced demand. This indicates that considering containers

nd trucks simultaneously provides benefits such that trucks may

ait for a new transport demand before departing from a node. 

The utilization of the barge and train is shown in Fig. 6 . It

hows the time the barge and train operate at different utilization

ates. The results are shown in separate bars for import and ex-

ort. Hence, a barge-import-utilization rate of (40–80%] is achieved

hen (40–80%] of the barge capacity is filled with import contain-

rs. Only results for timsteps t ≥ 250 are used to generate the data,

s the network starts empty and only around this timestep is fully

eveloped according to Figs. 3 and 5 . The results are furthermore

hown in percentage of this time-interval rather than timesteps.

ence in scenario 1 with balanced demand and the controller con-

idering simultaneous routing (P1B), import containers take up (1–

0%] of the barge capacity 29% of the time, (40–80%] of the barge

apacity 18% of the time and never takes up more than 80% of the

arge capacity. In the formulation of the model, it is not specified

hen a container should be unloaded from a scheduled service at

he time it is loaded to the service, it is thus possible for both im-

ort and export containers to stay on the barge or train while they

ravel in both directions. This do however only occur in the begin-

ing of the simulations and never while t > 250. 

The number of containers that are not delivered in time varies

argely between the different scenarios, and from the nominal

ases to the cases with uncertain travel time. Since the model

onsiders commodity flows, the deadline of each container is

ot considered, instead the satisfaction of demand for a given

ommodity at a given destination is discussed. In Table 5 the

nsatisfied demand at the three destinations are shown over all

cenarios for t > 200. The numbers count each timestep a demand

as not satisfied, so if a container of a given commodity was

eeded at time t = 300 but is only satisfied at t = 305 , it adds 5

o the count. The demand at the ship (node 1) follows the capacity

t which the ship can be (un)loaded. In scenario 1 all demand

s thus to be satisfied at the first timestep possible, while the

emand is spread over more timesteps in scenario 2 and 3. 

When both container and truck routes are considered, more

emand is left unsatisfied in most cases. This is especially pro-

ounced in the case of unbalanced demand, where there is more

mport than export. In order to reduce the cost of empty trucks

riving from the hinterland to the port, the proposed method
 t  
refers the use of scheduled services as seen in Fig. 6 . This re-

ults in longer travel times and thus more unsatisfied demand. The

cheduled services are priced per slot, so the MPC does not con-

ider the cost of sailing/driving back empty for those services. All

cenarios prioritize satisfying the more costly ship demand over

he inland demand and therefore the unsatisfied demand is much

ower at the ship destination. 

When the travel times of trucks become uncertain, all scenar-

os with sufficient numbers of trucks available adjust the plans and

btain results with expected increases in the unsatisfied demand.

cenario P3 with unbalanced demand does not have enough ve-

icles available to transport the containers quick enough. This is

lso visible in Fig. 5 where all vehicles are driving either empty

r full at all times. The results from this scenario does thus not

epresent an implementation we recommend, but serves to ensure

hat even in cases with under capacity the MPC does not violate

he constraints or render infeasible. Eventually the MPC would ac-

umulate very high costs which may give numerical issues, but in

 real-world implementation high rates of unsatisfied demand will

aise awareness and foster changes in either fleet size or accepted

emand. 

When the constraints are unrestricting more demand is left

nsatisfied with the proposed method under deterministic travel

imes. However when the truck travel time becomes uncertain, the

erformance is very similar to the performance of the benchmark

ethod. This is due to the benchmark method’s constant availabil-

ty of trucks in combination with the cheap stacking of containers

n node 6. For the benchmark method in scenario 1 the cheap-

st option is often to truck the containers just in time to satisfy

he demand and otherwise keep them at node 6. When trucks and
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containers are considered simultaneously, it becomes cheaper for

the MPC to truck containers ahead of demand if there is otherwise

an empty truck driving in that direction. The stacks at node 3 and

5 do thus contain containers with destination at their adjacent vir-

tual destinations more often for the proposed method or when the

capacity in node 6 is a limiting factor. More local storage increases

the chance that a delay in the truck travel time will not cause a

delay in demand satisfaction. 

6. Conclusions and future research 

The often used assumption that trucks are instantly available

at any location in the synchromodal network significantly changes

what the optimal actions are. A plan under this assumption is thus

likely to perform worse in reality where only a finite number of

trucks are available. The proposed method routes trucks and con-

tainers simultaneously and successfully smooths out peaks in the

needed number of trucks, even when it has a large number of

trucks available. This creates better plans for companies that hire

third-party trucks for excess capacity, as the company’s basic fleet

will be utilized better between peaks and less third-party trucks

will be needed to serve the peaks. 

The proposed method can limit the total number of trucks

available in the system. When the plan is optimized for the ac-

tually available number of trucks, infeasible plans are avoided and

the utilization rates of the available trucks are improved, i.e. the

number of empty trucks driving in the network is reduced to the

benefit of the environment, society and economy. The proposed

method furthermore gives information on how many trucks are to

be relocated between specified locations. This information can be

used in hindsight or already at the planning stage to indicate ben-

eficial volume-changes to the transport company’s sales depart-

ment. 

The proposed method is based on MPC, which previously has

been used for container transport planning in some instances, but

not for planning containers and trucks simultaneously. It is shown

that the MPC can adjust the plan when the travel times are subject

to disturbances. When containers and trucks are planned simulta-

neously, the MPC is encouraged to transport containers when an

empty truck is available at the right location and not only based

on deadlines, which makes the system less sensitive to travel time

delays. 

A core assumption in the presented method is that commod-

ity flows accurately represent container transport. This may be the

case for large quantity flows of non-perishable goods, but may not

hold when the deadline of each container is important. An in-

vestigation of the impact of this assumption on performance and

computation time will comprise an important line of our future

research. 

The presented method assumes a global controller with perfect

predictions and unconditional authority to take and implement all

decisions. This description only fits very large transport companies

with well-integrated departments and enough orders to make

qualified forecasts of demand. Therefore, it is in future research

relevant to study the sensitivity of the proposed method to the

quality of the demand and parameter predictions and how robust

MPC techniques can help alleviate the decreased performance due

to uncertainty. It is furthermore of both theoretical and practical

relevance to study the problem assuming multiple decision mak-

ers. Questions arising, when the network is distributed, involve

information sharing, profit distribution and exception handling.

Future research on this topic should consider both networks of

homogeneous and heterogeneous agents. An example of the latter

is adding barge-agents that decide departure times instead of us-

ing scheduled departures as assumed in this paper. Another line of
esearch that would prepare the proposed model to real world im-

lementations is the consideration of operation hours of terminals.
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