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#### Abstract

Recently finite-dimensional observer-based controllers were introduced for the 1D heat equation, where at least one of the observation or control operators is bounded. In this paper, for the first time, we manage with such controllers for the 1D heat equation with both operators being unbounded. We consider Dirichlet actuation and point measurement and use a modal decomposition approach via dynamic extension. We suggest a direct Lyapunov approach to the full-order closedloop system, where the finite-dimensional state is coupled with the infinite-dimensional tail of the state Fourier expansion, and provide LMIs for finding the controller dimension and the resulting exponential decay rate. We further study sampleddata implementation of the controller under sampled-data measurement. We use Wirtinger-based, discontinuous in time, Lyapunov functionals which compensate sampling in the finitedimensional state. To compensate sampling in the infinitedimensional tail, we use a novel form of Halanay's inequality, which is appropriate for Lyapunov functions with jump discontinuities that do not grow in the jumps. Numerical examples demonstrate the efficiency of the method.


## I. Introduction

Finite-dimensional observer-based control for PDEs is attractive for applications and theoretically challenging. Such controllers for parabolic systems were designed by the modal decomposition approach in [1]-[4]. The existing results are mostly restricted to bounded control and observation operators, whereas efficient bounds on the observer and controller dimensions are missing. Thus, the bound suggested in [4] appeared to be highly conservative and difficult to compute.

In our recent paper [5], the first constructive LMI-based method for finite-dimensional observer-based controller for the 1D heat equation was suggested, where the controller dimension and the resulting exponential decay rate were found from simple LMI conditions. Robustness of the finitedimensional controller with respect to input and output delays was studied in [6]. However, the results of [5], [6] were confined to cases where at least one of the observation or control operators is bounded. Sampled-data and delayed boundary control of 1D heat equation under boundary measurement was studied in [7] by using an infinite-dimensional PDE observer. However, finite-dimensional observer-based control of the heat equation in the challenging case where both operators are unbounded remained open. Note that finite-dimensional observer-based control of the 1D linear Kuramoto-Sivashinsky equation (KSE) with both observation and control operators unbounded was studied in [8].

In the present paper, for the first time, we manage with finite-dimensional observer-based controllers for the 1D heat equation with both operators unbounded. We consider Dirichlet actuation and point measurement and employ a
modal decomposition approach via dynamic extension. We suggest a direct Lyapunov approach to the full-order closedloop system, where the finite-dimensional state is coupled with the infinite-dimensional tail of the state Fourier expansion, and provide LMIs for finding the controller dimension and resulting exponential decay rate. In order to manage with point measurement, we consider $H^{1}$-stability and apply the Cauchy-Schwarz inequality in a novel form (with fractional powers of the eigenvalues of a Sturm-Liouville operator). Note that for KSE, studied in [8], the use of fractional powers of the eigenvalues was not required. We further study sampled-data implementation of the controller under sampled-data measurement, where we consider independent variable samplings of the output and input. Sampled-data finite-dimensional controllers implemented by zero-order hold devices were suggested in [9]-[12] for distributed static output-feedback control, [13], [14] for boundary statefeeback and in [6], [7] for observer-based control. Eventtriggered sampled-data control of parabolic and hyperbolic PDEs has been studied in [15]-[17]. Due to dynamic extension, in the present paper we suggest sampled-data implementation via a generalized hold device (see e.g. [18] and references therein). We use Wirtinger-based discontinuous in time Lyapunov functionals which compensate sampling in the finite-dimensional state and lead to the simplest efficient stability conditions for ODEs [19], [20]. To compensate sampling in the infinite-dimensional tail, we use a novel form of Halanay's inequality, which is appropriate for Lyapunov functions with jump discontinuities that do not grow in the jumps. Numerical examples show the efficiency of the proposed method.

## A. Notations and mathematical preliminaries

We denote by $L^{2}(0,1)$ the Hilbert space of Lebesgue measurable and square integrable functions $f:[0,1] \rightarrow \mathbb{R}$ with the inner product $\langle f, g\rangle:=\int_{0}^{1} f(x) g(x) d x$ and induced norm $\|f\|^{2}:=\langle f, f\rangle . H^{k}(0,1)$ is the Sobolev space of functions $f:[0,1] \rightarrow \mathbb{R}$ having $k$ square integrable weak derivatives, with the norm $\|f\|_{H^{k}}^{2}:=\sum_{j=0}^{k}\left\|f^{(j)}\right\|^{2}$. The Euclidean norm on $\mathbb{R}^{n}$ will be denoted by $|\cdot|$. We denote $f \in H_{0}^{1}(0,1)$ if $f \in H^{1}(0,1)$ and $f(0)=f(1)=0$. For $P \in \mathbb{R}^{n \times n}$, the notation $P>0$ means that $P$ is symmetric and positive definite. The norm of a matrix $A$ is denoted by $|A|$. The sub-diagonal elements of a symmetric matrix will be denoted by $*$. For $U \in \mathbb{R}^{n \times n}, U>0$ and $x \in \mathbb{R}^{n}$ we denote $|x|_{U}^{2}=x^{T} U x$.

Consider the Sturm-Liouville eigenvalue problem

$$
\begin{equation*}
\phi^{\prime \prime}+\lambda \phi=0, \quad x \in[0,1] \tag{1}
\end{equation*}
$$

with the following boundary conditions:

$$
\begin{equation*}
\phi(0)=\phi(1)=0 . \tag{2}
\end{equation*}
$$

This problem induces a sequence of eigenvalues with corresponding eigenfunctions. The eigenfunctions form a complete orthonormal system in $L^{2}(0,1)$. The eigenvalues and corresponding eigenfunctions are given by

$$
\begin{equation*}
\phi_{n}(x)=\sqrt{2} \sin \left(\sqrt{\lambda_{n}} x\right), \lambda_{n}=n^{2} \pi^{2}, n \geq 1 \tag{3}
\end{equation*}
$$

The following lemma will be used:
Lemma 1 ([5]): Let $h \in L^{2}(0,1)$ satisfy $h \stackrel{L^{2}(0,1)}{=}$ $\sum_{n=1}^{\infty} h_{n} \phi_{n}$. Then $h \in H_{0}^{1}(0,1)$ if and only if $\sum_{n=1}^{\infty} \lambda_{n} h_{n}^{2}<\infty$. Moreover,

$$
\begin{equation*}
\left\|h^{\prime}\right\|^{2}=\sum_{n=1}^{\infty} \lambda_{n} h_{n}^{2} \tag{4}
\end{equation*}
$$

## II. Continuous-time control of a heat equation

In this section we consider stabilization of the linear 1D heat equation

$$
\begin{equation*}
z_{t}(x, t)=z_{x x}(x, t)+a z(x, t), t \geq 0 \tag{5}
\end{equation*}
$$

where $x \in[0,1], z(x, t) \in \mathbb{R}$ and $a \in \mathbb{R}$ is the reaction coefficient. We consider Dirichlet actuation given by

$$
\begin{equation*}
z(0, t)=u(t), \quad z(1, t)=0 \tag{6}
\end{equation*}
$$

where $u(t)$ is a control input to be designed and in-domain point measurement given by

$$
\begin{equation*}
y(t)=z\left(x_{*}, t\right), x_{*} \in(0,1) \tag{7}
\end{equation*}
$$

Following [21], we introduce the change of variables

$$
\begin{equation*}
w(x, t)=z(x, t)-r(x) u(t), \quad r(x):=1-x \tag{8}
\end{equation*}
$$

to obtain the following equivalent ODE-PDE system

$$
\begin{align*}
& w_{t}(x, t)=w_{x x}(x, t)+a w(x, t)+a r(x) u(t)-r(x) v(t) \\
& \dot{u}(t)=v(t), \quad t \geq 0 \tag{9}
\end{align*}
$$

with boundary conditions

$$
\begin{equation*}
w(0, t)=0, \quad w(1, t)=0 . \tag{10}
\end{equation*}
$$

and measurement

$$
\begin{equation*}
y(t)=w\left(x_{*}, t\right)+r\left(x_{*}\right) u(t) \tag{11}
\end{equation*}
$$

Henceforth we will treat $u(t)$ as an additional state variable and $v(t)$ as the control input. Given $v(t), u(t)$ can be computed by integrating $\dot{u}(t)=v(t)$, where we choose $u(0)=0$. Note that this choice implies $z(\cdot, 0)=w(\cdot, 0)$.

We present the solution to (9) as

$$
\begin{equation*}
w(x, t)=\sum_{n=1}^{\infty} w_{n}(t) \phi_{n}(x), w_{n}(t)=\left\langle w(\cdot, t), \phi_{n}\right\rangle \tag{12}
\end{equation*}
$$

with $\phi_{n}(x), n \geq 1$ defined in (3). By differentiating under the integral sign, integrating by parts and using (1) and (2)
we obtain

$$
\begin{align*}
& \dot{w}_{n}(t)=\left(-\lambda_{n}+a\right) w_{n}(t)+a b_{n} u(t)-b_{n} v(t), \quad t \geq 0 \\
& b_{n}=\left\langle r, \phi_{n}\right\rangle=\sqrt{\frac{2}{\lambda_{n}}}, w_{n}(0)=\left\langle w(\cdot, 0), \phi_{n}\right\rangle, \quad n \geq 1 \tag{13}
\end{align*}
$$

In particular note that

$$
\begin{equation*}
b_{n} \neq 0, \quad n \geq 1 \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{n=N+1}^{\infty} b_{n}^{2} \leq \frac{2}{\pi^{2}} \int_{N}^{\infty} \frac{d x}{x^{2}}=\frac{2}{\pi^{2} N}, N \geq 1 \tag{15}
\end{equation*}
$$

Remark 1: State-feedback boundary control of 1D parabolic PDEs, without dynamic extension, has been suggested in [13]. Without dynamic extension, modal decomposition of (5) with boundary conditions (6) results in ODEs similar to (13), without $v(t)$, where $\left|b_{n}\right| \approx \lambda_{n}^{\frac{3}{2}}$. The growth of $\left\{b_{n}\right\}_{n=1}^{\infty}$ poses a problem in compensating cross terms which arise in the Lyapunov stability analysis (see (39) below). As can be seen in (15), the use of dynamic extension leads to $\left\{b_{n}\right\}_{n=1}^{\infty} \in l^{2}(\mathbb{N})$.

Let $\delta>0$ be a desired decay rate and let $N_{0} \in \mathbb{N}$ satisfy

$$
\begin{equation*}
-\lambda_{n}+a<-\delta, \quad n>N_{0} \tag{16}
\end{equation*}
$$

Let $N \in \mathbb{N}, \quad N_{0} \leq N . N_{0}$ will define the dimension of the controller and $N$ will define the dimension of the observer.

We construct a finite-dimensional observer of the form

$$
\begin{equation*}
\hat{w}(x, t):=\sum_{n=1}^{N} \hat{w}_{n}(t) \phi_{n}(x) \tag{17}
\end{equation*}
$$

where $\hat{w}_{n}(t)$ satisfy the ODEs for $t \geq 0$ :

$$
\begin{align*}
\dot{\hat{w}}_{n}(t)= & \left(-\lambda_{n}+a\right) \hat{w}_{n}(t)+a b_{n} u(t)-b_{n} v(t) \\
& -l_{n}\left[\hat{w}\left(x_{*}, t\right)+r\left(x_{*}\right) u(t)-y(t)\right], n \geq 1 \\
\hat{w}_{n}(0)= & 0, \quad 1 \leq n \leq N \tag{18}
\end{align*}
$$

with $y(t)$ in 111 and saclar observer gains $l_{n}, 1 \leq n \leq N$.
Assumption 1: The point $x_{*} \in(0,1)$ satisfies

$$
\begin{equation*}
c_{n}=\phi_{n}\left(x_{*}\right)=\sqrt{2} \sin \left(\sqrt{\lambda_{n}} x_{*}\right) \neq 0,1 \leq n \leq N_{0} \tag{19}
\end{equation*}
$$

Note that this assumption is satisfied if $x_{*}$ is irrational number. In this case $\phi_{n}\left(x_{*}\right) \neq 0$ for all $n \in \mathbb{N}$.
Let

$$
\begin{align*}
& A_{0}=\operatorname{diag}\left\{-\lambda_{1}+a, \ldots,-\lambda_{N_{0}}+a\right\} \\
& B_{0}=\left[b_{1}, \ldots, b_{N_{0}}\right], L_{0}=\left[l_{1}, \ldots, l_{N_{0}}\right]^{T} \\
& C_{0}=\left[c_{1}, \ldots, c_{N_{0}}\right], \tilde{B}_{0}=\left[1,-b_{1}, \ldots,-b_{N_{0}}\right]  \tag{20}\\
& \tilde{A}_{0}=\left[\begin{array}{cc}
0 & 0 \\
a B_{0} & A_{0}
\end{array}\right] \in \mathbb{R}^{\left(N_{0}+1\right) \times\left(N_{0}+1\right)}
\end{align*}
$$

Under Assumption 1 it can be verified that the pair $\left(A_{0}, C_{0}\right)$ is observable by the Hautus lemma. We choose $L_{0}=$ $\left[l_{1}, \ldots, l_{N_{0}}\right]^{T} \in \mathbb{R}^{N_{0}}$ which satisfies the Lyapunov inequality

$$
\begin{equation*}
P_{\mathrm{o}}\left(A_{0}-L_{0} C_{0}\right)+\left(A_{0}-L_{0} C_{0}\right)^{T} P_{\mathrm{o}}<-2 \delta P_{\mathrm{o}} \tag{21}
\end{equation*}
$$

with $0<P_{\mathrm{o}} \in \mathbb{R}^{N_{0} \times N_{0}}$. We choose $l_{n}=0, n>N_{0}$.
Since $b_{n} \neq 0, n \geq 1$ the pair $\left(\tilde{A}_{0}, \tilde{B}_{0}\right)$ is controllable. Let
$K_{0} \in \mathbb{R}^{1 \times\left(N_{0}+1\right)}$ satisfy

$$
\begin{equation*}
P_{\mathrm{c}}\left(\tilde{A}_{0}+\tilde{B}_{0} K_{0}\right)+\left(\tilde{A}_{0}+\tilde{B}_{0} K_{0}\right)^{T} P_{\mathrm{c}}<-2 \delta P_{\mathrm{c}} \tag{22}
\end{equation*}
$$

with $0<P_{\mathrm{c}} \in \mathbb{R}^{\left(N_{0}+1\right) \times\left(N_{0}+1\right)}$. We propose a $\left(N_{0}+1\right)$ dimensional controller of the form

$$
\begin{align*}
& v(t)=K_{0} \hat{w}^{N_{0}}(t) \\
& \hat{w}^{N_{0}}(t)=\left[u(t), \hat{w}_{1}(t), \ldots, \hat{w}_{N_{0}}(t)\right]^{T} \tag{23}
\end{align*}
$$

which is based on the $N$-dimensional observer (17).
For well-posedness of the closed-loop system (9) and 18 subject to the control input 23 we consider the operator

$$
\begin{align*}
& \mathcal{A}_{1}: \mathcal{D}\left(\mathcal{A}_{1}\right) \subseteq L^{2}(0,1) \rightarrow L^{2}(0,1), \quad \mathcal{A}_{1} w=-w_{x x} \\
& \mathcal{D}\left(\mathcal{A}_{1}\right)=\left\{w \in H^{2}(0,1) \mid w(0)=w(1)=0\right\} \tag{24}
\end{align*}
$$

Since $\mathcal{A}_{1}$ is positive, it has a unique positive square root with domain

$$
\begin{equation*}
\mathcal{D}\left(\mathcal{A}_{1}^{\frac{1}{2}}\right) \stackrel{\boxed{4}}{=} H_{0}^{1}(0,1) \tag{25}
\end{equation*}
$$

Let $\mathcal{H}=L^{2}(0,1) \times \mathbb{R}^{N+1}$ be a Hilbert space with the norm $\|\cdot\|_{\mathcal{H}}=\sqrt{\|\cdot\|+|\cdot|}$. Defining the state $\xi(t)$ as

$$
\begin{aligned}
& \xi(t)=\operatorname{col}\left\{w(\cdot, t), \hat{w}^{N}(t)\right\} \\
& \hat{w}^{N}(t)=\operatorname{col}\left\{u(t), \hat{w}_{1}(t), \ldots, \hat{w}_{N}(t)\right\}
\end{aligned}
$$

by arguments of [5], it can be shown that the closed-loop system (9) and (18) with control input (23) and initial condition $w(\cdot, 0) \in \mathcal{D}\left(\mathcal{A}_{1}^{\frac{1}{2}}\right)$ has a unique classical solution

$$
\begin{equation*}
\xi \in C([0, \infty) ; \mathcal{H}) \cap C^{1}((0, \infty) ; \mathcal{H}) \tag{26}
\end{equation*}
$$

such that

$$
\begin{equation*}
\xi(t) \in \mathcal{D}\left(\mathcal{A}_{1}\right) \times \mathbb{R}^{N+1}, \quad t>0 \tag{27}
\end{equation*}
$$

Let $e_{n}(t)$ be the estimation error defined by

$$
\begin{equation*}
e_{n}(t)=w_{n}(t)-\hat{w}_{n}(t), 1 \leq n \leq N \tag{28}
\end{equation*}
$$

By using (11), (12) and (17), the last term on the right-hand side of (18) can be written as

$$
\begin{equation*}
\hat{w}\left(x_{*}, t\right)+r\left(x_{*}\right) u(t)-y(t)=-\sum_{n=1}^{N} c_{n} e_{n}(t)-\zeta(t), \tag{29}
\end{equation*}
$$

where

$$
\begin{align*}
& \zeta(t)=w\left(x_{*}, t\right)-\sum_{n=1}^{N} w_{n}(t) \phi_{n}\left(x_{*}\right) \\
& \sqrt[2]{=}, 100  \tag{30}\\
& =\int_{0}^{x_{*}}\left[w_{x}(x, t)-\sum_{n=1}^{N} w_{n}(t) \phi_{n}^{\prime}(x)\right] d x .
\end{align*}
$$

Then the error equations have the form

$$
\begin{align*}
\dot{e}_{n}(t) & =\left(-\lambda_{n}+a\right) e_{n}(t) \\
& -l_{n}\left(\sum_{n=1}^{N} c_{n} e_{n}(t)+\zeta(t)\right), \quad t \geq 0 \tag{31}
\end{align*}
$$

Note that $\zeta(t)$ satisfies the following estimate:

$$
\begin{align*}
\zeta^{2}(t) & \stackrel{\frac{30}{\leq}}{\leq}\left\|w_{x}(\cdot, t)-\sum_{n=1}^{N} w_{n}(t) \phi_{n}^{\prime}(\cdot)\right\|^{2}  \tag{32}\\
& \quad \frac{4 \pi}{\leq} \sum_{n=N+1}^{\infty} \lambda_{n} w_{n}^{2}(t) .
\end{align*}
$$

Let

$$
\begin{align*}
& e^{N_{0}}(t)=\left[e_{1}(t), \ldots, e_{N_{0}}(t)\right] \\
& e^{N-N_{0}}(t)=\left[e_{N_{0}+1}(t), \ldots, e_{N}(t)\right]^{T} \\
& \hat{w}^{N-N_{0}}(t)=\left[\hat{w}_{N_{0}+1}(t), \ldots, \hat{w}_{N}(t)\right]^{T} \\
& X(t)=\operatorname{col}\left\{\hat{w}^{N_{0}}(t), e^{N_{0}}(t), \hat{w}^{N-N_{0}}(t), e^{N-N_{0}}(t)\right\}, \tag{33}
\end{align*}
$$

and

$$
\begin{align*}
& A_{1}=\operatorname{diag}\left\{-\lambda_{N_{0}+1}+a, \ldots,-\lambda_{N}+a\right\}, \\
& B_{1}=\left[b_{N_{0}+1}, \ldots, b_{N}\right]^{T}, C_{1}=\left[c_{N_{0}+1}, \ldots, c_{N}\right], \\
& \mathrm{a}=\left[-a, 0_{1 \times N_{0}}\right], \tilde{L}_{0}=\operatorname{col}\left\{0_{1 \times 1}, L_{0}\right\} \\
& \tilde{K}_{0}=\left[K_{0}+\mathrm{a}, 0_{1 \times\left(2 N-N_{0}\right)}\right], \\
& \mathcal{L}=\operatorname{col}\left\{\tilde{L}_{0},-L_{0}, 0_{2\left(N-N_{0}\right) \times 1}\right\}, \\
& F=\left[\begin{array}{ccc}
\tilde{A}_{0}+\tilde{B}_{0} K_{0} & \tilde{L}_{0} C_{0} & 0 \\
0 & \tilde{L}_{0} C_{1} \\
-B_{1}\left(K_{0}+\mathrm{a}\right) & 0 & 0 \\
0 & 0 & A_{0} \\
0 & 0 & 0 \\
0 & L_{0} C_{0} \\
\hline
\end{array}\right] \tag{34}
\end{align*}
$$

From (13), (18), 23) and (34) we have the closed-loop system for $t \geq 0$ :

$$
\begin{align*}
& \dot{X}(t)=F X(t)+\mathcal{L} \zeta(t) \\
& \dot{w}_{n}(t)=\left(-\lambda_{n}+a\right) w_{n}(t)-b_{n} \tilde{K}_{0} X(t), n>N \tag{35}
\end{align*}
$$

For $H^{1}$-stability analysis of the closed-loop system (35) we define the Lyapunov function

$$
\begin{equation*}
V(t)=|X(t)|_{P}^{2}+\sum_{n=N+1}^{\infty} \lambda_{n} w_{n}^{2}(t) \tag{36}
\end{equation*}
$$

where $P \in \mathbb{R}^{(2 N+1) \times(2 N+1)}$ satisfies $P>0$. This function is chosen to compensate $\zeta(t)$ using the estimate (32). Differentiating $V(t)$ along the solution to (35) gives

$$
\begin{align*}
& \dot{V}+2 \delta V=X^{T}(t)\left[P F+F^{T} P+2 \delta P\right] X(t) \\
& -2 X^{T}(t) P \mathcal{L} \zeta(t)+2 \sum_{n=N+1}^{\infty}\left(-\lambda_{n}^{2}+(a+\delta) \lambda_{n}\right) w_{n}^{2}(t) \\
& -2 \sum_{n=N+1}^{\infty} \lambda_{n} w_{n}(t) b_{n} \tilde{K}_{0} X(t), \quad t \geq 0 . \tag{37}
\end{align*}
$$

Note that since $\lambda_{n}=n^{2} \pi^{2}$, similar to we have

$$
\begin{equation*}
\sum_{n=N+1}^{\infty} \lambda_{n}^{-\frac{3}{4}} \leq \pi^{-\frac{3}{2}} \int_{N}^{\infty} x^{-\frac{3}{2}} d x=\frac{2}{\sqrt{N} \pi^{\frac{3}{2}}} \tag{38}
\end{equation*}
$$

Since $b_{n}=\sqrt{\frac{2}{\lambda_{n}}}$, the Cauchy-Schwarz inequality implies

$$
\begin{align*}
& -2 \sum_{n=N+1}^{\infty} \lambda_{n} w_{n}(t) b_{n} \tilde{K}_{0} X(t) \\
& \leq 2 \sum_{n=N+1}^{\infty}\left[\lambda_{n}^{\frac{7}{8}}\left|w_{n}(t)\right|\right]\left[\sqrt{2} \lambda_{n}^{-\frac{3}{8}}\left|\tilde{K}_{0} X(t)\right|\right] \\
& \leq \frac{1}{\alpha_{1}} \sum_{n=N+1}^{\infty} \lambda_{n}^{\frac{7}{4}} w_{n}^{2}(t)  \tag{39}\\
& +2 \alpha_{1}\left(\sum_{n=N+1}^{\infty} \lambda_{n}^{-\frac{3}{4}}\right)\left|\tilde{K}_{0} X(t)\right|^{2} \\
& \underline{\text { 38, }} \frac{1}{\alpha_{1}} \sum_{n=N+1}^{\infty} \lambda_{n}^{\frac{7}{4}} w_{n}^{2}(t)+\frac{4 \alpha_{1}}{\sqrt{N} \pi^{\frac{3}{2}}}\left|\tilde{K}_{0} X(t)\right|^{2}
\end{align*}
$$

where $\alpha>0$. From monotonicity of $\lambda_{n}$ we have

$$
\begin{align*}
& 2 \sum_{n=N+1}^{\infty}\left(-\lambda_{n}^{2}+(a+\delta) \lambda_{n}\right) w_{n}^{2}(t) \\
& +2 \sum_{n=N+1}^{\infty} \lambda_{n} w_{n}(t)\left(-b_{n}\right) \tilde{K}_{0} X(t) \\
& \stackrel{39}{\leq} 2 \sum_{n=N+1}^{\infty}\left(-\lambda_{n}^{2}+\frac{1}{2 \alpha_{1}} \lambda_{n}^{\frac{7}{4}}+(a+\delta) \lambda_{n}\right) w_{n}^{2}(t) \\
& \quad+\frac{4 \alpha_{1}}{\sqrt{N} \pi^{\frac{3}{2}}}\left|\tilde{K}_{0} X(t)\right|^{2} \\
& \leq-2\left(\lambda_{N+1}-a-\delta-\frac{1}{2 \alpha_{1}} \lambda_{N+1}^{\frac{3}{4}}\right) \sum_{n=N+1}^{\infty} \lambda_{n} w_{n}^{2}(t) \\
& \quad+\frac{4 \alpha_{1}}{\sqrt{N} \pi^{\frac{3}{2}}}\left|\tilde{K}_{0} X(t)\right|^{2} \\
& \text { (32] }-2\left(\lambda_{N+1}-a-\delta-\frac{1}{2 \alpha_{1}} \lambda_{N+1}^{\frac{3}{4}}\right) \zeta^{2}(t)+\frac{4 \alpha_{1}}{\sqrt{N} \pi^{\frac{3}{2}}}\left|\tilde{K}_{0} X(t)\right| \tag{40}
\end{align*}
$$

provided $\lambda_{N+1}-a-\delta-\frac{1}{2 \alpha_{1}} \lambda_{N+1}^{\frac{3}{4}} \geq 0$.
Let $\eta(t)=\operatorname{col}\{X(t), \zeta(t)\}$. From (37), (39) and (40) we obtain

$$
\begin{equation*}
\dot{V}+2 \delta V \leq \eta^{T}(t) \Psi^{(1)} \eta(t) \leq 0, \quad t \geq 0 \tag{41}
\end{equation*}
$$

if

$$
\begin{align*}
& \Psi^{(1)}=\left[\begin{array}{cc}
\Phi^{1} & P \mathcal{L} \\
* & -2\left(\lambda_{N+1}-a-\delta\right)+\frac{1}{\alpha_{1}} \lambda^{\frac{3}{4}} N_{1}
\end{array}\right]<0 \\
& \Phi^{(1)}=P F+F^{T} P+2 \delta P+\frac{4 \alpha_{1}}{\sqrt{N} \pi^{\frac{3}{2}}} \tilde{K}_{0}^{T} \tilde{K}_{0} \tag{42}
\end{align*}
$$

By Schur complement (42) holds if and only if

$$
\left[\begin{array}{ccc}
\Phi^{(1)} & P \mathcal{L} & 0  \tag{43}\\
* & -2\left(\lambda_{N+1}-a-\delta\right) & 1 \\
* & * & -\alpha_{1} \lambda_{N+1}^{-\frac{3}{4}}
\end{array}\right]<0
$$

Note that the LMI 43) has $N$-dependent coefficients and its dimension depends on $N$. Summarizing, we arrive at:

Theorem 1: Consider (9) with boundary conditions (10), in-domain point measurement (11), control law (23) and $w(\cdot, 0) \in \mathcal{D}\left(\mathcal{A}_{1}^{\frac{1}{2}}\right)$. Let $\delta>0$ be a desired decay rate, $N_{0} \in \mathbb{N}$ satisfy (16) and $N \in \mathbb{N}$ satisfy $N_{0} \leq N$. Let $L_{0}$ and $K_{0}$ be obtained using (21) and (22), respectively. Let there exist a positive definite matrix $P \in \mathbb{R}^{(2 N+1) \times(2 N+1)}$ and scalar $\alpha_{1}>0$ which satisfy (43). Then the solution $w(x, t)$ and $u(t)$ to (9) under the control law (23), (18) and the corresponding observer $\hat{w}(x, t)$ defined by 17) satisfy

$$
\begin{align*}
& \|w(\cdot, t)\|_{H^{1}}^{2}+|u(t)|^{2} \leq M e^{-2 \delta t}\|w(\cdot, 0)\|_{H^{1}}^{2}  \tag{44}\\
& \|w(\cdot, t)-\hat{w}(\cdot, t)\|_{H^{1}}^{2} \leq M e^{-2 \delta t}\|w(\cdot, 0)\|_{H^{1}}^{2}
\end{align*}
$$

for some constant $M>0$. Moreover, (43) is always feasible for large enough $N$.

Proof: Feasibility of the LMI (43) implies, by the comparison principle,

$$
\begin{equation*}
V(t) \leq e^{-2 \delta t} V(0), t \geq 0 \tag{45}
\end{equation*}
$$

Since $u(0)=0$, for some $M_{0}>0$ we have

$$
\begin{equation*}
V(0) \stackrel{\sqrt[4]{\leq}}{\leq} M_{0}\left\|w_{x}(\cdot, 0)\right\|^{2} \leq M_{0}\|w(\cdot, 0)\|_{H^{1}}^{2} \tag{46}
\end{equation*}
$$

By Wirtinger's inequality ( [22], Section 3.10), for $t \geq 0$,

$$
\begin{equation*}
\left\|w_{x}(\cdot, t)\right\|^{2} \leq\|w(\cdot, t)\|_{H^{1}}^{2} \leq \pi^{-2}\left\|w_{x}(\cdot, t)\right\|^{2} \tag{47}
\end{equation*}
$$

Since $w(\cdot, t) \in \mathcal{D}\left(\mathcal{A}_{1}\right)$ for all $t>0$ we have $\left\|w_{x}(\cdot, t)\right\|^{2}$ 回 $\sum_{n=1}^{\infty} \lambda_{n} w_{n}^{2}(t)$. Parseval's equality, 47) and monotonicity of $\left\{\lambda_{n}\right\}_{n=1}^{\infty}$ imply

$$
\begin{align*}
& V(t) \geq \sigma_{\min }(P)|u(t)|^{2} \\
& +\min \left(\frac{\sigma_{\min ( }(P) \pi^{2}}{2 \lambda_{N}}, \pi^{2}\right)\|w(\cdot, t)\|_{H^{1}}^{2}, \quad t \geq 0 \tag{48}
\end{align*}
$$

Then (44) follows from (45), (46), (48) and the presentation

$$
w(\cdot, t)-\hat{w}(\cdot, t)=\sum_{n=1}^{N} e_{n}(t) \phi_{n}(\cdot)+\sum_{n=N+1}^{\infty} w_{n}(t) \phi_{n}(\cdot)
$$

$\left.\left.\right|^{2}\right|^{2}$ For feasibility of (43) with large enough $N$, note that (15) and (19) imply $\left|c_{n}\right| \leq \sqrt{2}, n \geq 1$ and $\left\{b_{n}\right\}_{n=1}^{\infty} \in l^{2}(\mathbb{N})$. Then, by arguments of Theorem 3.2 in [5], there exist some $\Lambda, \kappa>0$, independent of $N$, such that

$$
\begin{equation*}
\left|e^{(F+\delta I) t}\right| \leq \Lambda \cdot \sqrt{N}\left(1+t+t^{2}\right) e^{-\kappa t} \tag{49}
\end{equation*}
$$

Therefore, $P \in \mathbb{R}^{(2 N+1) \times(2 N+1)}$ which solves the Lyapunov equation

$$
\begin{equation*}
P(F+\delta I)+(F+\delta I)^{T}=-N^{-\frac{3}{4}} I \tag{50}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
|P| \leq \Lambda_{1} \cdot N^{\frac{1}{4}} \tag{51}
\end{equation*}
$$

where $\Lambda_{1}>0$ is independet of $N$. We substitute (50), $\lambda_{N+1}=\pi^{2}(N+1)^{2}$ and $\alpha=N^{-\frac{3}{8}}$ into (42). By Schur complement, we find that (42) holds if and only if

$$
\begin{align*}
& -I+4 \pi^{-\frac{3}{4}} N^{-\frac{1}{8}} \tilde{K}_{0}^{T} \tilde{K}_{0} \\
& +\frac{1}{2}\left(\lambda_{N+1}-a-\delta-N^{\frac{3}{8}} \pi^{\frac{3}{2}}(N+1)^{\frac{3}{2}}\right)^{-1} P \mathcal{L} \mathcal{L}^{T} P<0 \tag{52}
\end{align*}
$$

Since $\lambda_{N+1}-a-\delta \approx(N+1)^{2}$ and $\left|\tilde{K}_{0}\right|,|\mathcal{L}|$ are independent of $N$, by taking into account (51) we find that 52b holds for large enough $N$.

Corollary 1: Under the conditions of Theorem 1 the following estimates hold for $z(x, t)$ given in (8):

$$
\begin{align*}
& \|z(\cdot, t)\|_{H^{1}}^{2} \leq M e^{-2 \delta t}\|z(\cdot, 0)\|_{H^{1}}^{2} \\
& \|z(\cdot, t)-\hat{w}(\cdot, t)\|_{H^{1}}^{2} \leq M e^{-2 \delta t}\|z(\cdot, 0)\|_{H^{1}}^{2} \tag{53}
\end{align*}
$$

where $M>0$ is some constant.
Proof: From (8) we have

$$
\begin{gather*}
\|z(\cdot, t)\|_{H^{1}} \leq\|w(\cdot, t)\|_{H^{1}}+|u(t)|\|r(\cdot)\|_{H^{1}} \\
\|z(\cdot, t)-\hat{w}(\cdot, t)\|_{H^{1}} \leq\|w(\cdot, t)-\hat{w}(\cdot, t)\|_{H^{1}}  \tag{54}\\
+|u(t)|\|r(\cdot)\|_{H^{1}} .
\end{gather*}
$$

From $u(0)=0$, (44) and (54), we obtain (53).
Remark 2: Differently from [6], where Dirichlet actuation with non-local measurements were considered, we apply the Cauchy-Schwarz inequality in (39) with fractional powers of $\lambda_{n}$ which allows to compensate $\zeta$ by using (32) in the Lyapunov analysis. Note that for finite-dimensional observerbased control of the 1D linear Kuramoto-Sivashinsky equation (KSE), studied in [8], the use of fractional powers of the eigenvalues was not required. This is due to the faster growth rate of the eigenvalues corresponding to the fourth order spatial differential operator appearing in the KSE.


Fig. 1. Network-based control with generalized hold.

## III. SAMPLED-DATA CONTROL OF HEAT EQUATION

Consider now sampled-data control of the 1D linear heat equation (5) under Dirichlet actuation (6). We introduce two sequences of sampling instances. For the first sequence, let $0=s_{0}<s_{1}<\cdots<s_{k}<\ldots, \lim _{k \rightarrow \infty} s_{k}=\infty$ be the measurement sampling instances. We consider discrete-time in-domain point measurement

$$
\begin{equation*}
y(t)=z\left(x_{*}, s_{k}\right), x_{*} \in(0,1), t \in\left[s_{k}, s_{k+1}\right) \tag{55}
\end{equation*}
$$

We assume that $s_{k+1}-s_{k} \leq \tau_{M, y}$ for all $k=0,1, \ldots$ and some constants $\tau_{M, y}>0$.

For the second sequence, let $0=t_{0}<t_{1}<\cdots<$ $t_{j}<\ldots, \lim _{j \rightarrow \infty} t_{j}=\infty$ be the controller hold times. We assume that $t_{j+1}-t_{j} \leq \tau_{M, u}$ for all $j=0,1, \ldots$ and some constant $\tau_{M, u}>0$. The control signal $u(t)$ is generated by a generalized hold function

$$
\begin{equation*}
\dot{u}(t)=v\left(t_{j}\right), \quad t \in\left[t_{j}, t_{j+1}\right) \tag{56}
\end{equation*}
$$

where $\left\{v\left(t_{j}\right)\right\}_{j=1}^{\infty}$ are to be determined. Furthermore, we choose $u(0) \stackrel{=}{=}$. By a generalized hold we mean the following: given $v\left(t_{j}\right)$, the value of the control signal is computed as (see Figure 11)
$u(t)=u\left(t_{j}\right)+v\left(t_{j}\right)\left(t-t_{j}\right), \quad t \in\left[t_{j}, t_{j+1}\right), \quad j=0,1,2, \ldots$
The considered sampled-data control may correspond also to a networked control system with two independent networks (where network-induced delays are negligible): from sensor to controller with transmission instances $s_{k}$ and from controller to actuator with transmission instances $t_{j}$. In this case, $t_{j}$ are also the updating times of the generalized hold device on the actuator side.

By the time-delay approach to sampled-data control (see [22]), the measurement and input delays are presented as

$$
\begin{align*}
& \tau_{y}(t)=t-s_{k}, \quad t \in\left[s_{k}, s_{k+1}\right)  \tag{58}\\
& \tau_{u}(t)=t-t_{j}, \quad t \in\left[t_{j}, t_{j+1}\right)
\end{align*}
$$

Henceforth the dependence of $\tau_{y}(t), \tau_{u}(t)$ on $t$ will be suppressed to shorten the notations.

Introducing the change of variables (8) we obtain the following ODE-PDE system

$$
\begin{align*}
w_{t}(x, t) & =w_{x x}(x, t)+a w(x, t) \\
& +a r(x) u(t)-r(x) v\left(t-\tau_{u}\right)  \tag{59}\\
\dot{u}(t)= & v\left(t-\tau_{u}\right), \quad t \geq 0
\end{align*}
$$

with boundary conditions (10) and measurement

$$
\begin{equation*}
y(t)=w\left(x_{*}, t-\tau_{y}\right)+r\left(x_{*}\right) u\left(t-\tau_{y}\right) \tag{60}
\end{equation*}
$$

Recall that we treat $u(t)$ as an additional state variable and $v\left(t-\tau_{u}\right)$ as the control input to be determined.

We present the solution to (59) as (12) with $\left\{\phi_{n}\right\}_{n=1}^{\infty}$ defined in (3). By differentiating under the integral sign, integrating by parts and using (1) and (2) we obtain

$$
\begin{equation*}
\dot{w}_{n}(t)=\left(-\lambda_{n}+a\right) w_{n}(t)+a b_{n} u(t)-b_{n} v\left(t-\tau_{u}\right), t \geq 0 \tag{61}
\end{equation*}
$$

with $\left\{b_{n}\right\}_{n=1}^{\infty}$ given in (13). In particular, (14) and (15) hold.
Given $\delta>0$, let $N_{0} \in \mathbb{N}$ satisfy (16) and $N \in \mathbb{N}, N_{0} \leq$ $N . N_{0}$ will define the dimension of the controller, whereas $N$ will define the dimension of the observer. We construct a finite-dimensional observer of the form 17) where $\hat{w}_{n}(t)$ satisfy the ODEs for $t \geq 0$

$$
\begin{align*}
& \dot{\hat{w}}_{n}(t)=\left(-\lambda_{n}+a\right) \hat{w}_{n}(t)+a b_{n} u(t)-b_{n} v\left(t-\tau_{u}\right) \\
& \quad-l_{n}\left[\hat{w}\left(x_{*}, t-\tau_{y}\right)+r\left(x_{*}\right) u\left(t-\tau_{y}\right)-y(t)\right] \\
& \hat{w}_{n}(0)=0, n \geq 1 \tag{62}
\end{align*}
$$

with $y(t)$ in (60) and scalar observer gains $l_{n}, 1 \leq n \leq N$.
Under Assumption 1 let the observer and controller gains, $L_{0}$ and $K_{0}$, satisfy (21) and (22), respectively. We choose $l_{n}=0$ for $N_{0}+1 \leq n \leq N$. We propose a $\left(N_{0}+1\right)$ dimensional controller of the form

$$
\begin{equation*}
v\left(t-\tau_{u}\right)=K_{0} \hat{w}^{N_{0}}\left(t-\tau_{u}\right) \tag{63}
\end{equation*}
$$

with $\hat{w}^{N_{0}}(t)$ defined in (23). The proposed controller is based on the $N$-dimensional observer (17).

Well-posedness of the closed-loop system (59) and (62) with control input (63) follows from arguments of [5], together with the step method (i.e proving well-posedness step-by-step between consecutive sampling instances). Thus, the closed-loop system (59) and (62) with control input 63) and initial condition $w(\cdot, 0) \in \mathcal{D}\left(\mathcal{A}_{1}^{\frac{1}{2}}\right)$ has a unique solution

$$
\begin{align*}
& \xi \in C([0, \infty) ; \mathcal{H}) \cap C^{1}((0, \infty) \backslash \mathcal{J} ; \mathcal{H}) \\
& \mathcal{J}=\left\{t_{j}\right\}_{j=1}^{\infty} \cup\left\{s_{k}\right\}_{k=1}^{\infty} \tag{64}
\end{align*}
$$

satisfying (27).
Recall the estimation error $e_{n}(t)$ defined in (28). By using (12), (17) and arguments similar to (29) the last term on the right-hand side of 62) can be written as

$$
\begin{align*}
& \hat{w}\left(x_{*}, t\right)+r\left(x_{*}\right) u(t)-y(t) \\
& =-\sum_{n=1}^{N} c_{n} e_{n}\left(t-\tau_{y}\right)-\zeta\left(t-\tau_{y}\right) \tag{65}
\end{align*}
$$

where $\zeta(t)$ is defined in (30) and satisfies (32). Then the error equations have the form

$$
\begin{align*}
\dot{e}_{n}(t) & =\left(-\lambda_{n}+a\right) e_{n}(t)-l_{n}\left(\sum_{n=1}^{N} c_{n} e_{n}\left(t-\tau_{y}\right)\right. \\
& \left.+\zeta\left(t-\tau_{y}\right)\right), \quad t \geq 0 \tag{66}
\end{align*}
$$

Recalling the notations (33) and we define
$\Upsilon_{y}(t)=X\left(t-\tau_{y}\right)-X(t), \Upsilon_{u}(t)=X\left(t-\tau_{u}\right)-X(t)$,
$F_{1}=\mathcal{L} \cdot\left[0, C_{0}, 0, C_{1}\right] \in \mathbb{R}^{(2 N+1) \times(2 N+1)}$, $\mathcal{B}=\operatorname{col}\left\{-\tilde{B}_{0}, 0, B_{1}, 0\right\} \in \mathbb{R}^{2 N+1}$,
$\hat{K}_{0}=\left[\begin{array}{ll}K_{0}, & 0\end{array}\right] \in \mathbb{R}^{1 \times 2 N+1}$.
Then, using the notations (33), (34) and (61), (62), (66), (67) we arrive at the following closed-loop system:

$$
\begin{align*}
\dot{X}(t) & =F X(t)+F_{1} \Upsilon_{y}(t)-\mathcal{B} \hat{K}_{0} \Upsilon_{u}(t)+\mathcal{L} \zeta\left(t-\tau_{y}\right) \\
\dot{w}_{n}(t) & =\left(-\lambda_{n}+a\right) w_{n}(t)-b_{n} \tilde{K}_{0} X(t) \\
& -b_{n} \hat{K}_{0} \Upsilon_{u}(t), \quad n>N, \quad t \geq 0 \tag{68}
\end{align*}
$$

For $H^{1}$-stability analysis of the closed-loop system we fix $\delta_{0}>\delta$ and define the Lyapunov functional

$$
\begin{equation*}
W(t)=V(t)+V_{y}(t)+V_{u}(t), \quad t \geq 0 \tag{69}
\end{equation*}
$$

where $V(t)$ is defined in (36) and

$$
\begin{align*}
& V_{y}(t)=\tau_{M, y}^{2} \int_{t-\tau_{y}}^{t} e^{-2 \delta_{0}(t-s)} \dot{X}^{T}(s) W_{1} \dot{X}(s) d s \\
& -\frac{\pi^{2}}{4} \int_{t-\tau_{y}}^{t} e^{-2 \delta_{0}(t-s)} \Upsilon_{y}(s)^{T} W_{1} \Upsilon_{y}(s) d s, W_{1}>0, \\
& V_{u}(t)=\tau_{M, u}^{2} \int_{t-\tau_{u}}^{t} e^{-2 \delta_{0}(t-s)} \dot{X}^{T}(s) \hat{K}_{0}^{T} W_{2} \hat{K}_{0} \dot{X}(s) d s \\
& -\frac{\pi^{2}}{4} \int_{t-\tau_{u}}^{t} e^{-2 \delta_{0}(t-s)} \Upsilon_{u}(s)^{T} \hat{K}_{0}^{T} W_{2} \hat{K}_{0} \Upsilon_{u}(s) d s, W_{2}>0 . \tag{70}
\end{align*}
$$

Note that $V_{y}(t), V_{u}(t) \geq 0$ due to the exponential Wirtinger inequality (see e.g [20]). We will employ the following Halanay's inequality for piecewise-continuous Lyapunov functions that do not grow at points of jump-discontinuity:

Lemma 2 (Halanay's inequality): Let $s_{0}<\ldots<s_{k}<\ldots$ satisfy $\lim _{k \rightarrow \infty} s_{k}=\infty$ and $s_{k+1}-s_{k} \leq h, k=0,1, \ldots$ For any $k=0,1, \ldots$, let there exist $\left\{t_{j}^{(k)}\right\}_{0 \leq j \leq n_{k}}$ satisfying

$$
\begin{equation*}
s_{k}=t_{0}^{(k)}<t_{1}^{(k)}<\cdots<t_{n_{k}-1}^{(k)}<t_{n_{k}}^{(k)}=s_{k+1} \tag{71}
\end{equation*}
$$

Let $W:\left[s_{0},+\infty\right) \rightarrow \mathbb{R}_{+}$be absolutely continuous on $\left[t_{j}^{(k)}, t_{j+1}^{(k)}\right)$ for all $k=0,1, \ldots$ and $0 \leq j \leq n_{k}$. Assume further that $W(t)$ satisfies

$$
\begin{equation*}
\lim _{t \uparrow t_{j}^{(k)}} W(t) \geq W\left(t_{j}^{(k)}\right), \quad k=0,1, \ldots, 0 \leq j \leq n_{k} \tag{72}
\end{equation*}
$$

and for $\delta_{0}>\delta_{1}>0$ and all $k=0,1,2, \ldots$

$$
\begin{align*}
\dot{W}(t) & \leq-2 \delta_{0} W(t)+2 \delta_{1} \sup _{s_{k} \leq \theta \leq t} W(\theta) \\
& \text { almost for all } t \in\left[t_{j}^{(k)}, t_{j+1}^{(k)}\right), 0 \leq j \leq n_{k}-1 \tag{73}
\end{align*}
$$

Then

$$
\begin{equation*}
W(t) \leq e^{-2 \delta_{\tau}\left(t-s_{0}\right)} W\left(s_{0}\right), \quad t \geq s_{0} \tag{74}
\end{equation*}
$$

where $\delta_{\tau}>0$ is a unique solution of

$$
\begin{equation*}
\delta_{\tau}=\delta_{0}-\delta_{1} e^{2 \delta_{\tau} h} \tag{75}
\end{equation*}
$$

The proof of Lemma is omitted due to the length limitation. As the classical Halanay inequality (see [22]), the proof of Lemma 2 is based on a comparison principle, where (73) is taken into account.

Consider $\left[s_{k}, s_{k+1}\right), k=0,1, \ldots$, where $s_{k}, s_{k+1}$ are
consecutive measurement sampling instances. Since the controller update instances satisfy $\lim _{j \rightarrow \infty} t_{j}=\infty$, there exist finitely many controller update instances $t_{j}^{(k)}, 0 \leq j \leq n_{k}$ for which (71) holds. Furthremore, it can be easily verified that $W(t)$ defined by (69), (70) is continuously differentiable on $\left[t_{j}^{(k)}, t_{j+1}^{(k)}\right), 0 \leq j \leq n_{k}-1$ and satisfies (72). Our goal now is to derive conditions which guarantee that (73) holds. Differentiating $V(t)$ on $\left[t_{j}^{(k)}, t_{j+1}^{(k)}\right), 0 \leq j \leq n_{k}-1$ along the solution to 68 we obtain

$$
\begin{align*}
& \dot{V}+2 \delta_{0} V \leq X^{T}(t)\left[P F+F^{T} P+2 \delta_{0} P\right] X(t) \\
& +2 X^{T}(t) P F_{1} \Upsilon_{y}(t)-2 X^{T}(t) P \mathcal{B} \hat{K}_{0} \Upsilon_{u}(t) \\
& +2 X^{T}(t) P \mathcal{L} \zeta\left(t-\tau_{y}\right) \\
& +2 \sum_{n=N+1}^{\infty}\left(-\lambda_{n}^{2}+\left(a+\delta_{0}\right) \lambda_{n}\right) w_{n}^{2}(t) \\
& +2 \sum_{n=N+1}^{\infty} \lambda_{n} w_{n}(t) b_{n}\left[-\tilde{K}_{0} X(t)-\hat{K}_{0} \Upsilon_{u}(t)\right] . \tag{76}
\end{align*}
$$

By arguments similar to (39)

$$
\begin{align*}
& 2 \sum_{n=N+1}^{\infty} \lambda_{n} w_{n}(t) b_{n}\left[-\tilde{K}_{0} X(t)-\hat{K}_{0} \Upsilon_{u}(t)\right] \\
& \leq\left(\frac{1}{\alpha_{1}}+\frac{1}{\alpha_{2}}\right) \sum_{n=N+1}^{\infty} \lambda_{n}^{\frac{7}{4}} w_{n}^{2}(t)+\frac{4 \alpha_{1}}{\sqrt{N} \pi^{\frac{3}{2}}}\left|\tilde{K}_{0} X(t)\right|^{2} \\
& +\frac{4 \alpha_{2}}{\sqrt{N} \pi^{\frac{3}{2}}}\left|\hat{K}_{0} \Upsilon_{u}(t)\right|^{2} \tag{77}
\end{align*}
$$

where $\alpha_{i}>0, i \in\{1,2\}$. Differentiating $V_{y}(t)$ and $V_{u}(t)$ along the solution to we obtain

$$
\begin{align*}
\dot{V}_{y}+2 \delta_{0} V_{y} & =\tau_{M, y}^{2} e^{2 \delta_{0} \tau_{M, y}} \dot{X}^{T}(t) W_{1} \dot{X}(t) \\
& -\frac{\pi^{2}}{4} \Upsilon_{y}(t)^{T} W_{1} \Upsilon_{y}(t) \\
\dot{V}_{u}+2 \delta_{0} V_{u} & =\tau_{M, u}^{2} e^{2 \delta_{0} \tau_{M, u}} \dot{X}^{T}(t) \hat{K}_{0}^{T} W_{2} \hat{K}_{0} \dot{X}(t) \\
& -\frac{\pi^{2}}{4} \Upsilon_{u}(t)^{T} \hat{K}_{0}^{T} W_{2} \hat{K}_{0} \Upsilon_{u}(t) \tag{78}
\end{align*}
$$

To compensate $\zeta\left(t-\tau_{y}\right)$ we use the following estimate:

$$
\begin{align*}
& -2 \delta_{1} \sup _{s_{k} \leq \theta \leq t} W(\theta) \leq-2 \delta_{1} V\left(s_{k}\right) \stackrel{58}{\leq}-2 \delta_{1} V\left(t-\tau_{y}\right) \\
& \stackrel{\text { 32] }}{\leq}-2 \delta_{1} X^{T}(t) P X(t)-2 \delta_{1} \Upsilon_{y}^{T}(t) P \Upsilon_{y}(t)-2 \delta_{1} \zeta^{2}\left(t-\tau_{y}\right) \\
& -2 \delta_{1} X^{T}(t) P \Upsilon_{y}(t)-2 \delta_{1} \Upsilon_{y}^{T}(t) P X(t) \tag{79}
\end{align*}
$$

where $\delta_{0}>\delta_{1}>0$. Let

$$
\begin{aligned}
& \eta(t)=\operatorname{col}\left\{X(t), \zeta\left(t-\tau_{y}\right), \Upsilon_{y}(t), \hat{K}_{0} \Upsilon_{u}(t)\right\} \\
& R=\left[F, \mathcal{L}, F_{1},-\mathcal{B}\right]
\end{aligned}
$$

From (76), (77), (78) and (79) we have

$$
\begin{align*}
\mathcal{H}_{W} & =\dot{W}(t)+2 \delta_{0} W(t)-2 \delta_{1} \sup _{s_{k} \leq \theta \leq t} W(\theta) \\
& \leq \eta^{T}(t) \Psi^{(2)} \eta(t)+2 \sum_{n=N+1}^{\infty} \mu_{n} \lambda_{n} w_{n}^{2}(t) \leq 0 \tag{80}
\end{align*}
$$

provided $\mu_{n}=-\lambda_{n}+\left[\sum_{i=1}^{2} \frac{1}{2 \alpha_{i}}\right] \lambda_{n}^{\frac{3}{4}}+a+\delta_{0}<0$ for $n>N$ and

$$
\begin{align*}
\Psi^{(2)} & =\left[\begin{array}{cc|cc}
\Phi^{(1)} & P \mathcal{L} & P\left(F_{1}-2 \delta_{1} I\right) & -P \mathcal{B} \\
* & -2 \delta_{1} & 0 & 0 \\
\hline * & * & -\bar{W}_{1} & 0 \\
* & * & * & -\bar{W}_{2}
\end{array}\right] \\
& +R^{T}\left(\varepsilon_{y} W_{1}+\varepsilon_{u} \hat{K}_{0}^{T} W_{2} \hat{K}_{0}\right) R<0 \tag{81}
\end{align*}
$$

where $\Phi^{(1)}$ is defined in (42) and

$$
\begin{aligned}
& \bar{W}_{1}=2 \delta_{1} P+\frac{\pi^{2}}{4} W_{1}, \bar{W}_{2}=\frac{\pi^{2}}{4} W_{2}-\frac{4 \alpha_{2}}{\sqrt{N} \pi^{\frac{3}{2}}} \\
& \varepsilon_{y}=\tau_{M, y}^{2} e^{2 \delta_{0} \tau_{M, y}}, \quad \varepsilon_{u}=\tau_{M, u}^{2} e^{2 \delta_{0} \tau_{M, u}}
\end{aligned}
$$

Furthermore, monotonicity of $\left\{\lambda_{n}\right\}_{n=1}^{\infty}$ and Schur complement imply that $\mu_{n}<0$ for all $n>N$ if and only if

$$
\left[\begin{array}{c|cc}
-\lambda_{N+1}+a+\delta_{0} & 1 & 1  \tag{82}\\
\hline * & -2 \alpha_{1} \lambda_{N+1}^{-\frac{3}{4}} & 0 \\
* & * & -2 \alpha_{2} \lambda_{N+1}^{-\frac{3}{4}}
\end{array}\right]<0
$$

From (80), the LMIS (81) and (82) result in $\mathcal{H}_{W} \leq 0$ for $t \in\left[t_{j}^{(k)}, t_{j+1}^{(k)}\right), 0 \leq j \leq n_{k}-1$. From (74) and (75) with $h=\tau_{M, y}$ we arrive at

$$
\begin{equation*}
W(t) \leq e^{-2 \delta_{\tau} t} W(0), \quad t \geq 0 \tag{83}
\end{equation*}
$$

Summarizing, we have:
Theorem 2: Consider (59) with boundary conditions (10), in-domain point measurement (60), control law (63) and $w(\cdot, 0) \in \mathcal{D}\left(\mathcal{A}_{1}^{\frac{1}{2}}\right)$. Given $\delta>0$, let $N_{0} \in \mathbb{N}$ satisfy (16) and $N \in \mathbb{N}$ satisfy $N_{0} \leq N$. Let $L_{0}$ and $K_{0}$ be obtained using (21) and (22), respectively. Given $\tau_{M, y}, \tau_{M, u}>0, \delta_{1}>0$ and $\delta_{0}=\delta_{1}+\delta$, let there exist positive definite matrices $P, W_{1} \in \mathbb{R}^{(2 N+1) \times(2 N+1)}$ and scalars $\alpha_{1}, \alpha_{2}, W_{2}>0$ which satisfy (81) and 82). Then the solution $w(x, t)$ and $u(t)$ to (59) under the control law (63), (62) and the corresponding observer $\hat{w}(x, t)$ defined by (17) satisfy (44) with $\delta$ replaced by $\delta_{\tau}$, given in (75). The LMIS (81) and 82) are always feasible for large enough $N$ and small enough $\tau_{M, y}, \tau_{M, u}$.

Proof: The proof of (44) follows from arguments identical to Theorem 1 The feasibility of (81) and (82) for large enough $N$ and small enough $\tau_{M, y}, \tau_{M, u}$ follows from arguments similar to Theorem 3.1 in [6].

Corollary 2: Under the conditions of Theorem 2 the estimates (53) hold for $z(x, t)$ given in (8).

## IV. NumERICAL EXAMPLES

We demonstrate our approach to Dirichlet control of a 1D linear heat equation in two cases - non-delayed boundary control and sampled data boundary control. In both cases we choose $a=10$, which results in an unstable open-loop system. Furthermore, the gains $L_{0}$ and $K_{0}$ are found from (21) and (22), respectively and are given by

$$
L_{0}=0.7062, \quad K_{0}=\left[\begin{array}{ll}
-4.8237 & -5.2287 \tag{84}
\end{array}\right] .
$$

The LMIs of Thereoms 1 and 2 were verified using the standard Matlab LMI toolbox. For non-delayed boundary control, we choose $\delta=0.1$, which leads to $N_{0}=1$. The LMIs of Theorem 1 were found to be feasible for $N=4$. For sampled data boundary control we consider $\delta_{\tau}<\delta_{0}-\delta_{1}=$ 0.1 , which leads to $N_{0}=1$. For $N \in\{6,8,10,12,14\}$ and $\delta_{0}=6$, the LMIs of Theorem 1 were verified in order to find the maximum values of $\tau_{M, y}$ and $\tau_{M, u}$ which result in feasibility. The results are presented in Table It can be seen from Table 【 that there is a trade-off between $\tau_{M, y}$ and $\tau_{M, u}$. In particular, increasing $\tau_{M, y}$ by $10^{-3}$ decreases $\tau_{M, u}$ by more than this amount. Furthermore, increasing $N$
preserves feasibility of the LMIs while increasing both $\tau_{M, y}$ and $\tau_{M, u}$. Numerical simulations of the closed-loop system for both cases confirm the theoretical results. The details are omitted due to length limitations.

|  | $\mathrm{N}=6$ | $\mathrm{~N}=8$ | $\mathrm{~N}=10$ | $\mathrm{~N}=12$ | $\mathrm{~N}=14$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\tau_{M, y}$ | $\tau_{M, u}$ |  |  |  |  |
| 0.002 | 0.048 | 0.051 | 0.052 | 0.053 | 0.055 |
| 0.004 | 0.044 | 0.047 | 0.05 | 0.051 | 0.053 |
| 0.006 | 0.036 | 0.041 | 0.044 | 0.047 | 0.049 |
| 0.008 | 0.029 | 0.035 | 0.038 | 0.041 | 0.042 |
| 0.01 | 0.021 | 0.028 | 0.031 | 0.034 | 0.036 |
| 0.012 | 0.008 | 0.019 | 0.024 | 0.027 | 0.029 |
| 0.014 | - | 0.01 | 0.015 | 0.018 | 0.021 |
| 0.016 | - | - | 0.005 | 0.009 | 0.012 |

TABLE I
MAXIMUM VALUE OF $\tau_{M, u}$ FOR DIFFERENT VALUES OF $N$ AND $\tau_{M, y}$.

## V. CONCLUSIONS

This paper presented the first constructive LMI-based method for finite-dimensional boundary controller design under the point in-domain measurement for 1D heat equation. The method was based on modal decomposition approach via dynamic extension. Sampled-data implementation of the controller under sampled-data measurements was presented. The proposed method can be extended to other PDEs and to input-to-state stabilization.
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