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Physical Watermarking for Replay Attack Detection in Continuous-time
Systems

Bahram Yaghooti, Raffacle Romagnoli, Bruno Sinopoli

Abstract— Physical watermarking is a well established tech-
nique for replay attack detection in cyber-physical systems
(CPSs). Most of the watermarking methods proposed in the
literature are designed for discrete-time systems. In general
real physical system evolve in continuous time. In this paper, we
analyze the effect of watermarking on sampled-data continuous-
time systems controlled via a Zero-Order Hold. We investigate
the effect of sampling on detection performance and we provide
a procedure to find a suitable sampling period that ensures
detectability and acceptable control performance. Simulations
on a quadrotor system are used to illustrate the effectiveness
of the theoretical results.

I. INTRODUCTION

Cyber-Physical Systems (CPSs) integrate communication,
computation, and control into physical world. CPSs play
a crucial role in the design of efficient and sustainable
services that are pillars of modern societies, such as energy
delivery, transportation, health care, and water distribution
[1]. Their safety and security represent one of the main
design challenges, as their heterogeneous and distributed
nature makes CPSs vulnerable to a multitude of cyber-attacks
(2], [3].

The problem of cyber-attacks in networked control sys-
tems has been studied comprehensively in previous research
[4]-[8]. In this paper our focus is on the analysis and
detection of replay attacks in control systems [9], [10]. In
such an attack, a cybercriminal eavesdrops on a network,
and then fraudulently delays or resends old observations
to misdirect the receiver into thinking that the system is
behaving normally while carrying out their attack. One of
the characteristics of replay attack which makes it simple
to implement is that it can be used by a hacker without
advanced knowledge of the system or skills to decrypt
messages. This type of attack can be successful just by
repeating a set of recorded data.

The first model of replay attacks on control systems
together with a proposed countermeasure was introduced
by Mo et al. [11] and refined in subsequent papers [12],
[13]. The basic idea revolves around the use of physical
watermarking, a secret noisy control input added to an in-
tended control input and aimed at authenticating the received
observation. This framework was developed for discrete-time
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systems, and its performance has been studied extensively in
the literature [14]-[16].

In general, many physical processes are continuous-time
and controlled by sampling outputs and using a Zero-
Order-Hold (Z.0.H) method for control. In this paper, we
investigate the application of the watermarking framework to
continuous-time systems and analyze the effect of sampling
period on its performance. Specifically, while it is known
that decreasing sampling period improves the performance
of the controller, we will show that sampling also affects
the performance of the detector. In this paper we explore
this tradeoff to design an optimal sampling period. Finally,
to illustrate the theoretical results, we apply the proposed
methodology to a quadrotor hovering around an equilibrium
point.

The rest of the paper is organized as follows: In section
the discretization of a linear continuous-time stochastic
systems is reviewed. Section [[II] provides basic concepts of
the watermarking framework. Section investigates the
effect of the sampling period on the controller and detector.
It is shown that in the case of physical watermarking, the
sampling period 7' becomes a design parameter alongside
the covariance of the watermarking signal. We therefore
generalize the design of the watermarking signal in [13]
by defining a new optimization problem where we jointly
design both the covariance of the watermarking and the
sampling period, with appropriate constraints on the loss of
performance and the maximum allowable sampling period as
per [17]. To evaluate the theoretical results, the watermarking
method is applied to a quadrotor, and simulation results are
provided in section [V| Finally, a brief conclusion is presented
in the last section.

II. SYSTEM DESCRIPTION

Consider the following linear continuous-time stochastic
system:

i(t) = Az(t) + Bu(t) + w(t) (1)
y(t) = Cz(t) + (1), (2)

where x € R"™ is the system state vector; A € R"*", B €
R™*P and C € R™*™ are known and constant matrices;
u(t) € RP and y(t) € R™ are the input and output of the
system, respectively; and w(t) € R™ and v(t) € R™ are the
process and measurement noises, respectively. It is assumed



that w(t) and v(¢) are zero-mean Gaussian white noises,

Elw(t)] =0 3)
E[v(¢)] =0 4
Efw(t)w" (s)] = Q5(t — 5) (5)
E[v(t)vT (s)] = RS(t — s), (6)

where d(-) is Dirac delta function, and @ € R™"*" and R €
R™>*™ are known matrices [18].

It is assumed that the process and measurement noises are
independent of the previous and current state and indepen-
dent of each other:

E[w(t)zT(s)] =0 fort>s (7)
Ev(t)zT(s)] =0 fort>s ®)
E[w(t)vT(s)] =0 for all t,s > 0. )

Physical watermarking has been used for replay attack de-
tection in control systems. As this framework is developed
for discrete-time systems, we first need to discretize system
(I). To this end, the control input will be applied using
Zero-Order-Hold (ZOH) method with sampling period T, so
the controller will produce a piece-wise constant command
between sampling periods,

u(t)=ug, KT <t<(k+1T, k=0,1,---. (10)

By integrating both sides of (I)), discrete-time system can be
obtained as follows:

z((k+1)T) =e*Ta(kT)

(k+1)T
+ ( / eA<<’€+1>T*T>dT) Buy,
kT

(k+1)T
—|—/ eA((kH)T*T)w(T)dT. (11)
kT
Let us define A4, By, and wy, as
Ag=etT=3" Am:f (12)
m=0
By — (/(k+l)T AT g ) B = 3 AmBT™
kT = (m+ 1)
(13)
(k+1)T
W :/ eAEHEDT=T) (1) dr. (14)
kT

Then, the corresponding discrete-time system can be ob-
tained as

Ti+1 = Aaxi + Bauy + wi, (15)

where wj, is the Gaussian process noise in the discretized
system with zero mean and covariance Qg

(k+1)T r
Qd _ / eA((kJrl)TfT) QeA ((kJrl)TfT)dT. (16)
k

T
Output of the discrete-time system can be obtained from
Equation () in the following form

yr = Cxp + g, 17

where vy, is zero-mean Gaussian measurement noise with the
covariance Ry, i.e.

Vg NJV(O,Rd>. (18)

Ry should be calculated such that the covariance matrix of
the discrete noise tends to the autocorrelation of the contin-
uous noise as the sampling period tends to zero. In order
to solve this problem, 1/7" is used as an approximation for
the Dirac delta function. The autocorrelation matrix defined
by (6) has infinite-valued elements. Then, by shrinking the
sampling period and increasing the pulses amplitude, we
have R; — R/T. As the sampling period tends to zero,
the discrete noise sequence tends to one of the infinite-
valued pulses of zero duration in (6). R defined in (6) is
called the spectral density matrix. Then, the area under the
impulse autocorrelation function in equivalent signal is R;T’
and equal to the area R in the continuous white noise impulse
autocorrelation [19]. Then, the relationship between R and
R4 can be obtained as

R
Ry 7. 19)

III. WATERMARKING FRAMEWORK IN DISCRETE-TIME
SYSTEMS

In this section, a brief description is presented for the
watermarking framework which has been developed for
replay attack detection in discrete-time control systems [12].
We assume that a hacker wants to corrupt the system
defined in (I3) and equipped with a Kalman filter and an
LQG controller. We consider two main assumptions: 1) The
attacker has access to all the sensors data; 2) The attacker can
inject any control input to the system. To detect this attack, a
watermarking signal is added to the normal control input. By
doing so, we can distinguish between a normally operating
system, which is driven by the current watermarks, and an
attacked system, which is driven by a previous sequence of
watermarks.

A. Kalman Filter

It is well known that the Kalman filter provides the
optimal state estimate Iy, for system (I5), as it provides
the minimum variance unbiased estimate of the state x;.

Py, =% (20)
Tpy1p = Aar + Baug
Pyiije = AgPL AT + Qu

Ky = Pyi—1CT (C Py CT + Ry) ™"

T = Tpp—1 + Ki(yp — CZpjp—1)

Py = Prp—1 — KxCPyp1

ZTo|—1 = Z0,

When the usual conditions provided by Kalman, the esti-
mator gain converges to its steady-state value, and in most
of applications, this convergence occurs in a few steps.
Therefore, we can write state error covariance, P, and
Kalman gain, K, as follows:

PE lim Py, K 2 pcT(CPCT + Ry)™L. (21)
—00



We assume the system to be in steady state. By considering
3>} = P as the initial condition, one can rewrite the Kalman
filter as a fixed gain estimator in the following form:

Zoj—1 = To, Tpy1k = Ak + Bauy

Tp = Tppp—1 + K(yx — Cogp—1)- (22)

B. Linear Quadratic Gaussian (LQG) Control

In this section, an LQG control scheme is designed such
that minimize the following infinite-horizon objective func-
tion

N-1
) 1
J = lim EN [ Z (i Wy +uf Uug)|, (23)

N—o0
k=0
where W and U are positive semi-definite matrices. It
is known that the above optimization problem yields the
following fixed gain control input

w, = uj, = —(B] SBq+ U) ™' B} SAg&y, (24)

where S can be obtained by solving the well-known infinite-
horizon Riccati equation

S=ATSA;+W — ATSBy(BYSB, +U)'BYSA,.
(25)

By defining L = —(BYSBy + U)"'BISA,, the LQG
controller can be rewritten as uy, = LZj.

C. x? Failure Detector

The x? detector has been widely used to detect anomalies
in control systems. Principle idea of this detector is based on
the probability distribution of the residual of Kalman filter.

Theorem 1: [20] For the discrete-time system defined by
(15) with Kalman filter and LQG controller, the residuals
y; — C#3;_1 of Kalman filter are i.i.d. Gaussian distributed
with zero mean and covariance &2, where & = CPCT+R,.

By using Theorem [I] when the system is in normal con-
dition, the probability to get the sequence yx— 1, - , Yk
can be obtained as follows

1 1
P — y T = |\ 7a NI oo — a )
(Yk—7+1 Yk) [(QW)N/QLQJ exp( 2gk)
(26)
where 7 is the window size of the detection, and gy is

defined as
k

Z (yi — Ci‘i\i—l)Ty_l(yi - Cz;);—1). 27)

i=k—T+1

gk =

When the probability of detection is low, one conclude that
there is an anomaly in the system, but in order to apply x?
detector, we do not need to calculate this probability. when
the system is in normal condition, g has a x? distribution
with mZ degrees of freedom. Then, One can use Equation
to detect any failure in the system. Therefore, the x?
detector can be rewritten as

gr S threshold, (28)

where threshold is chosen for a specific false alarm proba-
bility. If g is greater than the threshold, then the detector
will trigger an alarm.

D. Detection of Replay Attack in Control Systems

In the replay attack, the attacker resends a set of data
which is recorded for a period of time. Therefore, the
attacked system can be modeled by a virtual system in the
following form

Ty = Agzy, + Bauy,, y;, = Cx), + vy,
Thor1y, = Aallyy, + Bauy,
Thop1ib41 = Topre T KWk — Thoyape)
uj, = L%\K' (29)
The virtual system is a shifted version of the main system.

State estimation for the main and virtual systems can be
represented by the following equations

£k+1|k = (A4 + B4L)(I — KC)ik‘k_l + (Aq+ BdL)Kyfc

j;e+1|k = (A4 + B4L)(I — KC)@;‘k_l + (Aqg+ B4L)Ky;,.
(30)

Residuals of Kalman filter in the main and virtual systems

have the same distribution. Let us define o 2 (Ag +

ByL)(I — KC) and ¢ 2 dg_; — i), then g for an

attacked system can be obtained as

k

> |- Gl P — Oy

i=k— T +1
+2(y; - Ciy, )T 2T ICA

+ M aHTect 2 caic|.

9k =

3D

To evaluate the performance of designed 2 detector, we
need to consider two cases.

1) o is stable: In this case, the second and third terms in
@ will converge to zero. Hence, g; for the main
and virtual system has the same distribution. Then,
the detector is completely useless to detect any replay
attack in the control system.

2) «f is unstable: Any replay attack which is applied for
a long time can be detected by the x? detector, because
gi will soon become unbounded, and by comparing gy,
for the main and virtual system, the replay attack will
be detected.

We conclude that the y? detector is useful only for an
unstable <. To be able to detect replay attack when .o/
is stable, the control input is redesigned by adding an
authentication signal. Let us define the new controller in the
following form:

up = uy, + Aug, (32)

where uj, is the LQG optimal control which is defined
by (24), and Awuy is an authentication signal added to the
optimal control to be able to detect replay attack. The
sequence Auy is drawn from an i.i.d. Gaussian distribution



with zero mean and covariance 2, and independent of uj.
By adding this authentication signal, the control input will
not be the optimal one. However, it will help us to detect
replay attack. In other words, the watermarking framework
sacrifice the control performance to be able to detect the
attack.

Theorem 2: [13] After adding the authentication signal
to the optimal control, the LQG performance is given by

J' = J+trace[(U + BYSB4)2). (33)
The following theorem represents performance of the y?
detector in presence of replay attack.
Corollary 1: [13] In the absence of an attack, the expec-
tation of gj, in the x? detector is

Elge] =mT. (34)
Under attack, the asymptotic expectation becomes
klim E[gi] = mT + 2trace(CT 2 1CU) .7, (35)
—00
where % is the solution to the following equation
U= #'Bi2Bj ()" (36)

i=0
The difference in the expectations of g with and without

attack proves that the detection rate does not converge to the
false alarm rate.

IV. WATERMARKING IN CONTINUOUS-TIME SYSTEMS

In this section, the effect of the sampling period on
performance of the watermarking framework is studied. In
digital signal processing, the sampling theorem states that to
reconstruct an unknown band-limited signal from discretized
version of that signal, the sampling rate must be at least twice
as high as the highest frequency in the signal. In digital
control, this theorem is applied to a feedback controller.
Thus, based on this theorem the sampling rate must be
at least twice the required closed-loop bandwidth of the
system. In most of applications, to get an appropriate time
response for the control system, this sampling rate would be
inadequate. Moreover, one of the most important concepts
which should be considered is the delay between a command
input and the system response to the command input. This
delay should be reduced as much as possible. In order to
confront these issues, Franklin G.F. et al. [17] proposed that
the sampling rate should be at least 20 times the required
closed-loop bandwidth of the system. This is a lower bound
for sampling rate. Therefore, this shows that decreasing sam-
pling period will increase the control performance. However,
to evaluate the performance of watermarking framework,
we need to analyze performance of controller and detector
simultaneously. In the next subsection, we will analyze the
effect of sampling period on the y? detector performance.

A. Effect of Sampling Period on the x? Detector

Sampling period affects not only the control system
response but also performance of the detector. As it is
mentioned, if the sampling period decreases, time response of

the control system will improve. The effect of small sampling
period on performance of the y? detector is studied in the
following lemma and corollary.

Lemma 1: Consider system (I) with the LQG controller
designed on the sampled data system (I5), assuming
that %/ be bounded for any 7" > 0, then as T" goes to zero,
the detector (28) is not able to detect any replay attack.

Proof: By using a very small sampling period, i.e.
T — 0, the covariance of the measurement noise in the
discretized system can be approximated by Ry ~ R/T.
By substituting this approximation in the covariance of the
residual of Kalman filter, its covariance can be rewritten as

R
— T
P =CPC*" + =.

(37
All the terms in the Taylor expansions of Ay, By, and
(Qq are constant or O(T)[ﬂ Because of the presence of
(CPyx—1CT + R/T)~" in K}, and by considering the fact
that we use very small sampling period, this term can be
considered an O(T'). Given that the Kalman filter does not
have any term 1/7, the matrix P does not contain 1/7.
Since we assumed that the sampling period is very small,
the second term in will be the dominant term. Thus,
the covariance of the residuals of the Kalman filter and its
inverse can be approximated as below
R
P = T
By substituting £~ from into (33), the difference in
the expectation of g, with and without attack can be written
as

PP~ TR (38)

E[Agr] = 2trace(C*R™'CU)TT. (39)
Therefore, as the sampling period tends to zero, the differ-
ence in the expectation of g; with and without attack tends
to zero, and according to (35) of Corollary 1, the detector is
not able to detect any replay attack. [ ]

Remark 1: As the sampling period goes to zero, the
replay attack detection rate decreases. On the other hand,
by increasing the sampling period, E[Agy] decreases due
to the degradation of the control performance which results
in larger steady state error and consequently in a lower
detection rate. Then, there is an optimal value of the sampling
period that maximizes detection performance.

In the next subsection, we proposed an optimization to
manage the trade-off between detection rate and control
performance.

B. Optimization

We have shown in the previous subsection that the sam-
pling period is a compromise between the performance of
the controller and detector. Therefore, to find the optimal

1g(T) = O(T) as T — 0: “asymptotically g goes to zero at least as
fast as 7, or more formally:

K >0 se |[GR[<K as T oo



value of the sampling period and covariance of watermarking
signal, we have to solve the following optimization problem.

max 2trace(CT9_1C%)9 (40)

3

subject to  trace[(U + BYSBy) 2] < p
0<T<T
U — By2BY = o/ o7,

where p is the extra cost due to the watermarking signal, and
T is upper bound of the sampling period which is used to
prevent aliasing and to give a proper system response. Since
all the parameters of the system, controller, and detector are
functions of the sampling period the optimization problem
(40) may be hard to solve. To simplify this procedure we
fix the sampling period 7" in order to compute the following
optimization problem

max otrace(CT P~ 1CU)T (41)

subject to  trace[(U + B} SB4)2] < p
U — By2BT = g U A7

Then, we iterate the computation of @]) for different values
of T. Bisection methods can be used to find the optimal
sampling period 7. To have a fair comparison, a constant
value p is used as the extra cost for all the sampling period
values.

V. SIMULATION RESULTS

In this section, the theoretical results is evaluated through
intensive simulation studies carried out to detect a replay
attack in a quadrotor. First, we will represent the mathemati-
cal model of a quadrotor. Then, the watermarking framework
will be applied to this system.

Dynamical behavior of a quadrotor can be modeled by
nonlinear differential equations [21]. Since the watermarking
framework is developed for a system in steady-state, we
assume that the quadrotor is hovering around an equilibrium
point. Then, we can linearize its nonlinear model around this
point. After linearization, the system can be represented in
state space form of (I)). Matrices A and B are presented in
[21]. The state variables vector is

Z:[]% Pz Dy Py Pz D o ¢ 0 0 9 w]T,
(42)
where p,, py, and p, are used to determine position of the
quadrotor in three principal directions; and ¢, 6, and v are
the roll, pitch and yaw angles, respectively; The output of
the system is definedasy = [p, p, p. %]7;and Control
input is defined as follows
]T

u:[F Te To Ty| 43)

where F' is the force that acts on the quadrotor, and 74, Ty,
and 7, are rolling, pitching, and yawing torques. Physical
parameters of the quadrotor including mass and moments of
inertia are set to m = 0.6kg, J, = J, = 0.0092kgm?, and
J. = 0.0101kgm?. The process and measurement noises are

S
4
R 2F ]
15F ]
1F ]
05F ]
0 0.1 0.2 0.3 04 0.5 0.6 0.7 0.8
Sampling Period
Fig. 1. Expectation of Agy, for different sampling periods.

considered as independent Gaussian random variables with
Zero mean.

The optimal value of the sampling period for our system
is T" = 0.1s. Figure [I] shows the expectation of Agy for
different sampling periods. The optimization problem is
solved by using CVX [22]. It can be observed that when the
sampling period is very small, E[Agy] becomes very small,
then by increasing the sampling period, E[Agg] increases,
but after 7' = 0.1, it starts decreasing.

To show the effect of sampling period on the detector’s
performance, the watermarking framework is applied to the
quadrotor with different sampling periods. Simulation results
are shown in Figure [2] This figure shows several ROC
curves for the quadrotor system under a replay attack. Six
different sampling periods are used, and it can be observed
that by increasing the sampling period, performance of the
detector improves. However, after 7' = 0.1s the ROC
curve starts to change in the reverse direction and detector
performance degrades. This behavior of the detector was
expected, because the maximum value of E[Ag;] occurs in
T = 0.1s. To show the effect of sampling period on the
LQG performance, cost function for these sampling periods
are calculated and the lowest sampling period, 1" = 0.01s is
considered as the reference cost function (J1) and the ratio
of the cost function for other sampling periods (Jr) to this
reference value is shown in Table [

T 0.02 | 0.04 | 0.07 | 0.10 | 0.15
Jr/J1 | 1.03 | 1.10 | 1.21 | 1.38 | 1.68

TABLE 1
LQG COST FUNCTION FOR DIFFERENT VALUES OF SAMPLING PERIOD.

VI. CONCLUSION

In this paper, we generalize the design of physical wa-
termarking to detect replay attack on digitally controlled
continuous-time systems. In particular, we investigate the
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Fig. 2. ROC curve for replay attack detection in the quadrotor system with
different sampling periods.

effect of sampling period on the performance of the detector.
We show that an optimal sampling period exists and we
generalize the optimal watermarking signal design to include
sampling period as a design variable jointly with the covari-
ance of the watermark. Finally, we apply the watermarking
framework to a quadrotor, and numerical simulations are
included to illustrate our findings and validate our design.
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