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Abstract

We consider a generalization of the minimum spanning tree problem, called the generalized minimum spanning tree
problem, denoted by GMST. It is known that the GMST problem isNP-hard. We present several mixed integer pro-
gramming formulations of the problem. Based on a new formulation of the problem we give a new solution procedure
that finds the optimal solution of the GMST problem for graphs with nodes up to 240. We discuss the advantages of
our approach in comparison with earlier methods.
� 2004 Elsevier B.V. All rights reserved.
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1. Introduction

We consider the generalized version of the minimum spanning tree problem (MST) called the generalized
minimum spanning tree problem (GMST). Given an undirected graph whose nodes are partitioned into a
number of subsets (clusters), the GMST problem is then to find a minimum-cost tree which includes exactly
one node from each cluster. Therefore, the MST is a special case of the GMST problem where each cluster
consists of exactly one node.
The GMST problem has been introduced by Myung, Lee and Tcha in [8] and the same authors showed

that the problem is NP-hard. A stronger result regarding its complexity has been provided by Pop [9]
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namely, the GMST problem even defined on trees is NP-hard. The GMST problem has several applica-
tions to location and telecommunications problems, see [7] and [10].
Myung et al. [8] used a branch and bound procedure in order to solve the GMST problem. Their lower

procedure is a heuristic method which approximates the linear programming relaxation associated with the
dual of the multicommodity flow formulation of the GMST problem. They developed also a heuristic algo-
rithm which finds a primal feasible solution for the GMST problem using the obtained dual solution. The
GMST problem was solved to optimality for nodes up to 200 by Feremans [3] using a branch-and-cut algo-
rithm. More information on the problem can be found in [3,4,8,9].
A variant of the GMST problem is the problem of finding a minimum cost tree including at least one

vertex from each cluster. This problem was introduced by Dror et al. in [2]. These authors provide also five
heuristics including a genetic algorithm. In the present paper we confine ourselves to the problem of choos-
ing exactly one vertex per cluster.
Related work is to be found in [1] where Dror and Haouari present the generalized version of several

combinatorial optimization problems including the generalized traveling salesman problem, the generalized
Steiner tree problem, the generalized assignment problem, etc.
2. Definition and complexity of the GMST problem

Let G = (V,E) be an n-node undirected graph. Let V1, . . . ,Vm be a partition of V into m subsets called
clusters (i.e., V = V1 [ V2 [ . . . [ Vm and Vl \ Vk = ; for all l,k 2 {1, . . . ,m} with l5 k) and denote by
K = {1, . . . , m} the index of the clusters. We assume that that edges are defined only between nodes which
belong to different clusters and we denote the cost of an edge e = (i, j) 2 E by cij or by c(i, j).
The generalized minimum spanning tree (GMST) problem asks for finding a minimum-cost tree T span-

ning a subset of nodes which includes exactly one node from each cluster Vi, i 2 {1, . . . ,m}. We will call
such a tree a generalized spanning tree.
In [8], Myung et al. proved that the GMST problem is NP-hard. We proved in [9] a stronger result:

Theorem 1. The Generalized Minimum Spanning Tree problem on trees is NP-hard.

The proof of this result is based on a polynomially reduction of the set cover problem, which is known to
be NP-hard (see for example [6]), to the GMST problem defined on trees.
3. Integer programming formulations

The GMST problem can be formulated as an integer program in many different ways, cf. [3,4,8], and [9].
For example, introducing the variables xe 2 {0,1}, e 2 E and zi 2 {0,1}, i 2 V, to indicate whether an edge e
respectively a node i is contained in the spanning tree, we obtain a valid formulation (so-called generalized
cutset formulation, introduced in [8]) as follows:
min
X
e2E

cexe

s:t: zðV kÞ ¼ 1 8k 2 f1; . . . ;mg; ð1Þ
xðdðSÞÞ P zi þ zj � 1 8i 2 S 
 V ; j 62 S; ð2Þ
xðEÞ ¼ m� 1; ð3Þ
xe 2 f0; 1g 8e 2 E; ð4Þ
zi 2 f0; 1g 8i 2 V : ð5Þ
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Here we use the standard shorthand notations:
xðF Þ ¼
X
e2F

xe; F � E; and zðSÞ ¼
X
i2S

zi; S � V ;
and for S � V, the cutset, denoted by d(S), is defined as usually:
dðSÞ ¼ fe ¼ ði; jÞ 2 E j i 2 S; j 62 Sg:

The constraints in the generalized cutset formulation imply that a feasible solution defines a connected

subgraph (constraints (2)), with m � 1 edges (constraint (3)) and exactly one node from each cluster (con-
straints (1)), i.e. a generalized spanning tree.
The generalized cutset formulation has exponentially many constraints since we have to choose subsets S

of V (constraints (2)). We consider in this paper computational approaches based on models with a poly-
nomial number of constraints.
The approach in [8] (to which we will compare our own results later) is based on the so-called multicom-

modity flow model.
The idea is to consider a generalized spanning tree T as a directed tree, rooted at some node V1. In this

model every k 2 Kn{1} defines a commodity and one unit of flow of some commodity k originates from V1
and must be delivered to Vk (k = 2, . . . , m) along T. Formally, we let A denote the set containing two oppo-
sitely directed arcs for every e 2 E. Furthermore, we introduce capacity variables w 2 RA and flow variables
f k 2 RA (indicating the amount of flow f k

a 6 wa of commodity k on arc a). With symmetric arc costs cij = cji,
the model can be written as
min
X
a2A

cawa

s:t: zðV kÞ ¼ 1 8k 2 K ¼ f1; . . . ;mg;
wðAÞ ¼ m� 1;

X
a2dþðiÞ

f k
a �

X
a2d�ðiÞ

f k
a ¼

zi; i 2 V 1;

�zi; i 2 V k;

0; i 62 V 1 [ V k;

8><
>: k 2 K1;

f k
ij 6 wij 8a ¼ ði; jÞ 2 A; k 2 K1;

wij þ wji ¼ xe 8e ¼ ði; jÞ 2 E;

f k
a P 0 8a ¼ ði; jÞ 2 A; k 2 K1;

x; z 2 f0; 1g:
The computational approach in Myung et al. [8] is to solve the linear programming relaxation of the
above formulation and use the resulting lower bound in a branch and bound method. (More precisely, they
compute only approximately the optimum value, using a dual ascent method.)
Let G 0 be the graph obtained from G after replacing all nodes of a cluster Vi with a supernode represent-

ing Vi. For convenience, we identify Vi with the supernode representing it. We will call this graph the global
graph. We assume that G 0 with vertex set {V1, . . . ,Vm} is complete.
Our last model arises from distinguishing between global variables, i.e. variables modelling the inter-clus-

ter (global) connections, and local ones, i.e. expressing whether an edge is selected between two clusters
linked in the global graph. We introduce variables yij (i, j 2 {1, . . . , m}) to describe the global connections.
So yij = 1 if cluster Vi is connected to cluster Vj and yij = 0 otherwise and we assume that y represents a
spanning tree. The convex hull of all these y-vectors is generally known as the spanning tree polytope
(on the global graph G 0 which we assumed to be complete).
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Following Yannakakis [11] this polytope, denoted by PMST, can be represented by the following poly-
nomial number of constraints:
X

fi;jg
yij ¼ m� 1;

yij ¼ kkij þ kkji for 1 6 k; i; j 6 m and i 6¼ j; ð6ÞX
j

kkij ¼ 1 for 1 6 k; i; j 6 m and i 6¼ k; ð7Þ

kkkj ¼ 0 for 1 6 k; j 6 m; ð8Þ
yij; kkij P 0 for 1 6 k; i; j 6 m;
where the variables kkij are defined for every triple of nodes k, i, j, with i5 j5 k and their value for a span-
ning tree is
kkij ¼
1; if j is the parent of i when we root the tree at k;

0; otherwise:

�

The constraints (6) mean that an edge (i, j) is in the spanning tree if and only if either i is the parent of j or
j is the parent of i; the constraints (7) mean that if we root a spanning tree at k then every node other than
node k has a parent and finally constraints (8) mean that the root k has no parent.
If the vector y describes a spanning tree on the global graph G 0, which we shall refer as the global spanning

tree, then the corresponding best (w.r.t. minimization of the costs) generalized spanning tree can be obtained
either by using dynamic programming, see [9], or by solving the following 0–1 programming problem:
min
X
e2E

cexe

s:t: zðV kÞ ¼ 1 8k 2 K ¼ f1; . . . ;mg;
xðV l; V rÞ ¼ ylr 8l; r 2 K ¼ f1; . . . ;mg; l 6¼ r;

xði; V rÞ 6 zi 8r 2 K; 8i 2 V n V r;

xe; zi 2 f0; 1g 8e ¼ ði; jÞ 2 E; 8i 2 V ;
where xðV l; V rÞ ¼
P

i2V l;j2V r
xij and xði; V rÞ ¼

P
j2V r

xij.
For given y, we denote the feasible set of the linear programming relaxation of this program by Plocal(y).

The following result holds:

Proposition 2. If y is the 0–1 incidence vector of a spanning tree of the contracted graph then the polyhedron

Plocal(y) is integral.

Proof. Suppose that the 0–1 vector y describes a spanning tree T of the contracted graph G 0, then in order
to prove that the polyhedron Plocal(y) is integral it is enough to show that every solution of the linear pro-
gramming relaxation can be written as a convex combination of solutions corresponding to spanning trees.
To prove the above assertion we use backward induction on jsupp(x)j, where by supp(x) we denoted the

support of the vector of solutions x, which is defined as follows:
suppðxÞ :¼ fejxe 6¼ 0; e 2 Eg:

Suppose that there is a global connection between the clusters Vl and Vr (i.e. ylr = 1) then
1 ¼ xðV l; V rÞ ¼
X
i2V l

xði; V rÞ 6
X
i2V l

zi ¼ 1;
which implies that x(i,Vr) = zi.
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We claim that supp(x) � E contains a tree connecting all clusters. This implies that the initial step is true
and also helps us in proving the induction step.
Assume the contrary and let T1 � E be a maximal tree in supp(x). Since T1 does not connect all clusters,

there is some edge (l, r) with ylr = 1 such that T1 has some vertex i 2 Vl but no vertex in Vr. Then zi > 0, and
thus x(i,Vr) = zi > 0, so T1 can be extended by some e = (i, j) with j 2 Vr, a contradiction.
We assume that a solution x of the linear programming relaxation, having the support supp(x) can be

written as a convex combination of solutions corresponding to trees and we will prove that a solution bx of
the linear programming relaxation, having the support jsuppðbxÞ j¼jsuppðxÞ j �1 can be written as a convex
combination of solutions corresponding to trees.
Now let xT

1
be the incidence vector of T1 and let
a :¼ minfxe je 2 T 1g:

If a = 1, then x ¼ xT

1
and we are done.

Otherwise, let zT
1
be the vector which has zT

1

i ¼ 1 if T1 covers i 2 V and zT
1

i ¼ 0 otherwise. Then
ðbx;bzÞ :¼ ðð1� aÞ�1ðx� axT
1Þ; ð1� aÞ�1ðz� azT

1ÞÞ

is again in Plocal(y) and, by induction, it can be written as a convex combination of tree solutions. The claim
follows. h

A similar argument shows that the polyhedron Plocal(y) is integral even in the case when the 0–1 vector y
describes a cycle free subgraph in the contracted graph. If the 0–1 vector y contains a cycle of the contracted
graph then Plocal(y) is in general not integral. In order to show this we consider the following example:
If the lines drawn in Fig. 1 (i.e., {1,3}, {2,4} etc.) have cost 1 and all the other lines (i.e., {1,4}, {2,3} etc.)

have cost M� 1, then z � 1
2
and x � 1

2
on the drawn lines is an optimal solution of Plocal(y), showing that

the polyhedron Plocal(y) is not integral.
2
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Fig. 1. Example showing that Plocal(y) may have fractional extreme points.
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The observations presented so far lead to our final formulation, called local-global formulation of the
GMST problem as an 0–1 mixed integer programming problem, where only the global variables y are
forced to be integral:
ðP Þ min
X
e2E

cexe;

s:t: y 2 PMST ;

ðx; zÞ 2 P localðyÞ;
ylr 2 f0; 1g 81 6 l; r 6 m:
This new formulation of the GMST problem was obtained by incorporating the constraints character-
izing PMST, with y 2 {0,1}, into Plocal(y).
In the next section we present a solution procedure for solving the GMST problem based on the local-

global formulation and we report on our computational results for many instances of the problem.
4. A new solution procedure and computational results

There are different ways to solve the GMST problem with the help of formulation (P). The first possi-
bility is to consider the mixed integer program (P) and solve it directly (for example with CPLEX).
Secondly, if for (P) we consider the constraints characterizing PMST only for fixed k, 1 6 k 6 m, then we

get a relaxation, denoted by Pk, of P. Using the the description of Yannakakis for the global spanning tree
polytope, this situation corresponds to the case when we choose randomly one cluster Vk and root the glo-
bal tree only at the root k.
ðPkÞ min
X
e2E

cexe

s:t: zðV kÞ ¼ 1 8k 2 K ¼ f1; . . . ;mg;
xðEÞ ¼ m� 1;
xðV l; V rÞ ¼ ylr 8l; r 2 K ¼ f1; . . . ;mg; l 6¼ r;

xði; V rÞ 6 zi 8r 2 K; 8i 2 V n V r;

yij ¼ kkij þ kkji 81 6 k; i; j 6 m and i 6¼ j; k fixed;X
j

kkij ¼ 1 81 6 k; i; j 6 m and i 6¼ k; k fixed;

kkkj ¼ 0 81 6 k; j 6 m; k fixed;

kkij P 0 81 6 k; i; j 6 m; k fixed;

xe; zi P 0 8e ¼ ði; jÞ 2 E;8i 2 V ;

ylr 2 f0; 1g 81 6 l; r 6 m:
If the optimal solution of this relaxation (solved with CPLEX) produces a generalized spanning tree,
then we have given the optimal solution of the GMST problem. Otherwise we get a subgraph containing
at least one cycle and we add the corresponding constraints (from the characterization of PMST) in order
to break that cycle (i.e. root the global tree also in a second cluster, contained in the cycle) and proceed in
this way till we get the optimal solution of the GMST problem. We call this procedure the rooting
procedure.
It turned out that the lower bounds computed by solving the linear programming relaxation Pk are com-

parable with the lower bounds provided in [8], but can be computed faster.
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Our algorithms have been coded in C and compiled with a HP-UX cc compiler. For solving the linear
and mixed integer programming problems we used CPLEX 6.5. The computational experiments were per-
formed on a HP 9000/735 computer with a 125 Mhz processor and 144 Mb memory.
According to the method of generating the edge costs, the problems generated are classified into two

types: the Euclidean case and the non-Euclidian case.
The clusters in both cases are random and we assume that every cluster has the same number of nodes.
In the non-Euclidean model the edge costs are randomly generated on [0, 100]. For each type of instance

we considered five trials. We compare the computational results in this case, obtained for solving the prob-
lem using our rooting procedure with the computational results given by Myung et al. in [8] and Feremans
in [3]. The computational results are presented in Table 1.
In the Euclidean case we used the grid clustering described in Fischetti et al. [5]. The cost between nodes

are the Euclidean distances between the nodes. In this case, the clusters can be interpreted as physical clus-
ters and models the geographical applications (e.g. cities corresponding to nodes and clusters corresponding
to countries, regions or counties). In the other model such an interpretation is not valid. The computational
Table 1
Computational results for non-Euclidean problems (average of five trials per type of instance)

Pb. size Rooting procedure Branch and cut [3] Myung�s results

m n LB/OPT CPU LB/UB CPU LB/OPT CPU

8 24 100 0.0 100 0.0 100 0.0
32 100 0.0 100 0.2 100 0.2
48 100 0.2 100 1.4 94.3 3.2
80 100 0.6 100 4.2 94.9 17.6

10 30 100 0.1 100 1.0 89.1 0.0
40 100 0.7 100 1.0 – –
60 100 0.9 100 3.2 87.8 3.2
100 100 3.5 100 8.8 91.3 17.6

12 36 100 0.1 100 1.8 89.6 6.0
48 100 1.6 99.2 3.2 91.3 54.9
72 100 5.6 100 6.8 100 6.8
120 100 14.5 – – – –

15 45 100 0.2 100 3.6 89.0 17.4
90 100 5.9 100 21.4 – –
150 100 40.5 98.8 42.4 – –

18 54 100 0.5 99.5 7.6 – –
108 100 9.4 – – – –
180 100 193.8 – – – –

20 60 100 3.8 – – – –
120 100 11.4 96.3 39.8 – –
200 100 407.6 94.6 191.4 – –

25 75 100 21.6 – – – –
150 100 25.1 88.3 178.8 – –
200 100 306.6 97.8 140.6 – –

30 90 100 40.0 – – – –
180 100 84.0 96.6 114.6 – –
240 100 341.1 – – – –

40 120 100 71.6 100 92.6 – –
160 100 1713.2 94.2 288.6 – –



Table 2
Computational results for Euclidean problems (average of five trials per type of instance)

Pb. size Rooting procedure

m n LB/OPT CPU Number of roots

8 24 100 0.1 1
48 100 0.9 2
80 100 26.5 2

10 30 100 0.3 2
60 100 6.6 3
100 100 45.2 3

12 36 100 0.4 2
72 100 57.6 3
120 100 94.2 3

15 45 100 3.2 3
90 100 236.9 3
150 100 423.5 4

18 54 100 20.2 4
108 100 363.6 4

20 60 100 43.8 4
160 100 869.8 4

30 120 100 74.0 4
150 100 856.8 5

40 120 100 101.5 5
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results obtained for solving the GMST problem in this case with the rooting procedure are presented in
Table 2.
The first two columns in the tables give the size of the problem: the number of clusters (m) and the num-

ber of nodes (n). The next columns describe the rooting procedure and contain: the lower bounds obtained
as a percentage of the optimal value of the GMST problem (LB/OPT) and the computational times (CPU)
in seconds for solving the GMST problem and in addition in the second table the minimum number of
roots chosen by the rooting procedure in order to get the optimal solution of the GMST problem. The last
columns in the first table contain the lower bounds as a percentage of the upper bounds of the GMST prob-
lem (LB/UB) and the computational times (CPU) in seconds for solving the GMST problem with the
branch and cut algorithm [3] and the lower bounds as a percentage of the optimal value of the GMST prob-
lem (LB/OPT) and the computational times (CPU) obtained by Myung [8]. In the table the sign ��� means
that the corresponding information was not provided in [3] or [8].
As it can be seen, in all the instances that we considered, for graphs with nodes up to 240, the optimal

solution of the GMST problem has been found by using our rooting procedure. It is worth to mention that
for the instances considered in the table, the maximum number of clusters chosen as roots, in order to get
the optimal solution of the problem, was 5. These numerical experiences with the new formulation of the
GMST problem are very promising.
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