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Abstract

In recent years, large amounts of financial data have become available for
analysis. We propose exploring returns from 21 European stock markets by
model-based clustering of regime switching models. These econometric mod-
els identify clusters of time series with similar dynamic patterns and moreover
allow relaxing assumptions of existing approaches, such as the assumption of
conditional Gaussian returns. The proposed model handles simultaneously the
heterogeneity across stock markets and over time, i.e., time-constant and time-
varying discrete latent variables capture unobserved heterogeneity between and
within stock markets, respectively. The results show a clear distinction between
two groups of stock markets, each one characterized by different regime switch-
ing dynamics that correspond to different expected return-risk patterns. We
identify three regimes: the so-called bull and bear regimes, as well as a sta-
ble regime with returns close to 0, which turns out to be the most frequently
occurring regime. This is consistent with stylized facts in financial econometrics.
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1. Introduction

In recent years dealing with unobserved heterogeneity has become a pre-
dominant topic in many research areas. As Heckman emphasized in his Nobel
lecture, one of the most important discoveries in microeconometrics is the perva-
siveness of heterogeneity and diversity in economic life: “When a full analysis of
heterogeneity in response was made, a variety of candidate averages emerged to
describe the average person, and the long-standing edifice of the representative
consumer was shown to lack empirical support. (Heckman, 2001, p. 674)”. In
finance research, heterogeneity has been mostly assumed observed (e.g., based
on countries), where groups and their boundaries are delineated without regard-
ing the intrinsic information on the observed data. However, there are plenty of
examples in the academic and professional finance literature that show that het-
erogeneity exists among capital market participants, business managers, fund
managers, among others.

The correct modeling of the dynamics of stock market returns has been an
important challenge in modern financial research. Though the dominant ap-
proach followed by both academics and practitioners has been to assume that
returns follow a normal distribution (see, e.g., Lundblad (2007) and Fu (2009)),
it has also been recognized that stock market returns and returns of finan-
cial assets contain skewness and excessive kurtosis. A common conclusion is
that the normal distribution is inadequate for short period returns of financial
assets (Mandelbrot, 1963; Fama, 1965; Praetz, 1972). Several alternative distri-
butions have therefore been suggested for modeling returns, one of which is the
Laplace distribution. These alternatives have in common that they try to ac-
commodate for the excessive kurtosis in the empirical distribution of the returns.
Whereas excess kurtosis of financial return distributions has been well addressed
in the financial literature, the asymmetry of the distribution has not received
much attention, and the few studies available tend to be inconclusive (Simkowitz
and Beedles, 1980; Singleton and Wingender, 1986; Peiró, 1999).

Latent class or finite mixture modeling has proven to be a powerful tool for
analyzing a wide range of social and behavioral science data (see, for exam-
ple, Clogg (1995) and Vermunt (2003)). The identification of distinct dynamics
in time series data has been an important topic of research from a substan-
tive point of view. We propose a latent class model for financial data analysis
that takes into account unobserved heterogeneity by means of time-constant
and time-varying discrete latent variables. A feature of latent class modeling is
that it yields a model-based clustering of observational units that is especially
attractive to the typical analysis in finance research, where it is of interest to
identify subpopulations of firms, investors, markets or countries that differ in
their propensities to specific characteristics (regulation, company governance
characteristics, etc.). The challenging task of clustering this type of observa-
tions is that one has to incorporate data dependency in the clustering process
(Kakizawa et al., 1998). Therefore, clustering of time series has attracted large
attention in statistics and data mining literature. However, most of the pro-
posals developed have been based on classic clustering algorithms in such a
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way that time series data can be handled. Interested readers may refer to
Liao (2005) and Esling and Agon (2012) who provide a detailed discussion of
time series clustering in the data mining literature. Contrary to alternative
heuristic clustering techniques for financial time series analysis which operate
directly on the correlations (e.g., Mantegna, 1999; Basalto et al., 2007) or other
measures of similarity between time series being clustered (e.g., Bastos and
Caiado (2013)), the approach proposed here is a model-based clustering tech-
nique that accommodates for serial dependencies and unobserved heterogeneity
by assuming a regime-switching model (RSM), also known as hidden Markov
model, underlying each cluster. There is a vast body of literature on RSMs
in economics and empirical finance, including Hamilton (1989), Hamilton and
Susmel (1994), and Gray (1996) to name just a few. Hidden Markov models
and regime-switching models as discrete state models can also be connected
to stochastic volatility models (see, e.g., Rossi and Gallo (2006) and Langrock
et al. (2012)). The autoregressive conditional root (ACR) model (Bec et al.,
2008) is another econometric model that connects to regime-switching models.
Many extensions of the regime-switching models have been suggested, adding
new possibilities and modeling additional stylized facts of financial time series.
For instance, Lux and Morales-Arias (2010) proposes a model that takes long
memory and heavy tails of return time series into account, whereas Guidolin
and Timmermann (2007), Fu et al. (2014), and Bae et al. (2014) apply RSMs to
asset allocation and portfolio optimization. RSMs have been applied to pension
funds optimization (Hainaut, 2014) and weather derivatives (Elias et al., 2014).
For recent surveys on the application of RSMs in empirical finance, we refer
to Lange and Rahbek (2009) and Guidolin (2011). These models have broader
fields of application, covering manpower systems, where both observable and la-
tent sources of dynamic heterogeneity should be accounted for (Guerry, 2011),
and reliability analysis (Zhou et al., 2010).

Here, RSMs are extended to take the clustering structure of the returns
of 21 European stock market indexes into account. Stock markets are well-
known for presenting cycles, however country idiosyncrasies are also likely to
make them differ in their transition between boom and bust. As is illustrated
below, the proposed approach is flexible in the sense that it can deal with the
specific features of financial time series data, such as asymmetry, kurtosis, and
unobserved heterogeneity, an aspect that tends to be neglected. Because we
selected a rather large and heterogeneous sample of countries including both
developed and emerging countries and both EMU (European Monetary Union)
and non-EMU countries, we expect that heterogeneity in market returns due
to country idiosyncrasies will show up in the results. For instance, emerging
market return distributions tend to show larger deviations from normality, i.e.,
they are more skewed and have fatter tails (Harvey, 1995). In addition, stock
markets are also known to contain asymmetry of volatility, i.e., volatility is
higher in negative shocks than positive ones (see, e.g., Ang and Bekaert (2002))
and structural breaks in time, or in other words, regime switching.

The results show that stock markets are better described by three regimes:
A high returns, a negative returns, and close to zero regimes that we interpret
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as a bull, a bear, and a stable regime. This, however, challenges the simplistic
view that stock markets should be characterized by two regimes. The charac-
terization of regimes is consistent with several stylized facts such as asymmetry
in volatility, i.e., bear regimes are associated with larger volatility than bull
regimes. Stock markets are clustered into two groups that are mainly distin-
guished by the propensity to switch to the bear regime, which includes countries
that were more affected by crisis during the period of analysis as well as Eastern
European emerging countries that were less integrated with the other European
countries.

The paper is structured as follows. Section 2 describes the 21 country finan-
cial time series data set that is used throughout this paper. Section 3 presents
the statistical framework for the analysis of heterogeneous financial time series.
It also discusses parameter estimation by maximum likelihood and model se-
lection issues. Section 4 reports the results obtained for the data set at hand.
The paper concludes with a summary of the main findings and a description of
possible implications.

2. Description of the data set

The data used in this article are daily closing prices from 27 January 1998
to 31 July 2013 for 21 European stock market indexes drawn from Datastream
database.1 The series are denominated in US dollars. In total, we have 4010 end-
of-the-day observations per country. Let Pit be the observed daily closing price
of market i on day t, i = 1, · · · , n and t = 0, · · · , T . The daily rates of return are
defined as the percentage log-return by yit = 100× log(Pit/Pi,t−1), t = 1, · · · , T .
This definition which is commonly used in the literature is justified by the fact
that for expected small increases (decreases) of value, say r, log(1 + r) ≃ r.

[Figure 1 about here.]

[Figure 2 about here.]

The 21 stock markets are listed in Table 1. Figures 1 and 2 depict for six
distinct countries the index and returns time series, respectively. As is well
known, stock markets follow cycles. In the sample period there were two main
periods of global stock market crises. The dot-com bubble bursting that started
at the end of 1999 and went on until 2003, and the subprime crisis that had
its first signs in the summer of 2007, and made stock markets plummet in
September 2008 after the Lehman Brothers bankruptcy. From 2004 to 2007,
stock markets registered a strong growth.

Figure 2 depicts stock market returns. Russia and Turkey have the highest
level of volatility, which is typical of emerging markets. It is worth to note that
in August 1998 Russia defaulted a sovereign bond payment triggering the “ruble

1Observations from different time zones can create problems of non-synchronization on the
analysis, to eliminate such problems we focus on European markets.

4



crisis” in financial markets. Market features like these seem well-suitable to test
our econometric model.

[Table 1 about here.]

Table 1 provides the relevant descriptive statistics for the 21 stock-return
series. All markets show non-negative median returns. However, only 18 out
of 21 had positive mean returns; that is, Greece, Italy, and Portugal showed
negative mean returns. Emerging markets such as Czech Republic and Russia
show larger positive mean return. These figures confirm that stock market
distributions tend to be negatively skewed.

The 21 analyzed markets show very diverse patterns of dispersion, where the
largest standard deviations are found for Russia (3.134) and Turkey (2.983) –
both emerging markets – which are almost three times larger than for Switzer-
land, the stock market with the smallest dispersion with a standard deviation
of 1.210. Moreover, the excess kurtosis shows values above 0, indicating heavier
tails and more peakness than the normal distribution (which has a kurtosis of
0). The Jarque-Bera test rejects the null hypothesis of normality for each of the
21 stock markets’ returns.

[Figure 3 about here.]

[Figure 4 about here.]

Figures 3 and 4 depict rolling means and standard deviations (30-day win-
dow) for these markets. Although moving averages tend to smooth trends, the
main booms and peaks in the stock markets’ returns are still visible. The ruble
crisis is visible in Russia and it propagates to neighbor markets such as Poland
and Hungary (not shown). All stock markets show a volatility peak during the
subprime crisis.

3. The econometric model

3.1. Model definition

The proposed model for statistical analysis of financial time series – the
mixture Gaussian hidden Markov model (MGHMM) – contains three types of
variables: a time-varying response variable, a time-constant discrete latent vari-
able, and a time-varying discrete latent variable. Let yit represent the metric re-
sponse of observation i at time point t, where i ∈ {1, · · · , n} and t ∈ {1, . . . , T}.
The time-constant and time-varying discrete latent variables are denoted by wi

and zit, respectively, where wi ∈ {1, · · · , S} and zit ∈ {1, · · · ,K}. The latter
implies that the number of categories of the two types of latent variables equals
S and K, respectively. To make as clear as possible the distinction between the
two types of latent variables, we will refer to wi as a latent class and to zit as
a latent state or regime. The time-constant latent classes (wi) can be seen as
clusters for which the process under study differs. The time-varying latent vari-
able which has a Markovian transition structure (zit) is used to flexibly model

5



the distribution of the time-specific responses as well as to capture changes that
occur across adjacent time points.

[Figure 5 about here.]

Figure 5 provides the graph of the econometric model. The model is defined
as:

f(yi;φ) =
S∑

wi=1

K∑
zi1=1

K∑
zi2=1

· · ·
K∑

ziT=1

f(wi, zi1, · · · , ziT , yi1, · · · , yiT ) (1)

where f(wi, zi1, · · · , ziT , yi1, · · · , yiT ) is the joint density of latent and observed
variables and can be factorized into

f(wi)f(zi1|wi)

T∏
t=2

f(zit|zi,t−1, wi, yi,t−1) (2)

by
T∏

t=1

f(yit|zit). (3)

Equation 1 describes f(yi;φ), the (probability) density function associated with
the time series of return rates for stock market index i. The right-hand side
of this equation shows that we are dealing with a mixture model containing
one time-constant latent variable and T time-varying latent variables. The
total number of mixture components (or latent classes) equals S·KT which
is the product of the number of categories of wi and zit for t = 1, 2, ..., T .
As in any mixture model, f(yi;φ) results from the marginalization over the
latent variables, which yields a weighted summation of class-specific probability
densities with the (prior) class membership probabilities or mixture proportions
as weights (McLachlan and Peel, 2000). The model described in Equations 1
– 3 is strongly related to the mixed latent Markov model proposed in the social
sciences literature (van de Pol and Langeheine, 1990; Vermunt et al., 1999).
Their model was, however, for categorical instead of continuous variables and
for (short) panel data rather than long time series like ours.

Figure 5 and Equations 2 and 3 show the conditional independence assump-
tions implied by the MGHMM, and the resulting factorizations which simplify
the model structure. More specifically, conditional on latent classes wi and
yi,t−1, zit is associated only with zi,t−1 and zi,t+1 and thus not with the latent
states occupied at the other time points – the well-known first-order Markov as-
sumption. Equation 3 shows that conditionally on zit, the response at occasion
t (yit) is independent of responses at other time points – usually referred to as
the local independence assumption – and also independent of the latent classes
and the latent states at the other time points.

Two remarks should be made about the first-order Markov assumption for
the latent states. First, after marginalizing over wi, the process for the sequence
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zit is no longer Markovian.2 Second, the Markov assumption for zit conditionally
on wi allows a nonlinear structure for the responses yit. This shows that the
first-order Markov assumption is not as restrictive as one may initially think
(see Figure 5). Additionally, within each latent class the transition probabilities
between regimes depend of the previous return, and consequently the Markov
process is inhomogeneous.

The econometric model described in Equations 1–3 has three key relevant
elements for the analysis of heterogeneous time series and takes into account:
1) time-invariant unobserved heterogeneity in the process under study, 2) serial
dependency, and 3) flexible distributions that deviate in terms of skewness and
kurtosis from normality (see, e.g., Dias and Wedel (2004)). Unobserved hetero-
geneity is captured by the time-constant latent variable wi, serial dependencies
are captured by the first-order Markov transition process in which the state at
time point t depends on the state at time point t − 1 and the inhomogeneous
Markov process that depends on the prior observed return, and, finally, flexible
distributions of the returns are possible because of the time-specific mixture
distribution for the response variable.

As can be seen from Equations 2 and 3, the model of interest is characterized
by four sets of probability functions:

• f(wi) is the probability of belonging to a particular latent class w and
πw = P (Wi = w);

• f(zi1|wi) is the initial regime probability; that is, the probability of having
a particular latent initial state conditional on belonging to latent class
w: λkw = P (Zi1 = k|Wi = w), and λw is the vector containing initial
probabilities in latent class w;

• f(zit|zi,t−1, wi, yi,t−1) is a latent transition probability; that is, the prob-
ability of being in a particular regime at time point t conditional on the
latent state at time point t− 1, class membership, and observed return at
time t− 1; assuming an inhomogeneous transition process, we regress the
transition probability on the prior stock return using a logit-link function

pjkw = P (Zit = k|Zi,t−1 = j,Wi = w, yi,t−1)

=
eγ

(0)
jkw+γ

(1)
jkwyi,t−1∑K

k′=1 e
γ
(0)

jk′w+γ
(1)

jk′wyi,t−1

,

where γ
(0)
jkw and γ

(1)
jkw are the intercept and slope coefficients of yi,t−1 in

the multinomial logit model for the transition from regime j to regime
k within latent class w. As usual, identifying constraints on the gamma

2For example, for a given it the value zit results from a mixture of S components with
conditional multinomial distribution. As a mixture of Gaussian distributions is no longer
(generally speaking) a Gaussian distribution, the same happens with mixtures of other distri-
butions.
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parameters are needed. The matrix with transition probabilities given w
and yi,t−1 is denoted by Pw(yi,t−1);

• f(yit|zit) is the Gaussian density function for the observed response, which
is the probability density of having a particular observed stock return
in index i at time point t conditional on the regime occupied at time
point t. This distribution is characterized by the vector θk = (µk, σ

2
k)

containing the means (µk) and variances (σ2
k) for regime k, k = 1, · · · ,K

(and invariant across latent classes). The vector µ contains all µk. Since
the marginal distribution is a mixture of densities it defines a flexible
model that takes skewness and kurtosis into account.

The (SK+1)(2K−1) free parameters of the MGHMM (φ) include the S−1
class sizes, the S(K − 1) initial state parameters and 2SK(K − 1) transition
probability parameters, and the 2K conditional means and variances of the
observed variables.

3.2. Restricted special cases of the model

Various special cases of the MGHMM defined in Equations 1–3 can be ob-
tained by eliminating one or more of its three main elements, the serial depen-
dency structure, the time-varying latent variables, or the time-constant latent
variable. For example, if we assume that there is no serial dependency be-
tween the time-varying discrete latent variables - that p(zit|zi,t−1, wi, yi,t−1) ≡
p(zit|wi) – we obtain a model that is called a multilevel or hierarchical mixture
model (Vermunt, 2003, 2007). This shows that the MGHMM can be seen as a
hierarchical Gaussian mixture model that is expanded with a serial dependency
structure.

The hidden Markov or Markov switching model (Baum et al., 1970; Hamil-
ton, 1989) is the special case of the MGHMM that is obtained by eliminating
the time-constant latent variable wi from the model, that is, by assuming that
there is no unobserved heterogeneity at the upper level of analysis. This model
can be obtained without modifying the formulae, but by simply assuming that
S = 1; that is, that all stock markets belong to the same group.

The mixture Gaussian model can be seen as a restricted variant of the
MGHMM that is obtained by removing the time-varying latent variables zit,
resulting in f(yi;φ) =

∑S
wi=1 f(wi)

∏T
t=1 f(yit|wi). Note that this model is

equivalent to a latent class model for T response variables which are assumed
to be conditionally independent within latent classes w. For T = 1 it yields the
mixture of (univariate) Gaussian distributions (Dias and Wedel, 2004).

3.3. Parameter estimation by maximum likelihood

Maximum likelihood (ML) estimation of the parameters of the MGHMM
involves maximizing the log-likelihood function: ℓ(φ;y) =

∑n
i=1 log f(yi;φ), a

problem that can be solved by means of the Expectation-Maximization (EM)
algorithm (Dempster et al., 1977).
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In the E step, we compute the expected value of the T + 1 latent variables
given the observed data and the current provisional estimates of the model pa-
rameters. In the M step, standard complete data ML methods are used to
update the unknown model parameters using an expanded data matrix with
previous expectation as weights. Since the EM algorithm needs to compute and
store the S·KT entries of expectations over the latent space for each subject or
for each unique data pattern, computation time and computer storage increases
exponentially with the number of time points, which makes this algorithm im-
practical or even impossible to apply with more than a few time points. This
explains why models like the one proposed here have been used in social sci-
ence applications only with very short time series (van de Pol and Langeheine,
1990; Vermunt et al., 1999) and has hampered its application for longer time
series (Schmittmann et al., 2006).

However, for hidden Markov models, a special variant of the EM algorithm
has been proposed that is usually referred to as the forward-backward or Baum-
Welch algorithm (Baum et al., 1970; Hamilton, 1989). This special algorithm is
needed because the model for our data set contains a huge number of entries in
the joint posterior latent distribution generated by the T + 1 latent variables.
Recall that in our application T is quite large. This means that even for S = 2
and K = 2, the number of entries in the joint posterior distribution is too large
to process and store for all n stock markets as has to be done within the stan-
dard EM algorithm. The Baum-Welch algorithm circumvents the computation
of this joint posterior distribution making use of the conditional independencies
implied by the model. Whereas this algorithm was originally proposed for hid-
den Markov models, here we expand it to deal with mixture (Gaussian) hidden
Markov models. This algorithm exploits the conditional independence assump-
tions implied by the model in order to circumvent the computational issue which
affects the traditional EM procedure when the number of time points is high. A
detailed description of the extended Baum-Welch algorithm is provided in Ap-
pendix A.

3.4. Decision on the number of latent classes and regimes

Contrary to previous work (e.g., Ang and Bekaert (2002), Wilfling (2009),
and Pagan and Sossounov (2003)), we do not set a priori the number of regimes
as it happens, for instance, in the bear-bull market framework (K = 2). Con-
sequently, we have to address simultaneously the estimation/selection of S and
K, i.e., how to decide about the number of latent classes and regimes needed.
The standard model selection approach when using maximum likelihood esti-
mation is by performing likelihood ratio tests across nested models; here the
relevant tests are between models with S− 1 and S classes and between models
with K − 1 and K regimes. However, in the context of latent class models this
approach is problematic because the null hypothesis under test is defined on
the boundary of the parameter space, and consequently the regularity condition
of Cramer on the asymptotic properties of the MLE is no longer valid. As an
alternative, it has been proposed to use information criteria, mostly for cross-
sectional modeling. The basic principle under these criteria is parsimony, which
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results from the trade-off between model fit and model complexity. A number
of model selection criteria have been suggested, the most prominent and widely
used being the Bayesian Information Criterion (BIC) of Schwarz (Schwarz, 1978)
and the Akaike Information Criterion (AIC) of Akaike (Akaike, 1974). More re-
cently, simulation studies have explored the performance of information criteria
for longitudinal data (Dias, 2007; Dias and Vermunt, 2007; Costa and De An-
gelis, 2010). These type of simulation studies compare criteria such as Bayesian
information criterion (BIC), the Akaike information criterion (AIC), the AIC3,
and the consistent AIC (CAIC) in terms of performance. The overall conclu-
sion is that AIC tends to overfit (see, e.g., Dias and Vermunt (2007)) and BIC
performs better for large T (see, e.g., Costa and De Angelis (2010)). Thus, our
model selection is based on the BIC. The values of S and K to be selected are
the ones that minimize the value of BIC, which is defined as

BICS,K = −2ℓS,K(φ̂;y) +NS,K log n, (4)

where NS,K is the number of free parameters of the model with S latent classes
and K regimes. Note that as indicated by Dias (2007), we use sample size as n
in the BIC formula, and thus not nT .

4. Results

This section reports the results obtained when applying the statistical model
described in the previous section to the stock return data set at hand. Because
we want to understand the forecasting ability of the model across countries, we
split the sample into two parts: the information until the end of 2012 is used for
estimation (in-sample), and the information from 2013 is used for forecasting
(out-of-sample).

We estimated models using S andK values ranging from one to five, with 500
different sets of random starting values to minimize the effect of local maxima.
A solution with two latent classes (S = 2) and three regimes (K = 3) yields the
lowest BIC value (log-likelihood = -145689.56; number of free parameters = 35;
and BIC = 291485.68).3 This means that the best solution incorporates two
types of regime dynamics between the three regimes. This model will therefore
be treated as the final model in our analysis.

We start by characterizing the latent states or regimes. Table 2 provides
information on the three regimes; that is, the average proportion of markets in
regime k over time and the mean and variance of the return in each regime. The
reported means show that the first regime has negative and the third expected
positive returns. On the contrary, in regime 2, the mean return is not signif-
icantly different from zero. In the financial jargon regimes 1 and 3 are called
bear and bull markets, while regime 2 corresponds to a stable regime in which

3Detailed results on model selection are available from the first author upon request. Since
for n = 21 log 21 = 3.04, BIC ≃ AIC3 and also not too far from AIC.
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returns are close to 0. The overall probability of being in regime 1 and 3 equals
0.18 and 0.29, respectively. The most frequently occurring regime with more
than half of the time points is the one with an almost null expected return.

[Table 2 about here.]

The asymmetry in the volatility coefficients is consistent with the pattern
in stock markets: bear regimes are associated with larger volatility than bull
regimes. Thus, in periods of financial crisis, market prices fall down and have
higher volatility. Due to financial markets integration, such events tend to
spillover to other markets, the so called financial contagion.4

Table 3 provides the probability of being in one of the three regimes for each
of the two latent classes. We observe that in both latent classes the process is in
regime 2 most of the time. It can be observed that the two latent classes differ
with respect to the bullish regime probability. Latent class 1 tends to spend less
time in the bear regime than in the bull one, whereas in latent class 2 happens
the opposite; that is, class 2 countries are in the bull regime at only 17.8% of
the time points, whereas this figure equals 34.6% for class 2.

[Table 3 about here.]

Figure 6 depicts the transition probabilities as function of yt−1 for both
latent classes. The probability of exiting regime 1 (high volatility and negative
returns) is close to zero when previous returns are negative. As returns become
positive, the probability of switching to regime 2 increases. The probability of
switching between regimes 1 and 3 is always 0, indicating that regime 2 is in
fact an intermediate regime between the crisis and bull regimes. The transition
probabilities for regime 2 are close to 0 when returns are close to 0, indicating
that the market is likely to continue in regime 2. Negative returns increase the
likelihood to switch to regime 1 and positive returns increase the likelihood to
switch to regime 3. The probability of moving out of regime 3 is 0 when returns
are positive, and becomes large when returns decrease (returns become more
negative). Class 1 differs from class 2 in the size of the transition probabilities;
that is, the transition probabilities are larger in class 1 than in class 2, and
more strongly affected by the previous return. For instance, in latent class 1 the
transition probability from regime 1 to regime 2 is higher than in latent class 2.
For a value of yi,t−1 around 20, the probability of transition from regime 1 to
regime 2 is close to 1 in latent class 1, whereas in latent class 2 this probability
is around 0.25, i.e., regimes are more persistent in latent class 2.

[Figure 6 about here.]

Table 4 summarizes the results related to the distribution of stock markets
across latent classes. The estimated prior class membership probabilities indi-
cate that the probability that a randomly selected stock market belongs to class

4Some examples are the Asian Flu Crisis that affected Southeastern Asian countries and
the Russian Crisis of 1998.
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1 is 0.66 and to class 2 is 0.34. A more detailed interpretation of the nature of
the stock market latent variable is obtained by investigating the posterior class
membership probabilities, conditional on the observed data (Table 4). As can
be seen, 14 countries are assigned to class 1 and 7 to class 2. Except for Sweden,
the class assignment probability is always one, indicating that the classes are
fully non-overlapping. Note that even for Sweden the misclassification probabil-
ity is low, assuming that we assign each stock market to the most likely latent
class.

[Table 4 about here.]

As can be seen, class 1 is composed mainly by European developed finan-
cial markets: Austria, Belgium, Czech Republic, Denmark, France, Germany,
Ireland, Italy, the Netherlands, Portugal, Spain, the UK and two non-E.U.
countries, Norway and Switzerland. Class 2 includes Finland, Greece, Hun-
gary, Poland, Russia, Sweden, and Turkey. While this second group is mainly
composed of Eastern European countries, it also includes three countries whose
stock markets have been severely affected by economic and financial crisis: Fin-
land, Greece, and Sweden. Note that the countries in class 2 are the ones with
more pronounced booms and slumps in volatility. The next paragraphs provide
more explanations about of the reasons behind the clustering.

[Figure 7 about here.]

[Figure 8 about here.]

Figures 7 and 8 show the regime-switching dynamics for countries belonging
to the same latent class. They depict the posterior probability of being in each
regime at period t. The figures show that the dynamic patterns of the return
indices are remarkably similar for countries within each class and substantially
different between the two classes. Figure 7 shows that class 1 stock markets
displayed little propensity to switch to the bear regime. We see a long period
of bull markets and two main periods of bear markets: the first ranging from
the end of 1999 until 2003 with episodic crises and the second representing the
subprime crisis. Episodes of bear markets were not very frequent and did not
last long, except during the global financial crisis. Countries in class 2 had
higher propensity to switch to bear regimes (Figure 8). Differently from class
1 markets, these stock markets seem more affected by the 2000 crisis. But the
subprime crisis affected them in a similar way as the stock markets from class
1. Greece and Hungary, two countries close to bankruptcy due to the sovereign
crisis and with a bailout from the IMF, spent a long period in bear markets in
the beginning of 2010. The bursting of the dot-com bubble had serious economic
implications for Sweden. Ericsson, a large producer of mobile telecommunica-
tions equipment and one of the main listed Swedish securities, suffered heavy
losses after the dot-com crash in the early 2000’s. It shed thousands of jobs,
affecting many other consulting companies and start-ups in the IT sector. The
stock markets of the two neighbor countries Russia and Finland showed similar
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dynamics. Between 2003 and 2007, Finland and Sweden had a period of bull
market, while Russia tended to switch regularly between bull and bear markets.
Finally, Turkey switched very quickly between regimes, most of the time in the
intermediate regime and quite often in the bear regime.

Despite initial skepticism about the out-of-sample prediction performance
of regime-switching models (Engel, 1994; Dacco and Satchell, 1999), recently
De Angelis and Paas (2013) found evidence that regime-switching models may
outperform the threshold GARCH model with Student-t innovations both in
terms of in-sample and out-of-sample prediction. To evaluate the forecasting
ability of the model for each country, we compare the one-day ahead forecast
to the actual return. Parameters were estimated with the subsample that goes
till the end of 2012 (T = 3857). Thus, the in-sample period is from t = 1 to T ,
whereas the out-of-sample is from t = T + 1 to T ∗ = 4009. We compare our
results with those obtained with a model that is commonly used to analyze
stock market indexes, namely the GJR-AR(1)-GARCH(1,1) model (Glosten
et al., 1993) with Student-t innovations which captures both asymmetry and
non-normality. Our RSM shows better in-sample prediction than the GARCH
model. In terms of out-sample prediction, both models show similar perfor-
mance. Appendix B gives a detailed description of the relevant GARCH model,
and the results obtained with this model.

The last important question to address is market synchronization. Measure-
ment of synchronization of stock markets using cross-correlations of returns is
rather popular, but crisis periods may yield very large outliers in returns that
introduce noise and inflate similarities between markets. To measure synchro-
nization and co-movement in the 21 stock markets, we compute the association
between markets using the posterior probability of being in a given regime.
In other words, synchronization is measured by the similarity of markets with
respect to the likelihood of being in the same regime.

Let α̂itk be the estimated posterior probability that market i in period t
will be in regime k. To obtain a number in the full range of real numbers, this
probability is expressed using the logit transformation:

logititk = log

(
α̂itk

1− α̂itk

)
. (5)

Synchronization is quantified as the product-moment correlation between two
markets’ posterior regime logits. This transformation is needed as the proba-
bilities are between 0 and 1, and the Pearson correlation operates on the real
line. Our logit-based measure does not suffer from distortion caused by outliers
because it filters out extreme observations of returns. The measure gets close
to 1 if markets tend to share the same regime.

Table 5 shows the correlations between stock markets using this measure
applied to regime 2, the most frequent one. Countries belonging to class 1 show
a high level of synchronization, but they are less synchronized with countries in
the other latent class. Class 2 contains more heterogeneous countries: Turkey
and Russia have low synchronization with all markets; Sweden and Finland
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are strongly synchronized; Greece shows strong synchronization with all EMU
(European Monetary Union) countries, most of which are in the other group.
Thus, it is worth to note that even if countries are not in the same class, returns
can be synchronized in the sense that stock markets tend to be in the same
regime at the same time.

[Table 5 about here.]

5. Conclusion

The identification of groups or classes of financial assets is key in the field of
portfolio management. One of the first decisions in the portfolio construction
process is the asset allocation decision, which consists of allocating investments
among different asset classes in order to optimize the risk/reward trade-off. Our
statistical methodology is a powerful tool to identify groups of homogeneous
financial assets.

This paper introduced a model-based clustering technique as a data ana-
lytic tool for financial time series analysis. The proposed model takes into ac-
count both time-constant unobserved heterogeneity between and hidden regimes
within time series. Moreover, the flexible modeling of observed responses using
a mixture of normal distributions makes it straightforward to capture almost
any departure from the normality. For parameter estimation using maximum
likelihood, a generalization of the Baum-Welch algorithm for the HMM to the
mixture HMM was used.

In the analysis of a sample of 21 stock markets, the best fitting model was
the one with two groups. The groups clearly reveal distinguished stock market
dynamics, that is, in the switching patterns between the three regimes.

The results obtained with our approach seem to have an one-to-one corre-
spondence with the stock market behavior. First, regimes are consistent with
the asymmetry of volatility: the bear regime presents higher volatility than the
bull regime. Second, periods of market crises are clearly distinguished from pe-
riods of market booms and stability. Third, less developed markets tend to be
assigned with a higher probability to the regime associated with higher volatil-
ity. Fourth, the transition probabilities are consistent with the persistency of
volatility. Overall, the econometric approach is coherent with many stylized
facts in finance.

Moreover, the specification of the correct distribution for returns has im-
portant implications. The fact that risk models do not account for non-zero
higher moments might cause bias in hedging strategies and concomitantly great
losses for financial institutions. For instance, it is widely acknowledged that
financial institutions have gradually been adopting market risk models that rely
more on historic or back simulations instead of symmetric distributions. Portfo-
lio decisions also need to incorporate information about those higher moments.
Bekaert et al. (1998) analyzed the economic impact of taking into account skew-
ness and kurtosis on asset allocation. Their results based on simulations show
that investment weights are increased toward the asset with positive skewness
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(everything constant) and with higher kurtosis (holding skewness positive and
constant). The semiparametric nature of the proposed MGHMM allows a flex-
ible specification of the distribution of the observed returns that goes beyond
the Gaussian distribution.

Results of the application show that our statistical methodology performs
well in capturing the different regime dynamics of stock markets. It clearly dis-
tinguishes two groups of countries with different observed patterns. It also goes
beyond the traditional approaches of categorizing, for instance, countries in de-
veloped and emerging market based on GDP per capita (followed by the World
Bank) or credit risk ratings as it is directly based on daily market returns. This
methodology highlights distinct dynamics of markets due their idiosyncrasies,
i.e., their arise endogenously. Standard approaches fail to incorporate this phe-
nomenon in asset allocation decisions. For instance, in asset allocation decisions,
investment in assets with similar “statistical” properties is redundant and can
lead to the destruction of portfolio value. In other words, in the traditional
mean-variance framework values do not span the mean-variance frontier and do
not enhance the risk-return trade-off of the portfolio. In addition, trading costs
of investing in “redundant assets” also erodes portfolio value. Additionally, un-
derstanding cycles in stock markets is key because portfolio allocation strategies
are regime dependent (Ang and Bekaert, 2002).
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Appendix A. The extended Baum-Welch algorithm

Because of the conditional independence assumption implied by our statis-
tical model, in the M step of the EM algorithm one needs only the distributions
f(wi|yi), f(wi, zit|yi), and f(wi, zi,t−1, zit|yi). The Baum-Welch algorithm ob-
tains these quantities directly rather than first computing the joint distribution
of the latent variables given the observed data and parameter estimates (E step)
and subsequently collapsing over the remaining dimensions as would be done
in the standard EM algorithm (Baum et al., 1970). The two key components
of the Baum-Welch algorithm are the forward probabilities αiwzt and the back-
ward probabilities βiwzt . Because of our generalization to the mixture case, we
need one additional quantity γiw. These three quantities are defined as follows:

αiwzt = f(zit, yi1, . . . , yit|wi), (A.1)

βiwzt = f(yi,t+1, . . . , yiT |zit, wi), (A.2)

γiw = f(wi,yi). (A.3)
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Using αiwzt , βiwzt , and γiw, one can obtain the relevant marginal posteriors as
follows:

f(wi|yi) =
γiw
f(yi)

(A.4)

f(wi, zit|yi) =
αiwztβiwzt

f(yi)
(A.5)

f(wi, zi,t−1, zit|yi) =
γiwαiwzt−1f(zit|zi,t−1, wi, yi,t−1)f(yit|zit, wi)βiwzt

f(yi)
(A.6)

where f(yi) =
∑S

wi=1 γiw, and f(zit|zi,t−1, wi, yi,t−1) and f(yit|zit, wi) are model
probabilities. The key element of the forward-backward algorithm is that the
αiwzt and βiwzt are computed using recursive schemes. The forward recursion
for αiwzt is:

αiwz1 = f(zi1|wi)f(yi1|zi1, wi), (A.7)

αiwzt =

 K∑
zi,t−1=1

αiwzt−1f(zit|zi,t−1, wi, yi,t−1)

 f(yit|zit, wi), (A.8)

for t = 2 up to t = T . The backward recursion for βiwzt is:

βiwzT = 1, (A.9)

βiwzt =

K∑
zi,t+1=1

βiwzt+1f(zi,t+1|zit, wi, yi,t)f(yi,t+1|zi,t+1, wi), (A.10)

for t = T − 1 down to t = 1. The quantity γiw is obtained as:

γiw =
K∑

zit=1

f(wi)αiwztβiwzt , (A.11)

for any t. So, first we obtain αiwzt and βiwzt for each time point and subse-
quently we obtain γiw. Next, we compute f(wi|yi), f(wi, zit|yi), and f(wi, zi,t−1,
zit|yi) using Equations A.4–A.6. In the M step, these quantities are used to ob-
tain new estimates for the model parameters appearing in Equations 2 and 3
using standard methods.

Similar recursive schemes have been proposed for obtaining the gradient vec-
tor and the observed information matrix (Lystig and Hughes, 2002). These can
be used to maximize the log-likelihood using the Newton-Raphson algorithm.

Appendix B. Forecasting performance of the proposed model

Appendix B.1. Forecasting using the proposed model

Let eit be the vector containing the probability of the process being in a
particular regime at time point t, conditional on model parameters and infor-
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mation up to t−1. The predicted values êit and ŷit, conditional on stock market
i being in latent class w, is obtained by the following recursive expressions:

êi1 = λ̂T
w, t = 1

êit = êi,t−1P̂w(yi,t−1), t > 1

ŷit = êitµ̂.

In case of a single time series and a homogeneous Markov process, this recursion
reduces to the set of equations given in Hamilton (1993, 1994). Our forecasting
tool adds two elements to the traditional forecasting by regime-switching mod-
els: first, the forecasts are done simultaneously for each cross-section, which
adds robustness to the process; second, by allowing for an inhomogeneous pro-
cess (by conditioning on the returns at time t− 1) the forecasts are tailored for
each stock market i at time t.

Appendix B.2. Forecasting using the GJR-AR(1)-GARCH(1,1) model

The the GJR-AR(1)-GARCH(1,1) model (Glosten et al., 1993) is defined by
an autoregressive process of order 1

yit = µi + ϕiyi,t−1 + uit, (B.1)

where uit = σitεit and the variance equation is

σ2
it = κi + γiσ

2
i,t−1 + αiu

2
i,t−1 + ξiI(ui,t−1 < 0)u2

i,t−1, (B.2)

where the indicator function It(ui,t−1 < 0) equals 1 if ui,t−1 < 0 and 0 otherwise.
Thus, the leverage coefficient gives additional weight to negative innovations.
The conditional distribution of errors (εit) is a Student-t with more than 2
degrees of freedom. This GARCH model was estimated for each stock market
separately. For sake of space, these results are not reported here but are available
from the first author.

Appendix B.3. Accuracy measures

The in-sample and out-of-sample fit measures are the mean square error
(MSE) and the mean absolute error (MAE), both described in Table 6.

[Table 6 about here.]

Appendix B.4. Forecasting performance

Table 7 summarizes the in-sample and out-of-sample forecasting results. As
can be seen, the model performs better for the out-of-sample period than for the
in-sample period. This can be explained by the fact that the in-sample period
contained the global financial crisis for which prediction errors were large. On
the other hand, the calm period of first semester of 2013 (part of out-of-sample
period) was described very well. We can also compare the forecasting accuracy
across countries, and define a ranking of market uncertainty. For example,
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Switzerland is the stock market with the lowest in-sample error, whereas the
United Kingdom has the lowest out-of-sample error. On the other extreme,
Russia and Turkey tend to have high forecasting errors. For some countries the
out-of-sample ranking is lower (relatively better prediction) than the in-sample
ranking (e.g., Finland and Hungary), whereas for others the reverse applies (e.g.,
Greece).

In terms of competing models, we conclude that our model performs better
in-sample than the AR(1)-GJR-GARCH(1,1) and shows similar out-of-sample
performance. These results open promising avenues for further research and
developments in terms of model forecasting.

[Table 7 about here.]
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Figure 1: Time series of price indexes for six European stock markets

     
−56.49

56.49

Czech Republic

     
−56.49

56.49

Finland

     
−56.49

56.49

Germany

     
−56.49

56.49

Russia

Jan98 Dec01 Oct05 Sep09 Jul13
−56.49

56.49

Switzerland

Jan98 Dec01 Oct05 Sep09 Jul13
−56.49

56.49

Turkey

Figure 2: Time series of returns for six European stock markets
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Figure 3: Time series of rolling means for six European stock markets (30-day window)
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window)

24



wi

zi1 zi2 ziTzi3

yi3yi1 yi2 yiT

Figure 5: The graph of the proposed model

−40 −20 0 20 40
0

0.5

1

P
ro

ba
bi

lit
y

From regime 1 to regime 1

−40 −20 0 20 40
0

0.5

1
From regime 1 to regime 2

−40 −20 0 20 40
0

0.5

1
From regime 1 to regime 3

−40 −20 0 20 40
0

0.5

1

P
ro

ba
bi

lit
y

From regime 2 to regime 1

−40 −20 0 20 40
0

0.5

1
From regime 2 to regime 2

−40 −20 0 20 40
0

0.5

1
From regime 2 to regime 3

−40 −20 0 20 40
0

0.5

1

P
ro

ba
bi

lit
y

y
i,t−1

From regime 3 to regime 1

 

 

−40 −20 0 20 40
0

0.5

1

y
i,t−1

From regime 3 to regime 2

−40 −20 0 20 40
0

0.5

1

y
i,t−1

From regime 3 to regime 3

LC 1
LC 2

Figure 6: Estimates of transition probabilities between regimes for both latent classes (LCs)

25



Figure 7: Estimated posterior latent state probabilities and modal state in latent class 1
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Figure 8: Estimated posterior latent state probabilities and modal state in latent class 2
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Table 1: Summary statistics
Stock market Mean Median Standard Skewness Kurtosis Jarque-Bera test

deviation statistics p-value
Austria (OE) 0.016 0.056 1.454 -0.348 9.694 7532.11 0.000
Belgium (BG) 0.015 0.079 1.387 -0.184 7.942 4083.96 0.000
Czech Rep. (CZ) 0.038 0.000 1.700 -0.120 15.293 25151.89 0.000
Denmark (DK) 0.028 0.077 1.424 -0.350 9.961 8139.56 0.000
Finland (FN) 0.019 0.050 2.118 -0.298 8.415 4934.37 0.000
France (FR) 0.017 0.066 1.533 -0.072 8.013 4182.10 0.000
Germany (BD) 0.013 0.083 1.488 0.087 9.917 7961.37 0.000
Greece (GR) -0.015 0.045 1.963 0.001 6.473 2003.94 0.000
Hungary (HN) 0.006 0.000 2.109 -0.164 10.583 9581.98 0.000
Ireland (IR) 0.005 0.059 1.561 -0.554 9.321 6850.14 0.000
Italy (IT) -0.001 0.051 1.610 -0.129 7.911 4020.05 0.000
Netherlands (NL) 0.004 0.067 1.515 -0.237 9.056 6136.97 0.000
Norway (NW) 0.025 0.095 1.871 -0.463 9.284 6710.94 0.000
Poland (PO) 0.022 0.056 1.940 -0.185 6.791 2411.65 0.000
Portugal (PT) -0.005 0.039 1.375 -0.227 9.927 8015.17 0.000
Russia (RS) 0.040 0.079 3.134 -1.300 41.272 244910.66 0.000
Spain (ES) 0.009 0.058 1.592 -0.006 7.890 3975.55 0.000
Sweden (SD) 0.025 0.070 1.928 0.007 6.969 2617.88 0.000
Switzerland (SW) 0.019 0.045 1.210 -0.087 7.335 3128.88 0.000
Turkey (TK) 0.018 0.057 2.983 -0.166 10.118 8444.53 0.000
United Kingdom (UK) 0.007 0.047 1.389 -0.160 10.747 9998.91 0.000

Table 2: Estimated state occupancies and Gaussian parameters within regimes
Regimes P(Z) Return (mean: µ̂k) Risk (variance: σ̂2

k)
Estimate s.e. p-value Estimate s.e. p-value

1 0.179 -0.213 0.042 0.000 15.591 0.337 0.000
2 0.532 -0.003 0.010 0.760 2.777 0.046 0.000
3 0.290 0.095 0.005 0.000 0.777 0.010 0.000

Table 3: State occupancy within latent classes
Regimes Latent class 1 Latent class 2

1 0.142 0.251
2 0.512 0.571
3 0.346 0.178
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Table 4: Estimated prior probabilities, posterior probabilities, and modal class
Latent class 1 Latent class 2 Modal

Prior probabilities 0.663 0.337
Posterior probabilities
Austria (OE) 1.000 0.000 1
Belgium (BG) 1.000 0.000 1
Czech Rep. (CZ) 1.000 0.000 1
Denmark (DK) 1.000 0.000 1
Finland (FN) 0.000 1.000 2
France (FR) 1.000 0.000 1
Germany (BD) 1.000 0.000 1
Greece (GR) 0.000 1.000 2
Hungary (HN) 0.000 1.000 2
Ireland (IR) 1.000 0.000 1
Italy (IT) 1.000 0.000 1
Netherlands (NL) 1.000 0.000 1
Norway (NW) 1.000 0.000 1
Poland (PO) 0.000 1.000 2
Portugal (PT) 1.000 0.000 1
Russia (RS) 0.000 1.000 2
Spain (ES) 1.000 0.000 1
Sweden (SD) 0.079 0.921 2
Switzerland (SW) 1.000 0.000 1
Turkey (TK) 0.000 1.000 2
United Kingdom (UK) 1.000 0.000 1
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Table 6: Measures of forecasting accuracy
Stock market i Total

In-sample

MSE 1
T

∑T
t=1(yit − ŷit)

2 1
nT

∑n
i=1

∑T
t=1(yit − ŷit)

2

MAE 1
T

∑T
t=1 |yit − ŷit| 1

nT

∑n
i=1

∑T
t=1 |yit − ŷit|

Out-of-sample

MSE 1
T∗−T

∑T∗
t=T+1(yit − ŷit)

2 1
n(T∗−T )

∑n
i=1

∑T∗
t=T+1(yit − ŷit)

2

MAE 1
T∗−T

∑T∗
t=T+1 |yit − ŷit| 1

n(T∗−T )

∑n
i=1

∑T∗
t=T+1 |yit − ŷit|

Table 7: Forecasting accuracy

Stock markets Proposed Model AR(1)-GJR-GARCH(1,1) Model

In-sample Out-of-sample In-sample Out-of-sample
MSE MAE MSE MAE MSE MAE MSE MAE

Austria (OE) 1.465 1.001 1.094 0.798 1.981 1.388 1.096 0.796
Belgium (BG) 1.391 0.983 1.270 0.929 1.884 1.341 1.269 0.930
Czech Rep. (CZ) 1.716 1.193 1.182 0.929 2.345 1.651 1.199 0.943
Denmark (DK) 1.437 1.011 1.027 0.741 1.984 1.418 1.024 0.732
Finland (FN) 2.148 1.522 1.130 0.819 3.009 2.142 1.128 0.812
France (FR) 1.545 1.096 1.204 0.898 2.162 1.559 1.204 0.894
Germany (BD) 1.503 1.069 1.048 0.777 2.084 1.503 1.046 0.771
Greece (GR) 1.953 1.373 2.162 1.575 2.613 1.874 2.177 1.583
Hungary (HN) 2.131 1.475 1.414 1.108 2.901 2.052 1.418 1.109
Ireland (IR) 1.578 1.105 0.971 0.785 2.177 1.546 0.969 0.785
Italy (IT) 1.617 1.131 1.430 1.071 2.267 1.609 1.431 1.072
Netherlands (NL) 1.532 1.067 1.011 0.737 2.130 1.502 1.009 0.733
Norway (NW) 1.894 1.305 1.171 0.851 2.660 1.836 1.169 0.847
Poland (PO) 1.961 1.406 1.294 0.923 2.630 1.957 1.305 0.930
Portugal (PT) 1.372 0.957 1.436 1.046 1.861 1.300 1.435 1.046
Russia (RS) 3.188 1.930 1.154 0.877 4.495 2.756 1.179 0.906
Spain (ES) 1.590 1.123 1.646 1.252 2.200 1.590 1.643 1.247
Sweden (SD) 1.951 1.380 1.277 0.921 2.725 1.945 1.273 0.914
Switzerland (SW) 1.219 0.877 0.936 0.707 1.695 1.236 0.934 0.704
Turkey (TK) 3.013 2.071 2.078 1.392 4.186 2.884 2.085 1.378
United Kingdom (UK) 1.405 0.977 0.882 0.638 1.990 1.394 0.880 0.637
Total 1.858 1.241 1.319 0.942 2.572 1.737 1.322 0.941
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