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a b s t r a c t

This paper addresses the Berth Allocation Problem under Time-Dependent Limitations. Its goals are to allo-

cate and schedule the available berthing positions for the container vessels arriving toward a maritime con-

tainer terminal under water depth and tidal constraints. As we discuss, the only optimization model found

in the literature does not guarantee the feasibility of the solutions reported in all the cases and is limited

to a two-period planning horizon, i.e., one low tide and one high tide period. In this work, we propose an

alternative mathematical formulation based upon the Generalized Set Partitioning Problem, which consid-

ers a multi-period planning horizon and includes constraints related to berth and vessel time windows. The

performance of our optimization model is compared with that of the mathematical model reported in the

related literature. In this regard, the computational experiments indicate that our model outperforms the

previous one from the literature in several terms: (i) it guarantees the feasibility and optimality of the so-

lutions reported in all the cases, (ii) reduces the computational times about 88 percent on average in the

problem instances from the literature, and (iii) presents reasonable computational times in new large prob-

lem instances.

© 2015 Elsevier B.V. and Association of European Operational Research Societies (EURO) within the

International Federation of Operational Research Societies (IFORS). All rights reserved.
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. Introduction

Nowadays, maritime container terminals have to face increasingly

ough requirements from shipping companies which claim real-time

ervices. This pressure is even higher for terminal managers due to

he fierce competitiveness among terminals for being selected as ex-

hange points (hubs) or origin-destination points in shipping routes.

hus, maritime container terminals have to improve their manage-

ent capabilities with the objective of enhancing their productivity.

n this regard, an inefficient use of resources is translated into a bot-

leneck or a delay of the yard-side and land-side operations. This fact

ives rise to a low overall productivity of the maritime container ter-

inal. Notteboom (2006) indicates that 93.6 percent of the delays in

he vessel schedules are attributable to terminal operations. In this

ontext, the berth allocation operation can be highlighted as one of

he most important ones, since it has a significant impact on termi-

al productivity (Beškovnik, 2008). Moreover, one of the main indi-

ators used by the shipping companies to measure the performance

f a certain maritime container terminal is the berth productivity, in
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erms of dwell time on berths and waiting time for a free berth (Yeo,

010). Therefore, it becomes crucial for the container terminals to ef-

ciently use the berths with the goal of improving their productivity

nd making them more attractive.

The berthing process consists of several phases carried out se-

uentially. Once a container vessel arrives to a port, a berth is as-

igned to it according to its particular features (e.g., dimensions,

towage plan, contractual agreements, etc.). Once the vessels are

erthed, their containers are unloaded and transferred to the yard,

here they are stored temporally. Finally, the containers are loaded

nto trucks, trains, or other vessels to continue throughout their route.

xhaustive descriptions of the processes within each phase can also

e consulted in the works by Steenken, Voß, and Stahlbock (2004),

tahlbock and Voß (2008), and Rashidi and Tsang (2013).

Complex planning and management problems arise in each one of

he aforementioned phases. In this regard, the inherent interrelation

mong the operations involves to treat the problems arisen at each

hase and integrate them within functional schemes (i.e., by prepro-

essing or by feedback). Some examples of schemes can be consulted

n the works Meisel and Bierwirth (2006), Meisel (2009), Meisel

nd Bierwirth (2013), and Lalla-Ruiz, Expósito-Izquierdo, Melián-

atista, and Moreno-Vega (2013). Thus, the effective scheduling of

he isolated operations arising at each phase such as berth allocating
EURO) within the International Federation of Operational Research Societies (IFORS).
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incoming vessels may lead to an improvement of the overall perfor-

mance of the terminal. This can be seen in the fact that a poor utiliza-

tion of berths affects the yard-side (e.g., container arrival/departure

schedule, container transshipment operations) and land-side oper-

ations (e.g., train or truck container pick-up schedule). Hence, this

would result in a low overall productivity of the container terminal,

and therefore dissatisfaction of the shipping companies.

The previous discussion leads to the definition of a logistic prob-

lem known as Berth Allocation Problem. Its objective is to assign

berthing positions along the quay to incoming container vessels. As

indicate by Imai, Nishimura, and Papadimitriou (2001a), the berth al-

location problem may be frequently solved since berth space is very

limited at most container terminals as well as the high interrelation

with other related problems (Meisel, 2009), and thousands of con-

tainers must be handled daily. Thus an effective berth allocation is

crucial (i) for the efficient management of the container flows, (ii)

minimize ships waiting time, and (iii) maximize port’s turnaround

(Rashidi & Tsang, 2013).

When determining the berth schedule, the maritime container

terminal has to consider several factors, such as the vessel and berth

time windows, number of loaded/unloaded containers, water depth,

and tide constraints. In this regard, those maritime container termi-

nals strongly affected by the tide, the water depth constraints have to

consider the specific berth depth, vessel drafts, and tidal conditions

over time. Therefore, in order to allocate incoming vessels to berthing

positions, terminal managers have to take into account not only berth

depths and vessel drafts, but also their arrival and berthing time. In

this regard, the available depth at low tide may not be adequate for

berthing some vessels since it can give rise to accidents or delays. In

other situations, the vessels may require high tide for going through

certain sections of their route when they are fully loaded. Moreover,

empty vessels may not be able to pass under bridges at high tide. In

this context, container terminal managers and shipping companies

are aware that a small delay in the service for awaiting proper tidal

conditions may be amplified to a greater delay. This fact may result in

outstanding economical losses and competitiveness.

The aforementioned issues give rise to the definition of the Berth

Allocation Problem under Time-Dependent Limitations (BAPTL),

which was introduced by Xu, Li, and Leung (2012). In this problem,

the water depth of the berths (subject to the tidal conditions), the

draft of the vessels, and the priorities of the vessels are considered.

The main contributions of this paper are the following:

• The optimization model proposed by Xu et al. (2012) for the BAPTL

is limited to only a two-period planning horizon, i.e., one low

tide period and one high tide period. However, as discussed in

Section 3.2, when a longer planning horizon is required for pro-

viding a solution, this model extends the second period, either

low-tide or high-tide to infinity. This may produce infeasible solu-

tions in practice due to the fact that some vessels can be assigned

to infeasible positions. On the other hand, in some cases, those

infeasible solutions may have a better objective value than feasi-

ble ones within the two-period time horizon. Thus, in this work,

we address this by proposing additional constraints to ensure the

feasibility of the solutions.
• Developing a mathematical model based upon the Generalized

Set-Partitioning Problem (GSPP), and termed GM-BAPTL for the

BAPTL that considers a multi-period planning horizon. As dis-

cussed in this paper, this model overcomes those scenarios in

which the model proposed by Xu et al. (2012) reports infeasi-

ble solutions. The computational experiments indicate that GM-

BAPTL is able to solve all the problem instances from the literature

to optimality in less than 0.5 second, which constitutes a reduc-

tion of about 88 percent in the computational time.
• Including container vessel and berth time windows in the defi-

nition of the BAPTL. This variant of the problem is referred to as
Berth Allocation Problem under Time-Dependent Limitations and

Time-Windows (BAPTL-TW), whereas the variant of GM-BAPTL

for addressing the BAPTL-TW is termed GM-BAPTL-TW. In order to

evaluate the performance of those set partitioning aimed at solv-

ing BAPTL and BAPTL-TW, a benchmark suite is proposed.

The remainder of this paper is organized as follows. The literature

eview is presented in Section 2. The BAPTL is introduced in Section 3.

he Generalized Set-Partitioning-based mathematical models for the

APTL and BAPTL-TW are provided in Section 4. Afterwards, the com-

utational experiments carried out in this work are summarized in

ection 5. Finally, the main conclusions extracted from the work and

everal lines for further research are drawn in Section 6.

. Literature review

A considerable number of papers concerning the Berth Alloca-

ion Problem (BAP) have been published in the literature over the

ast years. It has been studied in the literature at operational, tactical,

nd strategic levels. At operational level, the time horizon goes from

ne day to one week and the BAP at this level is aimed at optimizing

he delays and waiting times of container vessels as well as maxi-

ize port’s turnaround. The tactical level covers tasks ranging from

ne week up to several months. Some of the BAP objectives at this

evel aims to optimize the transshipment flows among vessels, cy-

ling visiting of the vessels, fulfillment of contracts among shipping

ompanies and terminal managers, route design, etc. The planning at

trategic level has the longest horizon, which goes from one up to sev-

ral years. In this level, the decisions tackled are related to the market

nd trade selection, establish specific and dedicated berths, strate-

ic cooperation agreements between terminal and shipping compa-

ies, etc. For a more detailed description, the reader is referred to the

orks by Christiansen, Fagerholt, Nygreen, and Ronen (2007), Vis and

e Koster (2003), and Bierwirth and Meisel (2010).

Due to the large variety of maritime terminal layouts, research has

roduced a multitude of variants for the BAP. According to the clas-

ification proposed by Bierwirth and Meisel (2010), the BAP can be

istinguished between the static version (SBAP) and the dynamic ver-

ion (DBAP). In the static version, vessels are in port before starting

he planning horizon. Imai, Nagaiwa, and Tat (1997) study this ap-

roach. The SBAP can be reduced to a classical assignment problem,

hich is known to be polynomially-solvable (see Pinedo, 2008). The

BAP is presented as an extension of the SBAP by Imai, Nishimura,

nd Papadimitriou (2001b), in which vessels can arrive at any mo-

ent of the planning horizon. Since the difficulty when finding

n optimal solution accurately, they develop a heuristic based on

sub-gradient method with a Lagrangian relaxation. Monaco and

ammarra (2007) present a stronger formulation for the DBAP and

evelop a Lagrangian relaxation with a non-standard multiplier ad-

ustment method for solving it. Nishimura, Imai, and Papadimitriou

2001) extend the DBAP by considering different water depths and

mai, Nishimura, and Papadimitriou (2003) also include vessels pri-

rities. Cordeau, Laporte, Legato, and Moccia (2005) introduce two

ormulations for the DBAP, where the major difference lies on the

onsideration of the quay. While in one formulation a discrete quay

s considered, in the other one a hybrid approach is studied. In or-

er to solve them, two Tabu Search algorithms are proposed. Buhrkal,

uglian, Ropke, Larsen, and Lusby (2011) review the three main math-

matical formulations for the DBAP. They highlight that the most

ppropriate one in terms of quality of the solutions and time re-

uirement is based on a Generalized Set Partitioning Problem pro-

osed by Christensen and Holst (2008). Lalla-Ruiz, Melián-Batista,

nd Moreno-Vega (2012) address the discrete case of the DBAP by

roposing an effective and efficient Tabu Search with Path-Relinking.

he work by de Oliveira, Mauri, and Lorena (2012) presents a Clus-

ering Search (CS-SA) with Simulated Annealing for solving the DBAP.
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his algorithm provides optimal solutions in all the largest instances

roposed by Cordeau et al. (2005). In this regard, Ting, Wu, and

hou (2014) propose a Particle Swarm Optimization algorithm for

ddressing the DBAP, which is able to obtain optimal solutions by

horter computational times than CS-SA. Moreover, Hansen, Oguz,

nd Mladenovic (2008) take into account the costs for waiting and

andling as well as earliness or tardiness of completion with the pur-

ose of including priorities. Also, they consider a handling cost asso-

iated with each berth that varies depending on which berth is used.

Variable Neighborhood Search is developed for addressing it.

Concerning spatial constraints, the BAP can be mainly classified

s discrete, continuous, or hybrid. For further details the reader is

eferred to the work by Bierwirth and Meisel (2010). The discrete

ase presents a quay divided into sections called berths. Some re-

ated works that address this variant are those presented by Imai et al.

2001b), Nishimura et al. (2001), Cordeau et al. (2005), and Lalla-Ruiz,

onzález-Velarde, Melián-Batista, and Moreno-Vega (2014). In the

ontinuous case, there is no division of the quay, so that any incom-

ng vessel can be assigned to the quay taking into account its spatial

easures. Some works related to this consideration are due to Lim

1998), Park and Kim (2002), and Wang and Lim (2007). In the hybrid

ersion of the BAP, the quay is divided into berths, but a vessel can

ccupy more than a single berth or share it with other container ves-

els. Other spatial constraints are described by Cordeau et al. (2005),

mai, Chen, Nishimura, and Papadimitriou (2008) and Cheong, Tan,

iu, and Lin (2010).

Although some of the above considerations regarding physical fac-

ors consider water depth (Cheong & Tan, 2008; Cheong et al., 2010;

uldogan, Bulut, & Tasgetiren, 2012; Nishimura et al., 2001), only a

ew works in the literature take into account tidal constraints. This is

he case of the works by Barros, Costa, Oliveira, and Lorena (2011) and

u et al. (2012).

Barros et al. (2011) develop a berth allocation model with tidal

ime windows in bulk ports, where the vessels are allocated mainly

onsidering a set of tidal time windows. They propose a set of in-

tances for this problem, in which most of them include a single

erth, whereas only one problem instance considers three berths. For

ddressing the problem, the authors propose a Simulated Annealing-

ased algorithm, which solves the instances in a reasonable computa-

ional time and provides high-quality solutions. The authors highlight

he benefits of this approach to be used in a decision support system

n the terminal of São Luís (Brasil).

Xu et al. (2012) consider the Berth Allocation Problem under Time-

ependent Limitations (BAPTL) due to tidal conditions. The container

essels have to be allocated to berths considering different tide pe-

iods, which cause changes in the water depth of the berths. They

ormulate the BAPTL limited to a two-period planning horizon as a

ixed Integer Linear Programming model. Additionally, they propose

set of instances based on real data and an algorithmic procedure

or solving them. However, despite the fact that only two periods are

onsidered by these authors, some instances require more than two

eriods. In those cases, the mathematical model is not able to limit

he planning horizon to two periods and extend the second period

o infinity. As discussed in Section 3.2, this implies that the model

rovides infeasible solutions in the majority of the instances under

nalysis.

. Berth Allocation under Time-Dependent Limitations

The Berth Allocation Problem under Time-Dependent Limitations

BAPTL) was introduced by Xu et al. (2012). It seeks to determine the

erthing position and berthing time for those container vessels ar-

iving to a maritime container terminal considering external limiting

actors, such as water depth and tidal constraints in such a way that

he service time of each vessel is minimized.
In the BAPTL, the time horizon is divided into regular intervals by

parameter T, which represents the time point where the tide level

as reached a certain threshold. The resulting intervals represent the

ow and high tide periods. Namely, a low-water period (LW), defined

n [0, T] and a high-water period (HW), defined in [T, ∞). According

o Xu et al. (2012) the second time period is extended to the infinity,

hat is, it does not have a superior time limit. This assumption leads

o infeasible solutions as discussed in Section 3.2. Despite the fact

hat these intervals can be swapped in order to have other scenarios,

.e., LW-HW or HW-LW, the computational results presented by Xu

t al. (2012) show that swapping intervals from low-tide to high tide

r vice versa for obtaining new scenarios does not increase or change

he complexity of the problem. Furthermore, in the BAPTL there is a

et of incoming container vessels N = {1, 2, . . . , n} and a set of avail-

ble berths M = {1, 2, . . . , m}. For each vessel j ∈ N, there is a given

ervice time pj, arrival time aj, weight priority v j, high-water berth

ndex Hj and low-water berth index Lj, where Lj, Hj ∈ {1, 2, . . . , m}.

egarding this notation, a vessel j ∈ N in high-water period can be as-

igned to berths Hj, Hj + 1, . . . , m. Similarly, during a low-water pe-

iod, a vessel j can be assigned to berths L j, L j + 1, . . . , m. According

o this, in high and low-water periods, vessels cannot be assigned to

erths 1, 2, . . . , Hj − 1 / L j − 1, respectively. It should be noted that

he tide level and vessel draft are taken into account in the Lj and Hj

arameters.

.1. Mixed Integer Linear Programming formulation for the two-period

APTL

With the aim of making this paper self-contained and for includ-

ng additional constraints to the already proposed model, in the fol-

owing we report the mathematical formulation proposed by Xu et al.

2012) for the BAPTL. We will refer to this model as M-BAPTL. The fol-

owing notations are used.

N Set of n container vessels

M Set of m berths

T Time point at which the tide level has reached a certain

threshold

Lj Low-water berth index, L j ∈ {1, 2, . . . , m}, j ∈ N

Hj High-water berth index, Hj ∈ {1, 2, . . . , m}, j ∈ N

pj Processing time of container vessel j ∈ N

aj Arrival time of container vessel j ∈ N

v j Weight priority of container vessel j ∈ N

The decision variables are shown below:

xij ∈ {0, 1}, equal to 1 if container vessel j is assigned to berth

i, and 0 otherwise.

Ii j j′ ∈ {0, 1}, equal to 1 if container vessels j and j′ (j �= j′) are

both assigned to berth i and vessel j is processed before ves-

sel j′, and 0 otherwise.

sj Starting time of the processing of container vessel j

The M-BAPTL is stated as follows:

in
∑
j∈N

v j(s j + pj − aj) (1)

subject to

i∈M

xi j = 1, ∀ j ∈ N (2)

j ≥ aj, ∀ j ∈ N (3)

j′ ≥ s j + pj − M(1 − Ii j j′), ∀ j, j′ ∈ N, s.t. j �= j′,∀i ∈ M (4)

i j j′ + Ii j′ j ≤ 1

2
(xi j + xi j′), ∀ j, j′ ∈ N, s.t. j < j′,∀i ∈ M (5)

i j j′ + Ii j′ j ≥ xi j + xi j′ − 1, ∀ j, j′ ∈ N, s.t. j < j′,∀i ∈ M (6)

i j = 0, ∀ j ∈ N, (i = 1, 2, . . . , Hj − 1) (7)
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s j ≥ Txi j, ∀ j ∈ N, (i = 1, 2, . . . , L j − 1) (8)

xi j ∈ {0, 1}, ∀ j ∈ N,∀ j ∈ M (9)

Ii j j′ ∈ {0, 1}, ∀ j, j′ ∈ N, s.t. j �= j′,∀ j ∈ M (10)

The objective function (1) minimizes the weighted sum of

turnaround times of the incoming container vessels. Constraints (2)

ensure that each container vessel is assigned to a single berth. Con-

straints (3) guarantee that the processing time of each container ves-

sel starts after its already arrived time at the terminal. Constraints (4)

state that if vessels j and j′ are both assigned to berth i and vessel j

is processed before vessel j′ (i.e., Ii j j′ = 1), then, the starting time of

vessel j′ cannot be earlier than s j + p j . Constraints (5) and (6) ensure

that one of Ii j j′ and Ii j′ j is equal to 1 if vessels j and j′ are both as-

signed to berth i. They also ensure that Ii j j′ = Ii j′ j = 0 if one of vessels

j and j′ is not assigned to berth i. Constraints (7) do not allow vessel j

to be assigned to berths 1, 2, . . . , Hj − 1. Constraints (8) do not allow

vessel j to be assigned to berths 1, 2, . . . , L j − 1 during period [0, T].

Finally, constraints (9) and (10) are the integrability constraints for

the different kinds of variables.

3.2. Improving the M-BAPTL Formulation

According to Xu et al. (2012), the M-BAPTL is limited to only two

single periods, i.e., one low-water and high-water period. However,

when the departure time of a container vessel exceeds the two-

period planning horizon, the M-BAPTL reports infeasible solutions in

some cases, since it extends the second period (either low or high

tide period) to infinity. For example, considering the LW-HW sce-

nario, if a vessel is appropriately berthed during the second period

(high-water) and its departure exceeds the end of the second period.

Then, according to M-BAPTL, the solution would still be feasible, even

though the draft of the vessel is greater than the berth water depth

due to the change of tide (which returned to low-water). An illus-

trative example of this can be consulted in Section 5.1.1, where the

optimal solution provided by M-BAPTL for a problem instance is de-

picted. Moreover, in some cases, although an appropriate optimal so-

lution can be obtained during the two-period time horizon, M-BAPTL

can provide an infeasible optimal solution if it presents a better ob-

jective value. That is the case in which a vessel stay goes beyond the

two-period time horizon and the berth where it is allocated turns

to be infeasible, and the objective value of that solution presents a

better objective function value than a feasible solution within the

two-period horizon. Finally, it should be noted that in other cases, the

solution may remain feasible if the vessel draft is lower than the berth

water depth at low tide. In the following, we provide some ways to

overcome this issue.

1. Two-period limiting constraints: This set of constraints is aimed at

restricting the planning horizon to only two periods in order to

enable M-BAPTL to solve to optimality or prove that no solution

exists within that horizon. Moreover, these constraints are useful

for discarding some cases where, as previously commented, be-

sides an appropriate optimal solution can be obtained during the

two-period time horizon, the M-BAPTL provides an infeasible op-

timal solution since it reports a better objective value than the

feasible solution within the two periods. In this regard, the prob-

lem instances presented by Xu et al. (2012) are not appropriate

since the majority of them require a longer time horizon. This can

be easily deduced from the instance data of one of their instances

reported in Section 5.1.1, where the sum of the available time of

the berths equals to 72 for the two-period time horizon is lower

than the sum of service times of the vessels without even taking

into account their arrival times which is equal to 77.
Constraints (11) state that each vessel j ∈ N has to be processed

before the end of the two-period planning horizon, T:

s j + pj ≤ 2 · T ∀ j ∈ N (11)

By adding these constraints to the M-BAPTL formulation, it will

be able to ensure feasible solutions or prove that no solution ex-

ists for those instances where the required planning horizon is

longer than two periods. In the remainder of this paper, the math-

ematical formulation including these constraints is referred to as

M∗-BAPTL.

2. Constraints for providing suboptimal solutions: The constraints pro-

posed in the previous point only enable M-BAPTL to provide fea-

sible solutions or prove that no solution exists for the two-period

planning horizon. However, for practical matters, in those cases

where no solution can be provided by M-BAPTL due to the plan-

ning horizon (i.e., a large number of vessels to be allocated beyond

two periods), a feasible schedule despite of the number of periods

could be required in practice. Hence, additional constraints aimed

at allowing M-BAPTL to provide feasible suboptimal solutions re-

gardless of the number of periods are required. With this goal in

mind, we propose new constraints that allow M-BAPTL to provide

suboptimal solutions in those scenarios where M∗-BAPTL will not

provide any solution. To do that, the constraints from the formula-

tion of M-BAPTL (7) and (8) should be removed, and the following

constraints (12) should be included:

xi j = 0, ∀ j ∈ N, (i = 1, 2, . . . , max(L j, Hj) − 1) (12)

Constraints (12) state that each vessel j ∈ N can be berthed at one

of those berths that allows a safety service regardless of the situ-

ation of the tide.

. BAPTL Generalized Set-Partitioning Approach

In this work, we propose an alternative mathematical formulation

or the BAPTL termed GM-BAPTL and based upon the Generalized Set-

artitioning Problem (GSPP). Through this reformulation the previous

eaknesses of M-BAPTL are addressed, allowing to obtain a feasible

olution in all cases by appropriately considering the change of tides.

n the related literature, several optimization problems such as Air-

rew Scheduling Problem, Network Design Problem, Vehicle Routing

roblem, Berth Allocation Problem, etc., have been already formu-

ated as a Set Partitioning Problem.

GM-BAPTL is described as follows. There is a set of columns de-

oted as � that composes the GSPP matrix. Each column repre-

ents a feasible berthing assignment of a single container vessel in

ccordance with the constraints established by the problem (see

ection 3.1). This matrix is composed of two sub-matrices, denoted

s A and B, both containing |�| columns. Matrix A = (Aiω) contains a

ow for each vessel, and Aiω = 1, if and only if column ω represents

feasible assignment of vessel i ∈ N. Therefore, the time-dependent

onstraints and the vessel drafts are then considered. Each column of

contains exactly one non-zero element. Matrix B = (Bpω) contains

row per (berth, time) position. The rows of B are indexed by the ele-

ents belonging to set P by means of time steps of the problem time

orizon. Since in BAPTL the planning horizon is not directly specified

n the parameters of the problem, it can be calculated by means of a

athematical method or by considering the worst possible case. That

s,

P| =
((∑

i∈N

pi

)
+ max (ai)i∈N · λ

)
· m, (13)

here λ is the number of tide indexes, i.e., λ = 2 since we have two

ndexes, one for low-tide (L) and one for high-tide (H). The entry Bpω

s equal to 1, if and only if, a position p ∈ P is contained in the as-

ignment that column ω represents and the related container vessel
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Algorithm 1: Procedure for determining the number of columns

1 Initialize the total number of columns, nCol → 0

2 for (i=1,2,…,m) do

3 for (j=1,2,…,n) do

4 for (t=a j,a j+1,…,|P| − p j) do

5 if (mod(t,2T)≥T) then

6 possibleBerth = Hj

7 else

8 possibleBerth = L j

9 if (i ≥ possibleBerth) then

10 if (mod(t+p j-1, 2T) ≥ T) then

11 possibleBerth = Hj

12 else

13 possibleBerth = L j

14 if (i ≥ possibleBerth) then

15 Generate column for vessel j at berth i starting

in time step t

16 Increase the total number of columns, nCol , one

unit

17 return nCol
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s able to berth in the specific time condition. As can be checked |P|

epends on the number of vessels, number of tide indexes as well

s arrival and processing times. The cost cω of any column ω ∈ � is

he service time of the respective position assignment and it is mul-

iplied by the priority factor w j . A binary decision variable xω is equal

o 1 if column ω is used in the solution, and 0 otherwise. Therefore,

M-BAPTL is stated as follows:

in
∑
w∈�

cwxw (14)

ubject to∑
∈�

Aiwxw = 1, ∀ i ∈ N (15)

∑
∈�

Bpwxw ≤ 1, ∀ p ∈ P (16)

w ∈ {0, 1}, ∀ w ∈ � (17)

The objective function (14) minimizes the service time of the con-

ainer vessels. The set of constraints (15) ensures that all the vessels

re served. Finally, the constraints (16) guarantee that at a time in-

erval, in a berth, only one vessel can be served. Constraints (17) are

tandard binary restrictions on the decision variables.

Table 1 (a) illustrates an example of GM-BAPTL matrix for a prob-

em instance composed of n = 3 container vessels, m = 2 berths, and

prefixed time horizon of 4 time steps. Times 1 and 2 correspond to

he low tide, whereas times 3 and 4 to the high tide. In order to ease

he understanding of this example, it has been included a column that

elimits the sub-matrices A and B explained above. Table 1(b) sum-

arizes the arrival time, aj, processing time, pj, and draft of each con-

ainer vessel. Regarding the time point T when the tide changes, in

his example it is set to 2. Table 1(c) indicates the possible berths for

ach vessel depending on the state of the tide. Additionally, Table 1(d)

ndicates the water depth of the berths during low-tide (wdL) and

igh-tide (wdH). As can be seen, |�| = 13; that is, 13 feasible single

ssignments are included when filling the matrix.

Since container vessel 1 can be assigned to any berth (L1 = 1 and

1 = 1) regardless of the state of the tide, all the possible schedules

re included for the planning horizon (columns 1–6). The tidal in-

exes of container vessel 2 (L2 and H2) indicate that at low tide this

essel can only be allocated to berth 2, while at high tide vessel 2 can

erth at berths 1 or 2 (columns 7–10). Concerning vessel 3, it is un-

ble to be berthed at any time in berth 1 (L3 = H3 = 2). Hence, all its

ossible assignments are located at berth 2 (columns 11–13).

As discussed in Section 3.2, the mathematical model proposed by

u et al. (2012) is limited to a two-period planning horizon. Never-

heless, GM-BAPTL allows to consider a planning horizon equal to or

arger than two periods. This issue has to be taken into account only

hen creating the sub-matrices A and B.

In this regard, we propose the following statements to be con-

idered when filling the GSPP matrix. Through these statements, se-

ecting feasible berths according to the tidal indexes Lj and Hj when

reating the matrices A and B is ensured.

• If T > mod(s j, 2T) ≥ 0 and p j ≤ (T − mod(s j, 2T)) for a vessel j ∈
N, then the index corresponding to [0, T] is considered.

• If T > mod(s j, 2T) ≥ 0 and p j > (T − mod(s j, 2T)) for a vessel j ∈
N, then the index considered is the most restrictive one, that will

be the one corresponding to low-water period.
• If 2T > mod(s j, 2T) ≥ T and p j ≤ (2T − mod(s j, 2T)) for a vessel

j ∈ N, then the index corresponding to [T, 2T] is considered.
• If 2T > mod(s j, 2T) ≥ T and p j > (2T − mod(s j, 2T)) for a vessel

j ∈ N, then the index considered is the most restrictive one, that

will be the one corresponding to low-water period.

As can be checked, with these statements when filling the GSPP

atrix allows to solve the BAP-TL also for more than two-periods.
t should be noted that in the case of M∗-BAPTL, it is restricted

o two-period if the user wants to solve to optimality using the

odel proposed by Xu et al. (2012) or solve to a sub-optimal so-

ution (not restricted to two periods) using the model (Xu et al.,

012) with the additional constraints proposed in point (2) of

ection 3.2.

Furthermore, these statements together with the calculation of

are used when determining the GSPP matrix. Its dimensions de-

end on |P| + n and the number of columns, |�|. In this regard, P

s given by Eq. (13) and it depends on the number of vessels, the

umber of berths and processing times. However, the number of

olumns is determined by all the possible assignments of each ves-

el. Therefore, in order to obtain the size of the problem correctly,

he number of columns has to be determined, thus, Algorithm 1

is proposed. Through it, the number of columns |�|, termed as

Col, is determined. This value is obtained considering all the pos-

ible allocations of each vessel j ∈ N at each berth i ∈ M start-

ng from their arrival time t = a j and covering the complete time

orizon |P|.

.1. BAPTL with time-windows

In the original formulation proposed by Xu et al. (2012), berth

nd container vessel time windows constraints are not considered.

owever, as pointed out by Yang, Zhang, and Lam (2013), Ting et al.

2014), and Moorthy and Teo (2006), in practical applications the

ontainer vessels and berths may have time windows. These time

indows may be due to contractual agreements between the port

nd shipping companies. For instance, maximum possible time that a

ontainer vessel can stay at the terminal without prejudicing its per-

ormance, or other contractual conditions with additional container

erminals. Furthermore, regarding the berths, they may have time

indows for establishing their availability, which depends on the

erminal planning. In this regard, numerous container terminals are

losed for cargo handling during nights or weekends (Christiansen

t al., 2007). This feature becomes very significant when cargo han-

ling time is longer than one working day or it is scheduled at the end

f the week. This could mean that the vessel would have to stay idle

uch of the time in port. Therefore, the container vessel service time
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Table 1

Example of the BAPTL using GM-BAPTL for n = 3 container vessels, m = 2 berths, and a time horizon of 4 time

steps.

(a) GSPP Matrix

x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13

Cost c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13

A
Vessel 1 1 1 1 1 1 1
Vessel 2 1 1 1 1
Vessel 3 1 1 1

B

Berth 1 / time 1 1
Berth 1 / time 2 1 1
Berth 1 / time 3 1 1 1
Berth 1 / time 4 1 1

Berth 2 / time 1 1 1
Berth 2 / time 2 1 1 1 1 1
Berth 2/ time 3 1 1 1 1 1
Berth 2 / time 4 1 1 1

(b) Characteristics of the con-
tainer vessels

Vessel aj pj Draft (m.)

1 1 2 12.0
2 1 2 15.0
3 2 1 16.5

(c) Vessels tidal in-
dexes

Vessel Lj Hj

1 1 1
2 2 1
3 2 2

(d) Berth water depths

Berth wdL (m.) wdH (m.)

1 14.0 16.0
2 17.0 18.0

Table 2

Numerical example for the BAPTL-TW.

(a) GSPP Matrix

x1 x2 x3 x4 x5 x6 x7

Cost c1 c2 c3 c4 c5 c6 c7

A
Vessel 1 1 1 1
Vessel 2 1 1
Vessel 3 1 1

B

Berth 1 / time 1 1
Berth 1 / time 2 1 1
Berth 1 / time 3 1
Berth 1 / time 4

Berth 2 / time 1
Berth 2 / time 2 1 1 1
Berth 2 / time 3 1 1 1 1
Berth 2 / time 4 1

(b) Vessels information

Vessel pj
Time Windows

Draft (m.)aj dj

1 2 1 3 12
2 2 2 4 15
3 1 2 3 16.5

(c) Vessels tidal indexes

Vessel Lj Hj

1 1 1
2 2 1
3 2 2

(d) Berths related tidal information

Berth wdL (m.) wdH (m.)
Time Windows
b ai b di

1 14 16 1 3
2 17 19 2 4
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will depend not only on their arrival and handling times, but also on

the schedule of the berths. Consequently, due to the importance and

influence of the berths and vessels time windows in the management

of the terminal, this paper proposes additional constraints for GM-

BAPTL. This new problem is referred to as Berth Allocation Problem

under Time-Dependent Limitation with Time Windows (BAPTL-TW).

Moreover, since the BAPTL-TW lies within the operational level, the

time window constraints are considered within the complete time

horizon.

The BAPTL-TW includes the following notations as problem data

for including the time windows:

dj Maximum departure time of vessel j

b_ai Start of berth i availability

b_di End of the berth i availability

The time windows corresponding to berth i ∈ M and vessel j ∈ N

are [b_ai, b_di] and [ai, di], respectively. It should be mentioned that

the mathematical formulation for the BAPTL-TW is the same as GM-

BAPTL (see Section 4) since the time windows only affect when cre-

ating the matrices A and B. However, in this case the number of rows,

P, of matrix B can be set to |P| = ∑
i∈M (b_di − b_ai).

As stated above, the time windows in BAPTL-TW are only taken

into account when creating the sub-matrices A and B. Hence, when

generating the � columns the following constraints are taken into

account:

s j + pj ≤ dj ∀ j ∈ N (18)

s j + pj ≤ b_di ∀ j ∈ N,∀i ∈ M (19)

(s j − b_ai) · xi j ≥ 0 ∀ j ∈ N,∀i ∈ M (20)

Constraints (18) establish the maximum possible departure time

for the vessels, whereas the berths time windows are defined by con-

straints (19) and (20). Note that constraints (20) are not linear, never-

theless, these constraints are only considered when filling the A and

B matrices. Finally, as can be checked, the time windows considered

are hard in the sense that only feasible columns satisfying these con-

straints are generated. Therefore, in accordance with constraints (15)

all the vessels have to be served within their time windows.

The GSPP matrix size to properly provide feasible solutions will

depend on |P + n| and the number of columns, |�|. In this regard,

for determining it, Algorithm 1 can be used by changing line 4 to

max(a j, b_ai) to indicate the starting point of all the allocations for

each vessel j ∈ N.
Table 2 illustrates an example of the BAPTL-TW for a problem in-

tance composed of n = 3 container vessels, m = 2 berths, and a time

orizon of 4 time steps. Table 2(b) reports the processing time pj, ar-

ival time aj, maximum departure dj, and draft of the container ves-

els. Table 2(c) shows the possible berths where each container vessel

an berth depending on the state of the tide. Table 2(d) indicates the

ater depth of the berths during low-tide (wdL) and high-tide (wdH),

nd the time window of each berth (b_ai, b_di). Regarding the time

oint in which the tide changes, we set T = 2. In this example, the to-

al number of columns that represent all the single assignments of the

essels is |�| = 7, which is shorter than the total number of columns

enerated for the same example without time windows depicted in

ection 4. This is due to the constraints added caused by the time

indows. Concerning the allocation of the container vessels, vessel 1

an be assigned regardless the state of the tide (L1 = H1 = 1). Hence,

y considering its time window and the availability of the berths, the

olumns related to the feasible assignments of vessel 1 are defined in
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Table 3

Description of the problem instances for assessing BAPTL.

Note that sets that range from 3 × 09 to 8 × 24 corre-

spond to the instances from the literature by Xu et al.

(2012). The instance sets that range from 6 × 30 to 8 ×
50 correspond to the instances proposed in this work.

Set No. instances Effect m n T

3 × 09 10 Small 3 9 12

3 × 09 10 Big 3 9 12

4 × 12 10 Small 4 12 12

4 × 12 10 Big 4 12 12

5 × 15 10 Small 5 15 12

5 × 15 10 Big 5 15 12

6 × 18 10 Small 6 18 12

6 × 18 10 Big 6 18 12

7 × 21 10 Small 7 21 12

7 × 21 10 Big 7 21 12

8 × 24 10 Small 8 24 12

8 × 24 10 Big 8 24 12

6 × 30 5 Small 6 30 12

6 × 30 5 Big 6 30 12

7 × 40 5 Small 7 40 12

7 × 40 5 Big 7 40 12

8 × 50 5 Small 8 50 12

8 × 50 5 Big 8 50 12
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Table 4

Data of instance 0 from instance set 3 × 09

Big (Xu et al., 2012).

Vessel aj pj v j Lj Hj

1 12 3 8 3 1

2 9 12 8 3 1

3 6 10 2 3 1

4 0 12 8 1 1

5 9 8 6 3 1

6 2 10 4 2 1

7 12 4 10 1 1

8 12 11 9 2 1

9 10 7 1 3 2
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X
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M

olumns 1–3. Container vessels 2 and 3 cannot be berthed in berth 1

uring low tide (L2 = 2, L3 = 2). Although vessel 2 can be assigned to

erth 1 during the high-water period (H2 = 1), it cannot be allocated

n that berth due to the time window of the berth (b_a1 < s2 + p2).

inally, container vessel 3 is only able to berth in berth 2 due to the

ater depth.

. Computational experiments

This section is devoted to present the computational experiments

arried out with the goal of assessing the performance of the opti-

ization model based on Set Partitioning proposed in this work for

he BAPTL. Additionally, we also assess its performance when ad-

ressing the extension of the BAPTL with vessel and berth time win-

ows introduced in Section 4.1. All the reported computational ex-

eriments presented hereunder have been conducted on a computer

quipped with an Intel 3.16 GHz and 4 GB of RAM. Moreover, the opti-

ization models have been implemented by using CPLEX 12.31 with

n execution time limit of 1 hour for each problem instance.

In order to assess the performance of GM-BAPTL, the set of in-

tances proposed by Xu et al. (2012) and a new set of instances gen-

rated in the same way as described in that work are used. More-

ver, to consider the time windows constraints related to vessels and

erths, a new problem data set including the vessel and berth time

indow parameters (dj, b_ai, b_di) as discussed in Section 4.1 have

een added. These instances have been generated considering the

nes from the work proposed by Cordeau et al. (2005).

Table 3 summarizes the characteristics of the problem instances

ackled in this work. Column Set is used to differentiate the set of in-

tances by means of size, column Effect shows the tidal influence re-

arding the impact on the container vessel assignment, and columns

and n indicate the number of berths and container vessels, respec-

ively. Finally, the value of the time point where the tide level has

eached a certain threshold is reported under the heading T. The dis-

inction of the instances is as follows. The instance sets that range

rom 3 × 09 to 8 × 24, correspond to the instances from the litera-

ure. The instance sets that range from 6 × 30 to 8 × 50 correspond

o the instances proposed in this work.2
1 http://www-01.ibm.com/software/commerce/optimization/cplex-optimizer/.
2 https://sites.google.com/site/gciports/tidal-berth-allocation-problem.

h

X

p

w

.1. Computational results for the literature instances for the

wo-period BAPTL

As discussed in Section 3.2, the majority of the instances proposed

y Xu et al. (2012) are not appropriate for evaluating the performance

f their mathematical model, M-BAPTL, and their proposed algorithm

ince those approaches extend the second period to infinity and the

olutions may be infeasible. Therefore in this subsection, we firstly

how an example of a solution provided by M-BAPTL to point out this

ssue. Moreover, with the aim of evaluating and compare their model

nd the one proposed in this work, GM-BAPTL, we have carried out

comparison for those problem instances where at least one feasi-

le solution can be obtained within a planning horizon of two peri-

ds. Table 5 shows a list with the instances from those provided by

u et al. (2012) that allow a feasible solution within the two-period

lanning horizon. Note that for some sets there is no feasible solution

ithin the two-period horizon.

.1.1. Example of an infeasible solution provided by M-BAPTL

In order to show the shortcoming of M-BAPTL, an optimal sched-

le reported by it for one of the instances used by Xu et al. (2012) is

hown in Fig. 1. This instance (instance 3 × 09—Big—instance 0) con-

ists of n = 9 container vessels and m = 3 berths. Table 4 illustrates,

or each vessel j ∈ N, its arrival time aj, processing time pj, weight

riority v j, and possible berths during the low-water and high-water

eriods Lj and Hj, respectively. In this solution, container vessel 9 is

ssigned to berth 1. However, from time step 24, as the tide level

hanges to low-water, the assignment of container vessel 9 to that

erth is infeasible. The reason is found in that at this period the con-

ainer vessel can only berth at berth 2 (L9). This happens because

onstraints (8) are only limited to [0, T]. The same situation occurs

or container vessel 8, since it is berthed at berth 0 during the high-

ater period. Unfortunately, this assignment turns infeasible from

ime step 24 due to the change of tide to low-water. In this period,

his container vessel can only berth in berth 1. Clearly, the solution

s infeasible in practice because both vessels are berthed during low-

ater period at infeasible berths.

Moreover, in Fig. 2 we report the optimal solution provided by

M-BAPTL for the same problem instance. It should be noted that M-

APTL same model with additional constraints, M∗-BAPTL, is able to

rove that no feasible solution exists within the two-period planning

orizon.

.1.2. Comparison with M-BAPTL

As mentioned previously, a comparison for those instances where

-BAPTL provides a feasible solution within the two-period time

orizon. Table 5 shows a list of the instances from those provided by

u et al. (2012) that allow a feasible solution within the two-period

lanning horizon. Note that for some sets there is no feasible solution

ithin the two-period horizon.

http://www-01.ibm.com/software/commerce/optimization/cplex-optimizer/
https://sites.google.com/site/gciports/tidal-berth-allocation-problem
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Table 5

Comparison among GM-BAPTL and M∗-BAPTL for the instances where a solution can be reached within the two-period horizon. M∗-BAPTL is the

M-BAPTL model with additional constraints to restrict the time horizon to two periods (see Section 3.2).

Set Effect Instance # M∗-BAPTL GM-BAPTL

Obj. Gap (percent) t (seconds) Obj. Gap (percent) t (seconds) timp (percent)

3 × 09 Small 0 606 0.00 0.23 606 0.00 0.01 95.65

1 511 0.00 1.61 511 0.00 0.04 97.52

3 × 09 Big 3 564 0.00 0.10 564 0.00 0.03 70.00

4 × 12 Small 1 562 0.00 0.82 562 0.00 0.04 95.12

7 772 0.00 0.11 772 0.00 0.06 45.45

5 × 15 Small 3 899 0.00 5.64 899 0.00 0.09 98.40

8 673 0.00 3.28 673 0.00 0.25 92.38

6 × 18 Small 0 543 0.00 4.36 543 0.00 0.14 96.79

3 602 0.00 26.44 602 0.00 0.42 98.41

6 872 0.00 0.92 872 0.00 0.25 72.83

7 × 21 Small 0 1534 0.13a 3607.76 1534 0.00 0.15 100.00

4 1213 0.00 3.81 1213 0.00 0.36 90.55

8 × 24 Big 8 1109 0.14a 3609.39 1109 0.00 0.20 99.99

Average 804.62 0.02 558.81 804.62 0.00 0.16 88.70

a For those instances CPLEX is not able to prove the optimality within the maximum computational time of 1 hour.
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Fig. 1. Optimal solution reported by M-BAPTL (Xu et al., 2012) for the instance 0 (instance set 3 × 09 Big) provided by Xu et al. (2012).
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Fig. 2. Optimal solution reported by GM-BAPTL for the instance 0 (instance set 3 × 09—Big) provided by Xu et al. (2012).
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Table 6

Comparison among GM-BAPTL and M∗-BAPTL for the instances where a solution can be solved to optimality by M∗-

BAPTL. The number of constraints and variables are those reported in the reduced MIP given by CPLEX. The number

of nodes is the required nodes processed to reach the optimal solution

Set Effect Instance # M∗-BAPTL GM-BAPTL

Variables Constraints Nodes Variables Constraints Nodes

3 × 09 Small 0 139 237 152 122 42 0

Small 1 194 345 1275 37 20 4

3 × 09 Big 3 132 240 232 113 31 0

4 × 12 Small 1 177 312 271 38 115 0

Small 7 43 75 3 32 26 0

5 × 15 Small 3 532 993 2332 22 15 0

Small 8 442 798 1353 374 77 0

6 × 18 Small 0 987 1850 977 729 114 0

Small 3 923 1733 17.866 547 84 0

Small 6 733 1389 384 129 72 0

7 × 21 Small 4 1063 1991 1172 1028 133 0

Average 487.73 905.73 2365.18 288.27 66.27 0.36

Fig. 3. Comparison of the relative error (Gap (percent)) evolution along the cumulative iterations (ItCnt) reported by CPLEX for the two largest-sized instances solved to optimality

by M∗-BAPTL and GM-BAPTL.
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Table 5 reports the computational results provided by M-BAPTL

ith the additional constraints proposed in Section 3.2 (M∗-BAPTL)

nd GM-BAPTL constrained to two periods proposed in Section 4. The

olumn Obj. shows the objective function values, the columns Gap

percent) show the relative error, and the columns t (seconds) show

he required computational time measured in seconds. Moreover, the

olumn timp under GM-BAPTL heading shows the time reduction with

espect to the time required by M∗-BAPTL. The computational results

how that GM-BAPTL clearly requires less computational time than
∗-BAPTL. On average, GM-BAPTL reduces over a 88 percent of the

omputational time required for providing the same quality results

han M∗-BAPTL. In this regard, the temporal performance exhibited

y GM-BAPTL is not strongly affected by the dimensions of the in-

tances. In the worst case, it requires 0.42 seconds. The model re-

orted in the literature achieves the optimal solution in all the prob-

em instances. However, although it reaches the optimal solution for

wo problem instances (7 × 21 Small—instance 0; 8 × 24 Big—instance

), it cannot prove the optimality of them within the maximum com-

utational time of 1 hour.

In Table 6 a comparison in terms of number of variables, con-

traints and nodes reported by CPLEX fo M∗-BAPTL and GM-BAPTL

s shown. The columns Variables and Constraints report those pro-

ided in the reduced MIP given by CPLEX. The column Node reports

he number of nodes processed to reach the optimal solution. As can
e checked, GM-BAPTL requires far less nodes than M∗-BAPTL, in this

egard, in the majority of the cases GM-BAPTL does not require to

rocess any node to provide the optimal solution. The problem size

n terms of variables and constraints is smaller in the GM-BATL refor-

ulation than in M∗-BAPTL in all cases. Moreover, in Fig. 3 we report

he evolution of the relative error (Gap (precent)) along the cumula-

ive iterations reported by CPLEX for the largest-sized instances (6 ×
8 Small—instance 6 and 7 × 21 Small—instance 4) where both models

olve to optimality. The rationale of using the CPLEX cumulative iter-

tions provided by CPLEX instead of number of nodes is based on the

act that GM-BAPTL does not require to process nodes for providing

he optimal solution in the majority of the cases. As can be checked in

he plot, GM-BATL requires less iterations and directly starts from a

ap of 0 percent while the stepwise behavior exhibited by M∗-BAPTL

tarts from a gap of about 17 percent and 14 percent, respectively.

lso, it should be highlighted that it requires more iterations. Hence,

t the light of these results, we can state that GM-BAPTL outperforms
∗-BAPTL for tackling the problem instances proposed by Xu et al.

2012), and can be considered as solid alternative when either tack-

ing new scenarios or using embedding the model in more complex

olution approaches.

Table 7 presents a comparison between M-BAPTL (Xu et al., 2012)

nd GM-BAPTL. The literature problem instances used are those for

hich Xu et al. (2012) indicate that M-BAPTL provides the optimal
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Table 7

Comparison between the results obtained to optimality by using M-BAPTL as reported by Xu et al.

(2012) and the multiple-period GM-BAPTL model.

Set Effect M-BAPTL GM-BAPTL

Avg. Obj. Avg. t (seconds) Avg. Obj. Avg. t (seconds) ρ (percent)

3 × 09 Small 459.50a 1.36 467.00 0.29 1.63

3 × 09 Big 562.90a 1.91 573.70 0.53 1.92

4 × 12 Small 705.80a 5.48 717.40 0.57 1.64

4 × 12 Big 702.60a 6.72 712.50 0.65 1.41

5 × 15 Small 840.20a 26.92 863.,30 1.64 2.75

5 × 15 Big 904.80a 63.39 947.30 1.48 4.70

a Infeasible solutions are included in the calculation of the average.

Table 8

Computational results obtained by means of GM-

BAPTL for the instances proposed by Xu et al. (2012).

Set Effect Avg. Obj. Avg. t (seconds)

3 × 09 Small 467.00 0.29

3 × 09 Big 573.70 0.53

4 × 12 Small 717.40 0.57

4 × 12 Big 712.50 0.65

5 × 15 Small 863.30 1.64

5 × 15 Big 947.30 1.48

6 × 18 Small 970.10 2.91

6 × 18 Big 1057.10 2.95

7 × 21 Small 1279.80 6.15

7 × 21 Big 1195.60 6.06

8 × 24 Small 1420.00 11.55

8 × 24 Big 1394.00 10.35

Table 9

Computational results by means of GM-BAPTL for the instances proposed

in this work.

Set m n Effect Instance # Obj. t (seconds)

6 × 30 30 6 Small 1 710 13.14

2 2131 14.14

3 1070 18.21

4 812 15.15

5 1331 17.64

Average 1210.80 15.66

6 × 30 30 6 Big 1 968 18.62

2 1560 23.73

3 1588 25.34

4 1280 16.62

5 991 11.53

Average 1277.40 19.17

7 × 40 40 7 Small 1 2283 59.08

2 4641 65.76

3 1549 59.70

4 2609 70.76

5 2960 57.78

Average 2808.40 62.62

7 × 40 40 7 Big 1 2171 60.58

2 2567 55.68

3 1520 58.50

4 2155 35.12

5 2366 67.20

Average 2155.80 55.42

8 × 50 50 8 Small 1 2325 136.04

2 2155 144.48

3 1639 150.31

4 2329 133.01

5 2936 133.36

Average 2276.80 139.44

8 × 50 50 8 Big 1 4167 82.18

2 2279 90.76

3 3001 141.39

4 2437 121.80

5 3302 138.01

Average 3037.20 114.83
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solutions. The rationale behind this is to make us a rough idea of the

benefit of considering the regular changes of tides. The benefit of us-

ing GM-BAPTL instead of M-BAPTL is given by

ρ = Avg. ObjGM-BAPTL − Avg. ObjM-BAPTL

Avg. ObjM-BAPTL

× 100 percent, (21)

where Avg. ObjM-BAPTL is the average objective function value pro-

vided by M-BAPTL and Avg. ObjGM-BAPTL is the average objective func-

tion value provided by GM-BAPTL. Eq. (21) is used for measuring the

benefit of GM-BAPTL in comparison with M-BAPTL.

The results reported in Table 7 indicate that GM-BAPTL requires

less computational time and provides the optimal solution in all

cases. In addition to the fact that many optimal solutions provided by

M-BAPTL are infeasible, it requires larger computational times. Con-

cerning the benefit of using GM-BAPTL instead of M-BAPTL, the pa-

rameter ρ may indicate a maximum benefit of 4.70 percent for the

largest problem instance set. This points out, on the one hand, the

advantage of properly considering the changes of tides for the prob-

lem instances used. On the other hand, it highlights that GM-BAPTL

is a suitable formulation for being used when addressing the berth

planning under Time-Dependent Limitations.

5.2. Computational results for the literature instances for the

multi-period BAPTL

As discussed above, the instances proposed by Xu et al. (2012) re-

quire a time horizon longer than two periods. Therefore, this subsec-

tion is devoted to assess the performance of GM-BAPTL when applied

to those instances as well as to assess its performance over a new set

of instances that considers more realistic sizes and longer planning

horizons.

Tables 8 and 9 show the computational results for the instances

provided by Xu et al. (2012) as well as for the new set of problem in-

stances proposed in this work. The average objective function value,

Avg. Obj, and average computational time, Avg. t(seconds), are re-

ported. As can be seen, GM-BAPTL requires 133.10 seconds on average
o solve the largest problem instances. Moreover, the results reveal

hat when the number of container vessels increases, GM-BAPTL re-

uires more computational time for solving them.

.3. Computational results for the BAPTL-TW

This subsection is aimed at evaluating the results of the Berth

llocation Problem under Time-Dependent Limitations with Time

indows constraints (BAPTL-TW) proposed in this work. With this

urpose, vessels and berth time windows are added to the problem

ata provided by Xu et al. (2012) and the instances of the benchmark

uite used in Section 5.2.

Tables 10 and 11 reflect the computational results for the in-

tances reported in the literature and in this work with time

indows, respectively. Columns Avg. Obj, Avg. Gap (percent) and
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Table 10

Computational results for problem instances proposed by

Xu et al. (2012) with time windows added.

Set Effect Avg. Obj. Avg. t (seconds)

3 × 09-tw Small 579.20 0.09

3 × 09-tw Big 650.70 0.05

4 × 12-tw Small 858.10 0.15

4 × 12-tw Big 824.60 0.12

5 × 15-tw Small 1046.30 0.29

5 × 15-tw Big 1119.20 0.26

6 × 18-tw Small 1176.30 0.60

6 × 18-tw Big 1266.30 0.57

7 × 21-tw Small 1549.10 1.18

7 × 21-tw Big 1432.60 1.20

8 × 24-tw Small 1697.60 2.13

8 × 24-tw Big 1622.00 1.80
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Table 11

Computational results for problem instances proposed in this work with time

windows added.

Set m n Effect Instance # Obj. t (seconds)

6 × 30-tw 30 6 Small 1 710 1.97

2 2302 1.42

3 1070 1.73

4 852 1.42

5 1331 1.64

Average 1253.00 1.64

6 × 30-tw 30 6 Big 1 968 1.91

2 1580 1.81

3 1670 2.56

4 1302 1.17

5 991 1.34

Average 1302.20 1.76

7 × 40-tw 40 7 Small 1 2288 3.92

2 4687 5.17

3 1561 4.05

4 2647 4.31

5 2995 4.06

Average 2835.60 4.30

7 × 40-tw 40 7 Big 1 2171 4.43

2 2630 4.75

3 1526 3.64

4 2411 3.08

5 2384 4.83

Average 2224.40 4.15

8 × 50-tw 50 8 Small 1 2366 6.45

2 2176 5.48

3 1639 6.53

4 2329 6.01

5 2956 5.50

Average 2293.20 5.99

8 × 50-tw 50 8 Big 1 4369 6.31

2 2279 5.82

3 3003 9.32

4 2507 7.96

5 3397 5.73

Average 3111.00 7.02
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vg. t (seconds) show the average of the objective values, relative er-

or and required time measured in seconds, respectively.

The results reported in Tables 10 and 11 show that the optimiza-

ion model for the BAPTL-TW exhibits a suitable performance. In the

argest problem instance, the maximum computational time required

s 7.02 seconds on average. The computational results also indicate

hat the temporal behavior is not strongly influenced by the time

indows and multiple period assumption. In this regard, it has to be

oticed that the computational time required is notably lower than

he problem instances without time windows. This is due to the re-

uction given by the time windows, which make the instances easier

o solve.

. Conclusions and further research

In this paper, we propose a mathematical formulation for

he Berth Allocation Problem under Time-Dependent Limitations

BAPTL) based upon the Generalized Set Partitioning Problem, re-

erred to as GM-BAPTL. This mathematical formulation considers a

ulti-period planning horizon. This allows to tackle problem in-

tances and scenarios where the planning horizon may be equal to

r larger than two periods. Moreover, we have jointly tackled this

roblem with some real-world issues at maritime container termi-

als, such as container vessel and berth time windows. This consti-

utes the Berth Allocation Problem under Time-Dependent Limitation

ith Time-windows constraints (BAPTL-TW). Finally, we propose a

et of additional constraints for enforcing the two-period mathemat-

cal formulation reported in the literature (M-BAPTL) proposed by Xu

t al. (2012). This set of constraints ensures the feasibility of the solu-

ions reported by M-BAPTL within the two-period planning horizon.

n other case, that mathematical formulation may extend the second

eriod to infinity, which can cause non-practical schedules.

From the computational experiments that have been carried out,

t is possible to indicate that GM-BAPTL improves the runtime when

ompared with M-BAPTL enforced with the additional constraints. In

his regard, one of the advantages exhibited by GM-BAPTL is its com-

utational efficiency, which is not impaired when considering the

ulti-period planning horizon that takes into account the regular

hange of tides beyond a planning horizon larger than two periods.

egarding the BAPTL-TW, the results indicate that this mathemati-

al formulation presents a satisfactory behavior for all instance sizes

ithin small computational times. It is remarkable that the com-

utational effort required for solving large-size instances is, on av-

rage, less than 8 seconds. This characteristic makes the BAPTL-TW

ppropriate for being applied to heavily congested container termi-

al scenarios, in which the terminal managers have to face several

ime windows restrictions.

The aforementioned facts justify the use of both optimization

odels as support tools for the current practice in maritime con-
ainer terminals since they provide the optimal scheduling in a mat-

er of seconds and as indicated in Imai et al. (2001b) the Berth Al-

ocation Problem is solved frequently as berth space may be limited

nd thousands of containers within vessels must be handled daily.

urthermore, the time advantage exhibited by GM-BAPTL and BAPTL-

W also suggest that they are suitable for being included in inte-

rated designs, where BAPTL may be embedded with other related

easide problems such as the Quay Crane Allocation Problem, Quay

rane Scheduling Problem, etc. Moreover, in the spirit of dynamic and

tochastic frameworks, the proposed models can be used as a way to

btain a baseline schedule, or for assessing ‘a posteriori’ the decisions

aken in order to evaluate the suitability of the solution approaches

sed.

On the basis of the findings presented in this paper, the next

tage of our research will be focused on the integration of BAPTL and

APTL-TW with other related seaside problems arising in maritime

ontainer terminals, such as the Quay Crane Allocation Problem and

he Quay Crane Scheduling Problem. Furthermore, another interest-

ng topic for future works will be the analysis of different strategies

nd ways to overcome scenarios where the vessel time windows can-

ot be satisfied.
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