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#### Abstract

This paper considers a discrete-time single-server queue with a single acceptance period for a Poissonian population of homogeneous customers. Customers are served on a first-come first-served (FCFS) basis, and their service times are independent and identically distributed with a general distribution. We assume that each customer chooses her/his arrival-time slot with the goal of minimizing her/his expected waiting time in competition with other customers. For this queueing game, we derive a symmetric (mixed-strategy) Nash equilibrium; that is, an equilibrium arrival-time distribution of homogeneous customers, where their expected waiting times are identical. We also propose an agent-based model, which simulates the dynamics of customers who try to minimize their waiting times for service. Through numerical experiments, we confirm that this agent-based model achieves, in steady state, an arrival-time distribution similar to the equilibrium arrival-time distribution analytically obtained.
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## 1 Introduction

Many real-life service systems have acceptance periods for arriving customers, for example, hospitals, call centers, and check-in counters in airports, etc. In such a system, the number of arriving customers is not specified and usually large, and each customer faces with the decision problem of when to arrive at the system so as to achieve a certain goal, typically, to minimize the waiting time for service in competition with other customers. Such queueing models are called (non-cooperative) queueing games.

Glazer and Hassin (1983) pioneered the study on queueing games with opening and closing times, and an unspecified number of arriving customers. Their queueing game is defined in continuous time. The system has a single server with an infinite buffer. The system is

[^0]open for a Poissonian population of homogeneous customers, though it has an acceptance period for arriving customers, which starts from the opening time and ends at the closing time. Note that early arrival is allowed therein. Thus, customers can arrive at the system before the opening time, but even though they take this option, serving them is postponed until the opening time. In summary, customers choose their arrival times which are before the closing time. Customers also demand service times independently and identically distributed (i.i.d.) according to an exponential distribution, and their demands are processed by the server on a first-come first-served (FCFS) basis. In this setting, each customer chooses her/his arrival time with the goal of minimizing her/his waiting time in competition with other customers. This queueing game is a non-cooperative one with a random number of customers. For the queueing game, Glazer and Hassin (1983) derive an equilibrium strategy of arriving customers; that is, an arrival-time distribution such that the expected waiting times of customers are identical. For convenience, we refer to such an arrival-time distribution as an equilibrium arrival-time distribution, and denote by an equilibrium expected waiting time, an expected waiting time of an arbitrary customer with an equilibrium arrival-time distribution.

There are several studies on continuous-time queueing games, following Glazer and Hassin (1983)'s work. We provide a brief survey (for a comprehensive one, see Hassin 2016). Hassin and Kleiner (2011) obtain an equilibrium arrival-time distribution in a queueing game without early arrivals. Hassin and Kleiner (2011) also report that no early arrivals reduce the equilibrium expected waiting time, especially when the system is heavily loaded (see Figure 3 therein). In addition to waiting cost, Haviv (2013) and Ravner (2014) consider queueing games taking into account tardiness cost and arrival order cost, respectively. For a queueing game with tardiness cost, Juneja and Shimkin (2013) have proved the existence and uniqueness of the equilibrium arrival-time distribution, under the assumptions of early arrivals, no closing time, exponential service times, and a random but bounded number of customers.

The studies mentioned above assume that service times are exponentially distributed. Unlike these studies, Breinbjerg (2017) extends the queueing game of Juneja and Shimkin (2013) to a case where more general customers' preferences and service-time distribution are allowed (though early arrivals are not allowed). However, in developing the numerical procedure for an equilibrium arrival-time distribution, Breinbjerg (2017) assumes that service times are exponentially distributed (see Lemma 8 therein).

In this paper, we consider a queueing game with a general service-time distribution, though it is in discrete time. Ostubo and Rapoport (2008) propose a discrete version of Vickrey 1969's transportation models (which can be considered queueing games with a fixed number of players demanding deterministic service times), for which they establish an algorithm for computing equilibrium. In the similar vein, we consider a discrete-time queueing game, which makes it easier to handle general service-time distributions. However, even for discrete-time models (of course, for continuous-time ones), there are no previous studies that consistently assume that the service-time distribution is general. Although Rapoport et al. (2004) and Seale et al. (2005) study discrete-time queueing games, they assume that the number and service times of customers are fixed to be constants.

As mentioned above, a feature of our model is not to specify the type of the service-time
distribution. More specifically, our model is a discrete-time FCFS single-server queueing game with an acceptance period for the Poisson population of customers having a general service-time distribution. For simplicity, we refer to such a queueing game as a (discretetime) single-server Poisson queueing game. We also assume that no early arrivals are allowed in this paper.

For this single-server Poisson queueing game, we establish an algorithm for computing an equilibrium arrival-time distribution. Through some numerical examples, we also show that the large variation of service times causes the rush of customers to the opening slot. In addition, we propose an agent-based model simulating the behavior of non-cooperative customers who try to minimize their waiting times according to their experiences, i.e., their own histories of waiting times that are accumulated until their respective decision times. By running this agent-based model for a sufficiently long time, we have an arrival-time distribution similar to the equilibrium arrival-time distribution computed by our algorithm. This result implies that our queueing game can serve as a mathematical model of the real behavior of non-cooperative customers.

The rest of the paper is organized as follows. Section 2 describes our queueing game and its equilibrium arrival-time distribution. Section 3 provides fundamental results on the expected unfinished workload and waiting time. Section 4 establishes an algorithm for computing an equilibrium arrival-time distribution, and presents some numerical examples. Section5 proposes an agent-based model. Section 6is devoted to concluding remarks.

Finally, we provide the notation and basic definitions used in the subsequent sections. Let $\mathbb{N}=\{1,2,3, \ldots\}$ and $\mathbb{Z}_{+}=\{0\} \cup \mathbb{N}$, and let $\mathbb{R}_{+}$denote the set of all nonnegative real numbers. Let $\mathbb{1}(\cdot)$ denote the indicator function of the event in the parenthesis. For any set $\mathcal{A}$, let $|\mathcal{A}|$ denote its cardinality. Furthermore, the empty sum is defined as zero, e.g., $\sum_{n=1}^{0}(\cdot)=0$.

## 2 Model description

We consider a discrete-time single-server queue with an infinite waiting room. The time axis is divided into (time) slots of length one, and thus the $k$-th slot ( $k \in \mathbb{Z}_{+}$) is the interval [ $k, k+1]$, which is referred to as slot $k$. The system is empty immediately before slot 0 starts, and it accepts customers arriving in slots 0 through $T(T \in \mathbb{N})$, which are the acceptance period. Accepted customers are served on the first-come first-served (FCFS) basis, though the customers arriving in the same slot are served in random order. Note here that, even after the acceptance period ends, the server continues to work until the queue is empty.

For the discrete-time queueing model, we have to make a condition on which instants in slots the events (such as arrivals, departures, and starts of services) occur.

Assumption 2.1 (Instants of arrivals, departures, and starts of services) In each slot $t \in$ $\mathbb{T}:=\{0,1, \ldots, T\}$, the arrival of customers can occur immediately after the slot starts, i.e., at time $t+:=\lim _{\epsilon \downarrow 0}(t+\epsilon)$. In addition, if the unfinished workload (in the system), which is the total of the remaining service demand of customers in the system, is positive in the middle of slot $t\left(t \in \mathbb{Z}_{+}\right)$, then the server handles and decreases it by one immediately before the
end of the slot; that is, the unfinished workload (if any) decreases by one at time $(t+1)-:=$ $\lim _{\epsilon \downarrow 0}(t+1-\epsilon)$. Thus, the departure of customers can occur immediately before each slot ends.

Assumption 2.2 (Service time distribution) The service times of customers are i.i.d. with discrete distribution $(b(k) ; k \in \mathbb{N})$ having finite positive mean $\beta:=\sum_{k=1}^{\infty} k b(k)$, where $b(0)=0$ is assumed.

Remark 2.1 Consider a continuous-time queueing model with acceptance period $[0, T]$ and service-time distribution $G: \mathbb{R}_{+} \rightarrow[0,1)$, where $G(0)=0$. Divide the time axis into slots of length $d:=T / M$, where $M>0$ is a sufficiently large integer. Let $b(k)=G(k d)-G((k-1) d)$ for $k \in \mathbb{N}$. This discretization yields a discrete-time model as an approximation to the original continuous-time queueing model.

Throughout the paper, unless otherwise stated, Assumptions 2.1 and 2.2 are valid. Under these assumptions, a sample path of the (integer-valued) unfinished workload is given in Figure 1 .


Figure 1: A sample path of the unfinished workload for $T=4$.
We now present the definition of the queueing game studied in this paper.
Definition 2.1 (Poisson queueing game) Potential customers (i.e., candidates for players of the queueing game) are homogeneous. The number of them is countably infinite, and they are labeled with positive integer numbers $1,2, \ldots$. With equally probability, each potential customer decides whether or not to arrive at the queueing system, independently of the other customers. Let $\mathbb{A} \subseteq \mathbb{N}$ denote the label set of the (actual) customers that decide to arrive at the queueing system, and assume that $|\mathbb{A}|$ follows a Poisson distribution with mean $\lambda$, i.e.,

$$
\begin{equation*}
\mathrm{P}(|\mathbb{A}|=n)=e^{-\lambda} \frac{\lambda^{n}}{n!}, \quad n \in \mathbb{Z}_{+} \tag{2.1}
\end{equation*}
$$

The strategy of a customer is expressed by her/his arrival-time distribution, which is a probability distribution on $\mathbb{T}$. Let $\mathcal{P}$ denote the set of all probability distributions on $\mathbb{T}$, and assume that customer $i$ chooses her/his arrival slot independently of the other customers, following a probability distribution $\boldsymbol{p}^{(i)} \in \mathcal{P}$. The set $\left(\boldsymbol{p}^{(i)} ; i \in \mathbb{A}\right) \in \mathcal{P}^{|\mathbb{A}|}$ is referred to as the arrival-time
distribution profile, and the cost assessed by customer $i, i \in \mathbb{A}$, is denoted by $C^{(i)}$. Each customer chooses her/his arrival-time distribution with the goal of minimizing her/his cost. As a result, our queueing game is a Poisson game and is represented by $(\mathbb{A}, \mathcal{P}, \mathcal{C})$, where $\mathcal{C}=\left(C^{(i)}\right)_{i \in \mathbb{A}}$.

Remark 2.2 The Poissonian population of customers is justified under a situation where the Poisson law of small numbers holds (see, e.g., Chung 2001, Exercise 4, page 181). Furthermore, the Poissonian population has the property "environmental equivalence" holds (see Myerson 1998, Theorem 2), that is,

$$
\begin{equation*}
\mathrm{P}\left(\left|\mathbb{A}^{(-i)}\right|=n \mid i \in \mathbb{A}\right)=\mathrm{P}(|\mathbb{A}|=n)=e^{-\lambda} \frac{\lambda^{n}}{n!}, \quad n \in \mathbb{Z}_{+}, \tag{2.2}
\end{equation*}
$$

where $\mathbb{A}^{(-i)}=\mathbb{A} \backslash\{i\}$. Thus, the property "environmental equivalence" implies that the posterior belief of each (actual, not potential) customer about the number of the other ones is identical to the distribution of the total number of customers observed from the exterior.

As described above, potential and thus actual customers (joining the system) are homogeneous. We thus focus on a symmetric (mixed-strategy) Nash equilibrium, where all the customers choose a common arrival-time distribution such that their expected waiting times are identical and such that they have no incentive to change its arrival-time distribution. To discuss such an equilibrium, we assume the following.

Assumption 2.3 (Assessment for the behavior of the other customers) Each customer $i \in$ $\mathbb{A}$ expects that the other customers in $\mathbb{A}^{(-i)}$ follow a single arrival-time distribution $\boldsymbol{p} \in \mathcal{P}$, i.e., $\boldsymbol{p}^{(j)}=\boldsymbol{p} \in \mathcal{P}$ for all $j \in \mathbb{A}^{(-i)}$. Consider a situation where customer $i$ chooses the arrival-time distribution $\boldsymbol{q} \in \mathcal{P}$, i.e., $\boldsymbol{p}^{(i)}=\boldsymbol{q}:=\left(q_{t} ; t \in \mathbb{T}\right) \in \mathcal{P}$ and assesses that the other customers in $\mathbb{A}^{(-i)}$ arrive with the arrival-time distribution $\boldsymbol{p} \in \mathcal{P}$. Denote this situation by $\left(\boldsymbol{p}^{(i)}=\boldsymbol{q}, \boldsymbol{p}\right)$. In situation $\left(\boldsymbol{p}^{(i)}=\boldsymbol{q}, \boldsymbol{p}\right)$, the cost of customer $i$ is given by

$$
C^{(i)}\left(\boldsymbol{p}^{(i)}=\boldsymbol{q}, \boldsymbol{p}\right):=\sum_{t \in \mathbb{T}} q_{t} w_{t}(\boldsymbol{p}), \quad i \in \mathbb{A},
$$

where $w_{t}(\boldsymbol{p})$ denotes the expected waiting time of customer $i$ in situation $\left(\boldsymbol{p}^{(i)}=\boldsymbol{q}, \boldsymbol{p}\right)$ provided that she/he is a member of the customers arriving in slot $t$. Since all customers are homogeneous, we simply write $C(\boldsymbol{q}, \boldsymbol{p})$ for $C^{(i)}\left(\boldsymbol{p}^{(i)}=\boldsymbol{q}, \boldsymbol{p}\right)$ and thus

$$
\begin{equation*}
C(\boldsymbol{q}, \boldsymbol{p})=\sum_{t \in \mathbb{T}} q_{t} w_{t}(\boldsymbol{p}) \tag{2.3}
\end{equation*}
$$

We now provide the strict definition of a symmetric Nash equilibrium in our Poisson queueing game.

Definition 2.2 (A symmetric Nash equilibrium) An arrival-time distribution $\boldsymbol{p}^{*}:=\left(p_{t}^{*} ; t \in\right.$ $\mathbb{T}$ ) is said to be an equilibrium arrival-time distribution if and only if

$$
\begin{equation*}
C\left(\boldsymbol{p}^{*}, \boldsymbol{p}^{*}\right) \leq C\left(\boldsymbol{q}, \boldsymbol{p}^{*}\right), \quad \forall \boldsymbol{q} \in \mathcal{P} \tag{2.4}
\end{equation*}
$$

Furthermore, an arrival-time distribution profile $\left(\boldsymbol{p}^{(i)}\right)_{i \in \mathbb{A}}$ is a symmetric Nash equilibrium if $\boldsymbol{p}^{(i)}=\boldsymbol{p}^{*}$ for all $i \in \mathbb{A}$.

The following lemma presents an equivalent condition for (2.4).
Lemma 2.1 An arrival-time distribution $\boldsymbol{p}^{*}:=\left(p_{t}^{*} ; t \in \mathbb{T}\right) \in \mathcal{P}$ is the equilibrium arrivaltime distribution if only if the following holds:

$$
\begin{equation*}
p_{t}^{*}>0 \Longleftrightarrow w_{t}\left(\boldsymbol{p}^{*}\right)=\min _{u \in \mathbb{T}} w_{u}\left(\boldsymbol{p}^{*}\right)=: w^{*} . \tag{2.5}
\end{equation*}
$$

The value $w^{*}$ is called an equilibrium expected waiting time.
Proof. We first prove the sufficiency of the statement. If (2.5) holds, then, for any $\boldsymbol{q} \in \mathcal{P}$,

$$
\begin{aligned}
C\left(\boldsymbol{q}, \boldsymbol{p}^{*}\right) & =\sum_{t \in \mathbb{T}} q_{t} w_{t}\left(\boldsymbol{p}^{*}\right) \\
& \geq \sum_{t \in \mathbb{T}} q_{t} \cdot w^{*}=\sum_{t \in \mathbb{T} ; p_{t}^{*}>0} p_{t}^{*} \cdot w^{*}=\sum_{t \in \mathbb{T}} p_{t}^{*} w_{t}\left(\boldsymbol{p}^{*}\right) \\
& =C\left(\boldsymbol{p}^{*}, \boldsymbol{p}^{*}\right),
\end{aligned}
$$

which shows that (2.4) is satisfied.
Next we prove the necessity of the statement. Assume that (2.4) holds. For proof by contradiction, suppose that the negation of (2.5) holds, that is, there exist some $\sigma, u \in \mathbb{T}$ such that $p_{\sigma}^{*}>0, p_{u}^{*}>0$, and $w_{\sigma}\left(\boldsymbol{p}^{*}\right)>w_{u}\left(\boldsymbol{p}^{*}\right)=w^{*}$. Fix $\boldsymbol{q}=\left(q_{t} ; t \in \mathbb{T}\right)$ such that

$$
\begin{aligned}
q_{\sigma} & =0, \quad q_{u}=p_{\sigma}^{*}+p_{u}^{*}, \\
q_{t} & =p_{t}^{*}, \quad t \neq \sigma, u .
\end{aligned}
$$

We then have

$$
\begin{aligned}
C\left(\boldsymbol{q}, \boldsymbol{p}^{*}\right) & =\left(p_{\sigma}^{*}+p_{u}^{*}\right) w_{u}\left(\boldsymbol{p}^{*}\right)+\sum_{t \in \mathbb{T} \backslash\{\sigma, u\}} p_{t}^{*} w_{t}\left(\boldsymbol{p}^{*}\right) \\
& <p_{\sigma}^{*} w_{\sigma}\left(\boldsymbol{p}^{*}\right)+p_{u}^{*} w_{u}\left(\boldsymbol{p}^{*}\right)+\sum_{t \in \mathbb{T} \backslash\{\sigma, u\}} p_{t}^{*} w_{t}\left(\boldsymbol{p}^{*}\right) \\
& =\sum_{t \in \mathbb{T}} p_{t}^{*} w_{t}\left(\boldsymbol{p}^{*}\right)=C\left(\boldsymbol{p}^{*}, \boldsymbol{p}^{*}\right),
\end{aligned}
$$

which contradicts (2.4). Therefore, (2.5) is satisfied.
Remark 2.3 The condition (2.5) is equivalent to the one considered in Section 6 of Myerson (1998).

## 3 The expected waiting time

In this section, we discuss the expected waiting time $w_{t}(\boldsymbol{p})$ of an arbitrary customer $i \in \mathbb{A}$ under Assumption 2.3. To this end, we consider a queueing process which results from the behavior of the customers in $\mathbb{A}^{(-i)}$, who follow a common arrival-time distribution $\boldsymbol{p}$.

Let $A_{t}, t \in \mathbb{T}$, denote the number of arrivals in slot $t$. According to Definition 2.1 and Assumption 2.3, all the customers in $\mathbb{A}^{(-i)}$ choose their arrival slots independently one another, following a common arrival-time distribution $\boldsymbol{p}=\left(p_{t} ; t \in \mathbb{T}\right) \in \mathcal{P}$. This together with (2.2) implies that

$$
\begin{equation*}
\mathrm{P}\left(A_{t}=n\right)=e^{-\lambda p_{t}} \frac{\left(\lambda p_{t}\right)^{n}}{n!}, \quad t \in \mathbb{T}, n \in \mathbb{Z}_{+} . \tag{3.1}
\end{equation*}
$$

Let $V_{t-}:=V_{t-}(\boldsymbol{p}), t \in \mathbb{T}$, denote the unfinished workload in the system immediately before slot $t$ starts (see Figure 1), i.e., at time $t-$. Let

$$
\begin{equation*}
v_{t}(k):=v_{t}(k ; \boldsymbol{p})=\mathrm{P}\left(V_{t-}=k\right), \quad t \in \mathbb{T}, k \in \mathbb{Z}_{+} . \tag{3.2}
\end{equation*}
$$

In what follows, we sometimes use $v_{t}(k ; \boldsymbol{p})$ instead of $v_{t}(k)$ to emphasize arrival-time distribution $\boldsymbol{p}$. Recall here that the system is empty immediately before slot 0 starts, which implies that $V_{0-}=0$ and thus

$$
v_{0}(k)= \begin{cases}1, & k=0  \tag{3.3}\\ 0, & k \in \mathbb{N}\end{cases}
$$

Let $S_{t}:=S_{t}(\boldsymbol{p}), t \in \mathbb{T}$, denote the total service time of the customers arriving in slot $t$, i.e.,

$$
\begin{equation*}
S_{t}=\sum_{n=1}^{A_{t}} B_{t, n}, \quad t \in \mathbb{T} \tag{3.4}
\end{equation*}
$$

where the $B_{t, n}, n \in\left\{1,2, \ldots, A_{t}\right\}$, denote the service times of customers arriving in slot $t$. Recall that the number of arriving customers and their service times are independent. Thus,

$$
\begin{equation*}
\mathbb{E}\left[S_{t}\right]=\lambda p_{t} \beta, \quad t \in \mathbb{T} \tag{3.5}
\end{equation*}
$$

In addition, since the unfinished workload (if any) decreases by one in the end of each slot (see Assumption 2.1), we have

$$
\begin{equation*}
V_{t-}=\left(V_{(t-1)-}+S_{t-1}-1\right)^{+}, \quad t \in \mathbb{T} \backslash\{0\} \tag{3.6}
\end{equation*}
$$

where $(x)^{+}=\max (x, 0)$ for $x \in(-\infty, \infty)$.
Let $\left(s_{t}(k) ; k \in \mathbb{Z}_{+}\right)$denote the probability mass function of $S_{t}$, i.e.,

$$
\begin{equation*}
s_{t}(k)=\mathrm{P}\left(S_{t}=k\right), \quad t \in \mathbb{T}, k \in \mathbb{Z}_{+} \tag{3.7}
\end{equation*}
$$

Note that $S_{t}$ follows a compound Poisson distribution from (3.1), (3.4) and Assumption 2.2, Therefore,

$$
\begin{equation*}
s_{t}(k)=\sum_{n=0}^{\infty} e^{-\lambda p_{t}} \frac{\left(\lambda p_{t}\right)^{n}}{n!} b^{* n}(k), \quad k \in \mathbb{Z}_{+}, \tag{3.8}
\end{equation*}
$$

where $\left(b^{* n}(k) ; k \in \mathbb{Z}_{+}\right)$denotes the $n$ th-fold convolution of $\left(b(k) ; k \in \mathbb{Z}_{+}\right)$itself. Note also that ( $s_{t}(k) ; k \in \mathbb{Z}_{+}$) in (3.8) is recursively computed as follows (see e.g., Zhang and Lil2016): For each $t \in \mathbb{T}$,

$$
\begin{align*}
& s_{t}(0)=e^{-\lambda p_{t}}  \tag{3.9}\\
& s_{t}(k)=\frac{\lambda p_{t}}{k} \sum_{m=1}^{k} m b(m) s_{t}(k-m), \quad k \in \mathbb{N} . \tag{3.10}
\end{align*}
$$

Furthermore, (3.6) yields

$$
v_{t}(k)= \begin{cases}v_{t-1}(0)\left\{s_{t-1}(0)+s_{t-1}(1)\right\}+v_{t-1}(1) s_{t-1}(0), & k=0  \tag{3.11}\\ \sum_{\ell=0}^{k+1} v_{t-1}(\ell) s_{t-1}(k+1-\ell), & k \in \mathbb{N}\end{cases}
$$

We now show the result on $\left(w_{t}(\boldsymbol{p}) ; t \in \mathbb{T}\right)$.
Lemma 3.1 For any $\boldsymbol{p} \in \mathcal{P}$,

$$
\begin{align*}
& w_{0}(\boldsymbol{p})=\frac{\lambda p_{0}}{2} \beta  \tag{3.12}\\
& w_{t}(\boldsymbol{p})=\sum_{j=0}^{t-1}\left\{\lambda p_{j} \beta-1+e^{-\lambda p_{j}} v_{j}(0)\right\}+\frac{\lambda p_{t}}{2} \beta, \quad t \in \mathbb{T} \backslash\{0\}, \tag{3.13}
\end{align*}
$$

where $\beta$ is the mean service time and $\left(v_{t}(k) ; t \in \mathbb{T} \backslash\{0\}, k \in \mathbb{Z}_{+}\right)$is recursively determined by (3.11).
Proof. Let $F_{t}:=F_{t}(\boldsymbol{p}), t \in \mathbb{T}$, denote the number of the customers who arrive in slot $t$ and receive their services before customer $i$, provided that she/he is a member of the customers arriving in slot $t$. Since the customers arriving in one slot are served in random order, we have $\mathrm{E}\left[F_{t}\right]=\lambda p_{t} / 2$. It then follows that

$$
\begin{align*}
w_{t}(\boldsymbol{p}) & =\mathrm{E}\left[V_{t-}\right]+\beta \mathrm{E}\left[F_{t}\right] \\
& =\mathrm{E}\left[V_{t-}\right]+\frac{\lambda p_{t}}{2} \beta, \quad t \in \mathbb{T} . \tag{3.14}
\end{align*}
$$

Since $V_{0-}=0$, we have $\mathrm{E}\left[V_{0-}\right]=0$. Combining this and (3.14) yields (3.12).
In what follows, we prove (3.13). For this purpose, it suffices to show that

$$
\begin{equation*}
\mathrm{E}\left[V_{t-}\right]=\sum_{j=0}^{t-1}\left\{\lambda p_{j} \beta-1+e^{-\lambda p_{j}} v_{j}(0)\right\}, \quad t \in \mathbb{T} \tag{3.15}
\end{equation*}
$$

It follows from (3.5) and (3.6) that, for $t \in \mathbb{T} \backslash\{0\}$,

$$
\begin{align*}
\mathrm{E}\left[V_{t-}\right] & =\mathrm{E}\left[\left(V_{(t-1)-}+S_{t-1}-1\right) \mathbb{1}\left(V_{(t-1)-}+S_{t-1} \geq 1\right)\right] \\
& =\mathrm{E}\left[\left(V_{(t-1)-}+S_{t-1}\right) \mathbb{1}\left(V_{(t-1)-}+S_{t-1} \geq 1\right)\right]-\mathrm{P}\left(V_{(t-1)-}+S_{t-1} \geq 1\right) \\
& =\mathrm{E}\left[V_{(t-1)-}\right]+\mathrm{E}\left[S_{t-1}\right]-\left\{1-\mathrm{P}\left(V_{(t-1)-}+S_{t-1}=0\right)\right\} \\
& =\mathrm{E}\left[V_{(t-1)-}\right]+\lambda p_{t-1} \beta-1+\mathrm{P}\left(V_{(t-1)-}+S_{t-1}=0\right) . \tag{3.16}
\end{align*}
$$

Note here that $V_{(t-1)-}$ and $S_{t-1}$ are independent and nonnegative random variables. Thus, using (3.9), we obtain

$$
\begin{align*}
\mathrm{P}\left(V_{(t-1)-}+S_{t-1}=0\right) & =\mathrm{P}\left(S_{t-1}=0\right) \mathrm{P}\left(V_{(t-1)-}=0\right) \\
& =e^{-\lambda p_{t-1}} v_{t-1}(0) . \tag{3.17}
\end{align*}
$$

Substituting (3.17) into (3.16) yields

$$
\mathrm{E}\left[V_{t-}\right]=\mathrm{E}\left[V_{(t-1)-}\right]+\lambda p_{t-1} \beta-1+e^{-\lambda p_{t-1}} v_{t-1}(0), \quad t \in \mathbb{T} \backslash\{0\},
$$

which implies that (3.15) holds.

## 4 Equilibrium arrival-time distributions

This section discusses equilibrium arrival-time distributions. We first describe the construction of an equilibrium arrival-time distribution. We then provide some numerical examples.

### 4.1 Construction of an equilibrium arrival-time distribution

The following theorem is a fundamental result on equilibrium arrival-time distributions.

Theorem 4.1 Statements (a) and (b) below hold.
(a) $p_{0}^{*}>0$.
(b) An equilibrium arrival-time distribution $\boldsymbol{p}^{*}=\left(p_{t}^{*} ; t \in \mathbb{T}\right)$ is a solution of the equation (4.9), or equivalently, $\boldsymbol{p}^{*}$ satisfies the recursion:

$$
\begin{equation*}
p_{t}^{*}=\left(p_{0}^{*}-2 \sum_{j=0}^{t-1}\left\{p_{j}^{*}+\frac{-1+e^{-\lambda p_{j}^{*}} v_{j}\left(0 ; \boldsymbol{p}^{*}\right)}{\lambda \beta}\right\}\right)^{+}, \quad t \in \mathbb{T} \backslash\{0\} . \tag{4.1}
\end{equation*}
$$

Proof. We first prove statement (a) by contradiction. To this end, we suppose that $p_{0}^{*}=0$. It then follows from (3.12) and (3.14) that

$$
\begin{aligned}
0=w_{0}\left(\boldsymbol{p}^{*}\right) & \geq \min _{t \in \mathbb{T}} w_{t}\left(\boldsymbol{p}^{*}\right) \geq 0, \\
w_{t}\left(\boldsymbol{p}^{*}\right) & \geq \frac{\lambda p_{t}^{*}}{2} \beta, \quad \forall t \in \mathbb{T} .
\end{aligned}
$$

These imply that if there exists some $j \in \mathbb{T} \backslash\{0\}$ such that $p_{j}^{*}>0$ then

$$
w_{j}\left(\boldsymbol{p}^{*}\right) \geq \frac{\lambda p_{j}^{*}}{2} \beta>0=\min _{t \in \mathbb{T}} w_{t}\left(\boldsymbol{p}^{*}\right),
$$

which contradicts Lemma 2.1. Therefore, $p_{0}^{*}>0$.
Next we prove statement (b). It follows from $p_{0}^{*}>0$ and Lemmas 2.1 and 3.1 that

$$
\begin{equation*}
w^{*}=\frac{\lambda p_{0}^{*}}{2} \beta, \tag{4.2}
\end{equation*}
$$

and, for $t \in \mathbb{T} \backslash\{0\}$,

$$
\begin{align*}
& w^{*}=\sum_{j=0}^{t-1}\left\{\lambda p_{j}^{*} \beta-1+e^{-\lambda p_{j}^{*}} v_{j}\left(0 ; \boldsymbol{p}^{*}\right)\right\}+\frac{\lambda p_{t}^{*}}{2} \beta, \quad \text { if } p_{t}^{*}>0,  \tag{4.3}\\
& w^{*}<\sum_{j=0}^{t-1}\left\{\lambda p_{j}^{*} \beta-1+e^{-\lambda p_{j}^{*}} v_{j}\left(0 ; \boldsymbol{p}^{*}\right)\right\}+\frac{\lambda p_{t}^{*}}{2} \beta, \quad \text { if } p_{t}^{*}=0 . \tag{4.4}
\end{align*}
$$

Substituting (4.2) into (4.3) and (4.4) yields, for $t \in \mathbb{T} \backslash\{0\}$,

$$
\begin{array}{rlr}
p_{t}^{*}=\frac{2}{\lambda \beta}\left(\frac{\lambda p_{0}^{*}}{2} \beta-\sum_{j=0}^{t-1}\left\{\lambda p_{j}^{*} \beta-1+e^{-\lambda p_{j}^{*}} v_{j}\left(0 ; \boldsymbol{p}^{*}\right)\right\}\right), & \text { if } p_{t}^{*}>0, \\
\frac{\lambda p_{0}^{*}}{2} \beta-\sum_{j=0}^{t-1}\left\{\lambda p_{j}^{*} \beta-1+e^{-\lambda p_{j}^{*}} v_{j}\left(0 ; \boldsymbol{p}^{*}\right)\right\}<0, & \text { if } p_{t}^{*}=0 .
\end{array}
$$

Combining these leads to (4.1).
Theorem 4.1 shows that an equilibrium arrival-time distribution $\boldsymbol{p}^{*}$ can be computed if $p_{0}^{*}>0$ is given. However, we cannot identify an appropriate value of $p_{0}^{*}$ in advance. Therefore, we have to find it by trial and error. Based on this fact, we establish a procedure for constructing an equilibrium arrival-time distribution $\boldsymbol{p}^{*}$.

Let $\boldsymbol{x}=\left(x_{t} ; t \in \mathbb{T}\right) \in \mathbb{R}_{+}^{T+1}$. For $t \in \mathbb{T}$, let $\left(s_{t}(k ; \boldsymbol{x}) ; k \in \mathbb{Z}_{+}\right)$denote a probability distribution such that

$$
\begin{equation*}
s_{t}(k ; \boldsymbol{x})=\sum_{n=0}^{\infty} e^{-\lambda x_{t}} \frac{\left(\lambda x_{t}\right)^{n}}{n!} b^{* n}(k), \quad k \in \mathbb{Z}_{+} . \tag{4.5}
\end{equation*}
$$

Furthermore, for $t \in \mathbb{T}$, let $\left(v_{t}(k ; \boldsymbol{x}) ; k \in \mathbb{Z}_{+}\right)$denote a probability distribution determined by the recursion (3.11) with $\left(s_{t}(k) ; k \in \mathbb{Z}_{+}\right)$replaced by $\left(s_{t}(k ; \boldsymbol{x}) ; k \in \mathbb{Z}_{+}\right)$: For $t=1,2, \ldots, T$,

$$
v_{t}(k ; \boldsymbol{x})= \begin{cases}v_{t-1}(0 ; \boldsymbol{x}) \sum_{\ell=0}^{1} s_{t-1}(\ell ; \boldsymbol{x})+v_{t-1}(1 ; \boldsymbol{x}) s_{t-1}(0 ; \boldsymbol{x}), & k=0  \tag{4.6}\\ \sum_{\ell=0}^{k+1} v_{t-1}(\ell ; \boldsymbol{x}) s_{t-1}(k+1-\ell ; \boldsymbol{x}), & k \in \mathbb{N}\end{cases}
$$

where

$$
v_{0}(k ; \boldsymbol{x})= \begin{cases}1, & k=0  \tag{4.7}\\ 0, & k \in \mathbb{N}\end{cases}
$$

Let $\boldsymbol{f}(\boldsymbol{x})=\left(f_{0}(\boldsymbol{x}), f_{1}(\boldsymbol{x}), \ldots, f_{T}(\boldsymbol{x})\right)$ for $\boldsymbol{x}=\left(x_{t} ; t \in \mathbb{T}\right) \in \mathbb{R}_{+}^{T+1}$, where $f_{t}$ denotes a function $\mathbb{R}_{+}^{T+1} \rightarrow \mathbb{R}_{+}$such that

$$
\begin{equation*}
f_{t}(\boldsymbol{x})=\left(x_{0}-2 \sum_{j=0}^{t-1}\left\{x_{j}+\frac{-1+e^{-\lambda x_{j}} v_{j}(0 ; \boldsymbol{x})}{\lambda \beta}\right\}\right)^{+}, \quad t \in \mathbb{T} \tag{4.8}
\end{equation*}
$$

Note that $f_{0}(\boldsymbol{x})=x_{0}$ because the empty sum is defined as zero. It then follows from Theorem4.1 that an equilibrium arrival-time distribution $\boldsymbol{p}^{*}$ is a solution of the equation:

$$
\begin{equation*}
\boldsymbol{x}=\boldsymbol{f}(\boldsymbol{x}), \quad \boldsymbol{x} \in \mathbb{R}_{+}^{T+1} \tag{4.9}
\end{equation*}
$$

We now define $\boldsymbol{x}^{*}:=\left(x_{t}^{*} ; t \in \mathbb{T}\right)$ as a vector such that $x_{0}^{*} \geq 0$ and the $x_{t}^{*}, t \in \mathbb{T} \backslash\{0\}$, are recursively determined by

$$
\begin{equation*}
x_{t}^{*}=\left(x_{0}^{*}-2 \sum_{j=0}^{t-1}\left\{x_{j}^{*}+\frac{-1+e^{-\lambda x_{j}^{*}} v_{j}\left(0 ; \boldsymbol{x}^{*}\right)}{\lambda \beta}\right\}\right)^{+}, \quad t \in \mathbb{T} \backslash\{0\} . \tag{4.10}
\end{equation*}
$$

Clearly, $\boldsymbol{x}^{*}$ is a solution of the equation (4.9).

Theorem 4.2 Statements (a)-(c) below hold.
(a) $x_{0}^{*}=0$ if and only if $\boldsymbol{x}^{*}=\mathbf{0}$.
(b) For each $t \in \mathbb{T} \backslash\{0\}$, $x_{t}^{*}$ is a continuous function of $x_{0}^{*}$.
(c) There exists a solution of the equation (4.9) with $\sum_{t=0}^{T} x_{t}=1$.

Proof. We first prove statement (a). Since the if-part is obvious, we prove the only-if part. It follows from (4.7) and (4.10) that

$$
\begin{equation*}
x_{1}^{*}=\left(x_{0}^{*}-2\left\{x_{0}^{*}+\frac{-1+e^{-\lambda x_{0}^{*}}}{\lambda \beta}\right\}\right)^{+} \tag{4.11}
\end{equation*}
$$

Therefore, if $x_{0}^{*}=0$, then $x_{1}^{*}=0$. We now suppose that

$$
\begin{equation*}
x_{0}^{*}=x_{1}^{*}=\cdots=x_{t-1}^{*}=0 \quad \text { for some } t \in \mathbb{T} \backslash\{0\} . \tag{4.12}
\end{equation*}
$$

It then follows from (4.5) that $s_{j}\left(0 ; \boldsymbol{x}^{*}\right)=1$ for all $j \in\{0,1, \ldots, t-1\}$. Using this and (4.6), we have

$$
\begin{equation*}
v_{j}\left(0 ; \boldsymbol{x}^{*}\right)=1 \quad \text { for all } j \in\{0,1, \ldots, t\} \tag{4.13}
\end{equation*}
$$

Substituting (4.12) and (4.13) into (4.10) yields $x_{t}^{*}=0$. By induction, statement (a) holds.
Next we prove statement (b) by induction. Equation (4.11) shows that $x_{1}^{*}$ is continuous with respect to $x_{0}^{*}$. Suppose that there exists some $t \in\{2,3, \ldots, T-1\}$ such that, for each $j=1,2, \ldots, t-1, x_{j}^{*}$ is continuous with respect to $x_{0}^{*}$. Note that, for all $\varepsilon>0$ and $\ell \in \mathbb{T}$,

$$
\left|\sum_{n=0}^{\infty} e^{-\lambda\left(x_{\ell}^{*}+\varepsilon\right)} \frac{\left\{\lambda\left(x_{\ell}^{*}+\varepsilon\right)\right\}^{n}}{n!} b^{* n}(k)-\sum_{n=0}^{\infty} e^{-\lambda x_{\ell}^{*}} \frac{\left(\lambda x_{\ell}^{*}\right)^{n}}{n!} b^{* n}(k)\right| \leq 2 .
$$

Thus, by the dominated convergence theorem, we obtain

$$
\lim _{\varepsilon \rightarrow 0}\left|\sum_{n=0}^{\infty} e^{-\lambda\left(x_{\ell}^{*}+\varepsilon\right)} \frac{\left\{\lambda\left(x_{\ell}^{*}+\varepsilon\right)\right\}^{n}}{n!} b^{* n}(k)-\sum_{n=0}^{\infty} e^{-\lambda x_{\ell}^{*}} \frac{\left(\lambda x_{\ell}^{*}\right)^{n}}{n!} b^{* n}(k)\right|=0 .
$$

This together with (4.5) implies that, for any $\ell \in \mathbb{T}, s_{\ell}\left(k ; \boldsymbol{x}^{*}\right)$ is continuous with respect to $x_{\ell}^{*}$. Therefore, it follows from (4.6) and the assumption of induction that, for each $j=$ $1,2, \ldots, t-1, v_{j}\left(k ; \boldsymbol{x}^{*}\right)$ is continuous with respect to $x_{0}^{*}$. As a result, $x_{t}^{*}$ given in (4.10) is continuous with respect to $x_{0}^{*}$.

Finally, we prove statement (c). Let

$$
\begin{equation*}
G\left(x_{0}^{*}\right)=\sum_{t=0}^{T} x_{t}^{*}, \quad x_{0}^{*} \geq 0 \tag{4.14}
\end{equation*}
$$

which is continuous with respect to $x_{0}^{*}$ due to statement (b). Furthermore,

$$
G(0)=0, \quad G(1) \geq 1
$$

Therefore, there exists some $\alpha>0$ such that $G(\alpha)=1$. The proof has been completed.
Based on Theorem 4.2, we propose an algorithm for computing an equilibrium arrivaltime distribution $\boldsymbol{p}^{*}=\left(p_{t}^{*} ; t \in \mathbb{T}\right)$.

```
Algorithm 1: Computing an equilibrium arrival-time distribution
Input: Sufficient small \(\varepsilon, \delta \in(0,1)\)
Output: Equilibrium arrival-time distribution \(\boldsymbol{p}^{*}=\left(p_{t}^{*} ; t \in \mathbb{T}\right)\)
```

Set $k=1$ and iterate the following:

1. Set $x_{0}^{*}=k \varepsilon$.
2. For $t=1,2, \ldots, T$, compute $x_{t}^{*}$ by (4.10).
3. If $\left|1-\sum_{t \in \mathbb{T}} x_{t}^{*}\right|<\delta$, then set $\boldsymbol{p}^{*}=\boldsymbol{x}^{*}$, and otherwise increment $k$ by one and go to Step 1.

Remark 4.1 Theorem4.1 simply ensures that there exists at least one solution of the equation (4.9), and it does not ensure that the equation has an exactly one solution. Unfortunately, we have tried but failed to prove the uniqueness of the equilibrium arrival-time distribution. Although, in Section 6, we provide some numerical results that imply the uniqueness of it, they cannot completely deny there exist more than one equilibrium arrival-time distribution. All we can say is that Algorithm 1 yields an equilibrium arrival-time distribution achieving the smallest expected waiting time even if other equilibrium arrival-time distributions exist.

### 4.2 Numerical examples

In this subsection, we present some numerical examples to illustrate the effect of the service time distribution on the arrival strategy of customers.

We set $\lambda=5$ and $T=20$. We then consider the three service-time distributions with mean $\beta \in(0, \infty)$ :

- Case 1 (Deterministic distribution):

$$
b(k)= \begin{cases}1, & k=\beta \\ 0, & k \neq \beta\end{cases}
$$

where the coefficient of variation (CV) is equal to zero.

- Case 2 (Geometric distribution):

$$
b(k)= \begin{cases}0, & k=0 \\ \frac{1}{\beta}\left(1-\frac{1}{\beta}\right)^{k-1}, & k \geq 1\end{cases}
$$

where the CV is equal to $\sqrt{1-\beta^{-1}}$.

- Case 3 (Mixtures of geometric distributions):

$$
b(k)= \begin{cases}0, & k=0 \\ p \frac{1}{\beta_{1}}\left(1-\frac{1}{\beta_{1}}\right)^{k-1}+(1-p) \frac{1}{\beta_{2}}\left(1-\frac{1}{\beta_{2}}\right)^{k-1}, & k \geq 1,\end{cases}
$$

where $0<p<1$ and $\beta_{i} \geq 1$ for $i=1,2$ such that $p \beta_{1}+(1-p) \beta_{2}=\beta$.
We note that the CV of Case 3 is equal to

$$
\beta^{-1} \sqrt{2\left(p \beta_{1}^{2}+(1-p) \beta_{2}^{2}\right)-\beta(1+\beta)}
$$

which implies that the parameters of Case 3 are not uniquely determined even if the value of the CV is given. To solve this problem, we fix the parameters such that $p \beta_{1}=1$ and thus

$$
p=1-\xi(\beta-1), \quad \beta_{1}=p^{-1}, \quad \beta_{2}=\xi^{-1}
$$

where

$$
\xi=\frac{4(\beta-1)}{3 \beta(\beta-1)+y^{2} \beta^{2}+\sqrt{\left\{3 \beta(\beta-1)+y^{2} \beta^{2}\right\}^{2}-8(\beta-1)^{2}\left\{y^{2} \beta^{2}+\beta(\beta+1)\right\}}} .
$$

This setting ensures that the CV is equal to $y$.
Using Algorithm 1, we compute the equilibrium arrival-time distributions in Cases 1-3 for $\beta=3,4,5$, which are shown in Figures 2-4. Furthermore, the equilibrium mean waiting times are summarized in Table 1. These results show that the probability $p_{0}^{*}$ of arriving in slot zero increases with the CV of the service-time distribution. This phenomenon is explained as follows. Suppose that the CV of the service-time distribution is large and thus some customers demand large service times. Arriving after the arrival of such customers results in the large waiting time for service. Therefore, more customers rush to slot zero to minimize her/his waiting time.


Figure 2: Equilibrium arrival-time distribution $\left(p_{0}^{*}, p_{1}^{*}, \ldots, p_{20}^{*}\right)(\beta=3)$

Remark 4.2 The shape of the equilibrium arrival-time distributions in Figures 2 - 4 are similar to ones in Figure 1 of Rapoport et al. (2004) as follows. In both of them, the opening slot has a mass of arrivals, then no arrivals occur in some subsequent slots, and arrivals resume and continue until the closing time.


Figure 3: Equilibrium arrival-time distribution $\left(p_{0}^{*}, p_{1}^{*}, \ldots, p_{20}^{*}\right)(\beta=4)$


Figure 4: Equilibrium arrival-time distribution $\left(p_{0}^{*}, p_{1}^{*}, \ldots, p_{20}^{*}\right)(\beta=5)$

## 5 Agent-based model

We first propose an agent-based model, which simulates the behavior of customers that repeatedly join a single-server queue having an acceptance period and that try to minimize their waiting times in joining the queue according to their own histories of waiting times. We then compare the steady-state arrival-time distributions in our agent-based model with the equilibrium arrival-time distributions computed by Algorithm 1 .

### 5.1 Model description

Our agent-based model shares the basic assumptions with the queueing game considered in the previous sections. As with the queueing game, the agent-based model runs in discrete time, where a time is specified by "day" and "time slot (slot, for short)", for example, slot $t$ on the $\nu$-th day, where

$$
t \in \mathbb{T}=\{0,1, \ldots, T\}, \quad \nu \in \mathbb{N}=\{1,2, \ldots\}
$$

Table 1: Equilibrium expected waiting time for $\beta=3,4,5$

|  | Case 1 | Case 2 | Case 3 |
| :---: | :---: | :---: | :---: |
| $\left(\mathrm{CV}, w^{*}\right)$ for $\beta=3$ | $(0,2.2)$ | $(0.82,3.0)$ | $(1.6,4.3)$ |
| $\left(\mathrm{CV}, w^{*}\right)$ for $\beta=4$ | $(0,4.6)$ | $(0.87,5.7)$ | $(1.7,7.5)$ |
| $\left(\mathrm{CV}, w^{*}\right)$ for $\beta=5$ | $(0,7.8)$ | $(0.89,9.1)$ | $(1.8,11.2)$ |

Each day starts from slot zero and ends with the completion of serving the customers arriving on the day. The details of the model are described as follows.

The system has a single server and a waiting line of infinite capacity. On each day, the server accepts customers during slots $0,1, \ldots, T$ (called the acceptance period), and the server continues to process the demands of customers in the system until it finishes processing them (even after slot $T$ ). Accepted customers are served on an FCFS basis, though the ones arriving in one slot are served in random order.

We assume that our agent-based model satisfies Assumptions 2.1 and 2.2. Thus, the service times of customers are i.i.d. with the distribution $(b(k) ; k \in \mathbb{N})$ with mean $\beta$. We also assume that there exist $N$ potential (homogeneous) customers of the system, which are labeled as the numbers in $\mathcal{N}:=\{1,2, \ldots, N\}$. The number $N$ is fixed to be a sufficiently large constant. On each day, the $N$ potential customers decide independently to arrive at the system or not. The probability of a customer arriving at the system is equal to $\Delta:=\lambda / N$. Therefore, the number of arriving customers on each day follows a binomial distribution having mean $\lambda$. Since $N$ is sufficiently large, this binomial distribution is close to a Poisson distribution with mean $\lambda$, due to the Poisson law of small numbers (see e.g., Chung 2001, Exercise 4, page 181).

To describe the strategy of customers, we introduce some definitions. Let $t_{\nu}^{(i)}, i \in \mathcal{N}$, $\nu \in \mathbb{N}$, denote the arrival slot of customer $i$ on day $\nu$. Let $w_{\nu}^{(i)}, i \in \mathcal{N}, \nu \in \mathbb{N}$, denote the waiting time of customer $i$ on day $\nu$. If customer $i$ does not join the system on day $\nu$, set $t_{\nu}^{(i)}=\infty$ and $w_{\nu}^{(i)}=0$. Moreover, for $i \in \mathcal{N}, \nu \in \mathbb{N}$, and $t \in \mathbb{T}$, let

$$
a_{\nu}^{(i)}=\sum_{t \in \mathbb{T}} a_{\nu, t}^{(i)}, \quad a_{\nu, t}^{(i)}=\sum_{k=1}^{\nu} \mathbb{1}\left(t_{k}^{(i)}=t\right),
$$

where $a_{\nu, t}^{(i)}$ denotes the total number of times that customer $i$ arrives in slot $t$ during the first $\nu$ days, and where $a_{\nu}^{(i)}$ denotes the total arrival days of customer $i$ during the first $\nu$ days. For convenience, let $a_{0}^{(i)}=0$ for $i \in \mathcal{N}$. Furthermore, for $i \in \mathcal{N}, \nu \in \mathbb{N}$, and $t \in \mathbb{T}$, let

$$
\bar{w}_{\nu, t}^{(i)}=\frac{w_{\nu, t}^{(i)}}{\max \left(1, a_{\nu, t}^{(i)}\right)}, \quad w_{\nu, t}^{(i)}=\sum_{k=1}^{\nu} \mathbb{1}\left(t_{k}^{(i)}=t\right) w_{k}^{(i)}
$$

where $w_{\nu, t}^{(i)}$ and $\bar{w}_{\nu, t}^{(i)}$ denote the sum and mean, respectively, of the waiting times that customer $i$ experiences when she/he arrives at slot $t$ during the first $\nu$ days.

As mentioned in the beginning of this section, every (arriving) customer tries to choose a slot that minimizes her/his waiting time for service according to her/his experience. Naturally, on the first day, customers have no experiences, but they accumulate "queueing experiences", i.e., their actual waiting times every time they join the system. Thus, every customer would gradually put weight on her/his own experience in choosing an arrival slot. To express such a gradual shift toward experience-based decision, we introduce an increasing function $\theta$ : $\mathbb{R}_{+} \rightarrow[0,1]$ such that

$$
\begin{equation*}
\theta(0)=0, \quad \lim _{x \rightarrow \infty} \theta(x)=1 \tag{5.1}
\end{equation*}
$$

We then assume that if customer $i(i \in \mathcal{N})$ arrives at the system on the $\nu$-th day $(\nu \in \mathbb{N})$ then the customer takes one of two options:
(i) With probability $\theta\left(a_{\nu-1}^{(i)}\right)$, to choose uniformly one slot $j \in \arg \min _{t \in \mathbb{T}} \bar{w}_{\nu-1, t}^{(i)}$.
(ii) With probability $1-\theta\left(a_{\nu-1}^{(i)}\right)$, to choose one slot uniformly from slots $0,1, \ldots, T$.

Note that, on the first day, customer $i(i \in \mathcal{N})$ chooses an arrival slot from slots $0,1, \ldots, T$ with an equal probability, because of $a_{0}^{(i)}=0$ and (5.1).

Let $\boldsymbol{p}_{\nu}^{(i)}:=\left(p_{\nu, t}^{(i)} ; t \in \mathbb{T}\right), i \in \mathcal{N}, \nu \in \mathbb{N}$, denote the arrival-time distribution of customer $i$ on day $\nu$. Let

$$
\mathbb{T}_{\nu}^{(i)}=\underset{t \in \mathbb{T}}{\arg \min } \bar{w}_{\nu, t}^{(i)}, \quad i \in \mathcal{N}, \nu \in \mathbb{N}
$$

which is the set of the slots that customer $i$ experiences the minimum mean waiting time during the first $\nu$ days. It then follows from options (i) and (ii) that, for $i \in \mathcal{N}$ and $t \in \mathbb{T}$,

$$
\begin{aligned}
& p_{1, t}^{(i)}=\frac{1}{T+1}, \\
& p_{\nu, t}^{(i)}= \begin{cases}\frac{1-\theta\left(a_{\nu-1}^{(i)}\right)}{T+1}+\frac{\theta\left(a_{\nu-1}^{(i)}\right)}{\left|\mathbb{T}_{\nu-1}^{(i)}\right|}, & t \in \mathbb{T}_{\nu-1}^{(i)}, \\
\frac{1-\theta\left(a_{\nu-1}^{(i)}\right)}{T+1}, & t \notin \mathbb{T}_{\nu-1}^{(i)},\end{cases}
\end{aligned}
$$

Furthermore, let $\overline{\boldsymbol{p}}_{\nu}:=\left(\bar{p}_{\nu, t} ; t \in \mathbb{T}\right)$ and $\bar{w}_{\nu}, \nu \in \mathbb{N}$, denote the averaged arrival-time distribution and waiting time, respectively, over all the customers on day $\nu$; that is,

$$
\begin{array}{rlr}
\bar{p}_{\nu, t}=\frac{1}{N} \sum_{i=1}^{N} p_{\nu, t}^{(i)}, & \nu \in \mathbb{N}, t \in \mathbb{T}, \\
\bar{w}_{\nu}=\frac{1}{N} \sum_{i=1}^{N} \frac{1}{a_{\nu}^{(i)}} \sum_{k=0}^{\nu} w_{k}^{(i)}, & \nu \in \mathbb{N} . \tag{5.3}
\end{array}
$$

In the rest of this subsection, we explain our choice for function $\theta$. Although there may be other reasonable options of function $\theta$, we fix

$$
\theta(x)= \begin{cases}0, & x=0  \tag{5.4}\\ \exp \left(\frac{c_{1}}{1-e^{c_{2} x}}\right), & x>0\end{cases}
$$

where $c_{1}$ and $c_{2}$ are positive parameters. The function $\theta$ in (5.4) is a sigmoid-type function on the (nonnegative real) half line. Thus, for convenience, we refer to such a function as sigmoid-on-the-half-line (SOHL for short) function.

By definition, the SOHL function $\theta$ has two parameters $c_{1}$ and $c_{2}$. To facilitate numerical experiments in the next subsection, we fix the parameters such that $\theta$ takes the value of $1 / 3$ at its unique inflection point. It follows from (5.4) that $\theta$ is an increasing twice-differentiable function satisfying (5.1). Thus, there indeed exists a unique inflection point at $x=\eta$, given by

$$
\begin{equation*}
\eta=\frac{1}{c_{2}} \log \frac{c_{1}+\sqrt{c_{1}^{2}+4}}{2} . \tag{5.5}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\theta(\eta)=\exp \left(\frac{2 c_{1}}{2-c_{1}-\sqrt{c_{1}^{2}+4}}\right) \tag{5.6}
\end{equation*}
$$

Therefore, solving the equation $\theta(\eta)=1 / 3$, we obtain

$$
\begin{equation*}
c_{1}=\frac{(2-\log 3) \log 3}{\log 3-1} \tag{5.7}
\end{equation*}
$$

Figure 5 plots the SOHL functions $\theta$ with $\theta(\eta)=1 / 3$ and $\eta=1,30$, and 60 , where $c_{1}$ is given in (5.7) and

$$
\begin{equation*}
c_{2}=\frac{1}{\eta} \log \frac{c_{1}+\sqrt{c_{1}^{2}+4}}{2} . \tag{5.8}
\end{equation*}
$$



Figure 5: The shape of SOHL function with parameters in (5.7) and (5.8)

### 5.2 Numerical examples

In this subsection, we present some numerical examples. To this end, we set

$$
N=100, \quad \mathcal{N}=\{1,2, \ldots, N\}, \quad T=20, \quad \lambda=5 .
$$

Thus, the number of potential customers is equal to $N=100$, and the acceptance period ends at slot 20 . The mean number of arriving customers on each day is equal to $\lambda=5$, and therefore each customer joins the system with the probability $\Delta:=\lambda / N=5 / 100=0.05$. Theoretically, until day $\nu$, each customer has joined the system $\nu \times \Delta=0.05 \nu$ times on average, in other words,

$$
\frac{1}{100} \sum_{i=1}^{100} a_{\nu}^{(i)} \approx 0.05 \nu
$$

Furthermore, the parameters of the SOHL function are given by (5.7) and (5.8), which implies that $\theta(\eta)=1 / 3$; that is, customers who have joined the system $\eta$ times chooses an arrival slot according to her/his experience with probability $1 / 3$.

We first set $\eta=30$. Figure 6 plots the averaged arrival-time distribution $\overline{\boldsymbol{p}}_{\nu}$ (defined in (5.2)) for $\nu=200,2000,2.0 \times 10^{4}$, where $\beta=3$ ( $\beta$ is the mean service time). Figures 7 and 8 also plot the results with $\beta=4$ and 5 , respectively. These numerical results show that


Figure 6: Averaged arrival-time distribution $\overline{\boldsymbol{p}}_{\nu}$ for $\nu=200,2000,2.0 \times 10^{4}$ with $\beta=3$ and $\eta=30$.
our agent-based model generates, in a sufficiently long run time, the averaged arrival-time distribution similar to the equilibrium arrival-time distribution (see Figures (2-4) computed by Algorithm 1. The simulation results also adhere to the consequences of our mathematical model in that the probability of arriving in slot zero increases with $\beta$ and/or CV . As a result, we can say that our queueing game serves as a mathematical model of the real behavior of non-cooperative customers.

Next, we examine how the parameter $\eta$ of the SOHL function impacts on the averaged arrival-time distribution. Figures 9 and 10 plot the averaged arrival-time distributions for $\nu=200,2000,2.0 \times 10^{4}$ and $\beta=5$, where $\eta=1$ and $\eta=60$, respectively. In the case of $\eta=1$ (Figure 9), the customers choose their arrival slots according to their own experiences from very early stages, and thus the probability of arriving in slot zero gradually increases after only 200 days. In contrast, in the case of $\eta=60$ (Figure 10), the customers choose their arrival slots according to the uniform distribution with probability more than $20 \%$ even 200 days have passed. For this reason, the probabilities of arriving in slots $1-3$ in the case of


Figure 7: Averaged arrival-time distribution $\overline{\boldsymbol{p}}_{\nu}$ for $\nu=200,2000,2.0 \times 10^{4}$ with $\beta=4$ and $\eta=30$.


Figure 8: Averaged arrival-time distribution $\overline{\boldsymbol{p}}_{\nu}$ for $\nu=200,2000,2.0 \times 10^{4}$ with $\beta=5$ and $\eta=30$.
$\eta=60$ (Figure 10) are higher than those in the cases of $\eta=1$ (Figure 9) and $\eta=30$ (Figure 8) even after the 2000 days have passed. However, after a sufficiently long time, the averaged arrival-time distributions become quite similar to the equilibrium arrival-time distributions in Figure 4 regardless of $\eta$.

## 6 Concluding remarks

In this paper, we have studied a discrete-time single-server Poisson queueing game with a single acceptance period. For this queueing game, we have proved that there exists an equilibrium arrival-time distribution such that the expected waiting times of customers are identical.

We also have proposed an algorithm for computing an equilibrium arrival-time distribution achieving the smallest expected waiting time. Unfortunately, we have not proved that the equilibrium arrival-time distribution is unique, or equivalently, that there exists a unique


Figure 9: Averaged arrival-time distribution $\overline{\boldsymbol{p}}_{\nu}$ for $\nu=200,2000,2.0 \times 10^{4}$ with $\beta=5$ and $\eta=1$.


Figure 10: Averaged arrival-time distribution $\overline{\boldsymbol{p}}_{\nu}$ for $\nu=200,2000,2.0 \times 10^{4}$ with $\beta=5$ and $\eta=60$.
solution of the equation (4.9) with $\sum_{t \in \mathbb{T}} x_{t}=1$. However, Figure 11 shows the monotone increase of $G\left(x_{0}^{*}\right)$ with $x_{0}^{*}$ under the settings of Table 1. These numerical results imply the uniqueness of the equilibrium arrival-time distribution.

We note that if the equilibrium arrival-time distribution is unique then it can be efficiently computed by the bisection method instead of Algorithm 1. Therefore, it is a challenging and interesting problem to prove whether or not the equilibrium arrival-time distribution is unique.

Finally, we mention other two interesting directions for further research associated with this paper. One is to generalize our queueing model by taking into account earliness and tardiness costs to investigate the impact of these costs on the equilibrium arrival-time distribution. Assuming exponential service times, Sherzer and Kerner (2017) considers a continuous-time Poisson queueing game with the linear combination of waiting, earliness, and tardiness costs. Discretizing the time axis would facilitate to handle the general service-time distribution in Poisson queueing games having such more flexible costs.

The other one is to study how the service discipline impacts on the equilibrium arrival-time


Figure 11: Monotonicity of $G\left(x_{0}^{*}\right)$ for three service-time distributions with $\beta=3,4,5$.
distribution. Breinbjerg et al. (2016) discuss the impact of FCFS, LCFS, and SIRO (Service In Random Order) on equilibria in a "non-stochastic" queueing game with only three customers. As far as we know, this service discipline problem has not yet considered in "stochastic" queueing games having acceptance periods as with our queueing game, though it has done in "To Join or Not to Join" models without acceptance periods (see, e.g., Hassin 1985).
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