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Abstract

Crowdfunding is the practice of funding a project or venture by raising monetary contributions from a large number
of people, typically via the Internet. Lendwithcare is amongst the first crowdfunding platforms specifically dedicated
to support individual and group entrepreneurs in developing countries through partner microfinance institutions. A
key objective of Lendwithcare is to identify the attributes (i.e., the characteristics of crowdfunding projects in their
online descriptions) that affect investors/potential investors when taking their investment decision. This paper proposes
a decision rule-based approach to address this issue. This approach relies on the Dominance-Based Rough Approach
(DRSA), which is a well-known multicriteria sorting method. The outputs of DRSA are a collection of if-then decision
rules and a collection of attribute reducts. In this paper, new measures are proposed for calculating the relative importance
of condition attributes based on the characteristics of decision rules and of attribute reducts. Decision rule-based
measures are parameterised in order to consider the characteristics of decision rules using both learning and testing
datasets. The proposed measures can be aggregated into a comprehensive measure indicating the overall importance of
each condition attribute. Furthermore, the proposed measures are extended in order to compute the relative importance
of a collection of condition attributes taken together. In addition, decision rule-based measures are extended to evaluate
the relative importance of specific values of condition attributes. The proposed approach has been applied and validated
using real-world data from Lendwithcare.

Keywords: Rough sets, Dominance-based Rough Set Approach, Relative importance, Decision rules, Attribute
reducts, Crowdfunding, Lendwithcare.

1. Introduction

Crowdfunding is an emerging phenomenon involving large numbers of contributors coming together in order
to collectively fund projects [8][20][83]. While group funding schemes are not a new phenomenon, the significant
reductions in search and transaction costs resulting from a migration onto online platforms are vastly increasing both
the scale and scope of projects that can be funded by contributors from around the world. Crowdfunding promises
to revolutionise the way in which a wide variety of activities are funded, such as business start-ups, new product
innovations, creative and cultural activities and social ventures. The democratic nature of crowdfunding helps to
overcome barriers in access to finance among under-represented groups of entrepreneurs and investors, including
females, ethnic minorities and those from poorer backgrounds. There are a wide variety of platforms, ranging from
donation and rewards-based [11][36] models popularised by Kickstarter and Indigogo, to equity-based funding and
peer-to-peer lending.

∗Corresponding author.
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Even though most attention has been paid to the rise of crowdfunding in the developed world, crowdfunding also
has an important role to play in fostering entrepreneurial activity in developing economies. A report from the World
Bank [119] clearly highlights this potential by pointing out the substantial amount of entrepreneurial talent and activity
lying dormant in many developing economies. The report further suggests that "traditional attitudes towards risk,
entrepreneurship and finance stifle potential economic growth and innovation" with a potential to overcome this in part
through embracing new financial tools such as crowdfunding [119]. Entrepreneurs and community project leaders from
across the developing world have a choice of three operational modalities in leveraging crowdfunding support for their
endeavours. First, they can place their project on a local crowdfunding platform. However, there are few such local
platforms in the developing world1 with the World Bank [119] suggesting that such sites are currently limited to Brazil
(17 platforms), India (10), South Africa (4), and China (2). Moreover, a cursory examination of such sites shows their
scope, in terms of projects, funders and monies raised to date, is somewhat limited. Second, they can place their project
on major world-leading rewards-based crowdfunding platforms such as Kickstarter (www.kickstarter.com) and
Indigogo (www.indigogo.com). While such a strategy reaches a much wider audience, this benefit is diluted as the
interests of potential investors who access the site are not necessarily congruent with development-oriented projects.
An analysis of the two main reward-based crowdfunding platforms (namely, Kickstarter and Indigogo) in fact reveals
very few current (or past) entrepreneurial or community-based projects based in the developing world. Third, they
can target potential development-oriented investors by placing their project upon crowdfunding platforms explicitly
oriented to crowdfunding projects in the developing world (such as www.lendwithcare.org, www.kiva.org
or www.babyloan.org).

Lendwithcare (LWC) is a particularly interesting example as it is amongst the first developing countries-dedicated
crowdfunding platforms. Created and run by the Cooperative for Assistance and Relief Everywhere (CARE) Inter-
national,2 it solicits donations which are linked to the fulfilment of its broader development objectives. LWC allows
individuals and groups to make small loans to entrepreneurs in developing countries through partner microfinance
institutions. The entrepreneurs themselves do not post their campaigns to the LWC website. Rather, the campaigns are
prepared and launched by LWC staff on behalf of the entrepreneurs. LWC currently works in eleven countries, namely
Cambodia, Ecuador, Malawi, Palestinian Territories, Pakistan, Peru, the Philippines, Rwanda, Vietnam, Zambia and
Zimbabwe, and has two partners in both Ecuador and Zimbabwe. The research considered in this paper is being un-
dertaken in partnership with LWC. LWC uses an online crowdfunding platform where a description of projects can be
published and then accessed by different investors. A project description generally consists of the project presentation,
a profile photo of the entrepreneur and other pieces of information related to the entrepreneur and the loan requested.
The main objective of this study was to help LWC identify the relative importance of the key factors contained in the
descriptions of projects that investors/potential investors employ when taking their investment decision. The response
to this question is particularly useful to LWC in the sense that it will support its development objectives, enhance the
design of its online crowdfunding platform and increase the contributions to crowdfunding campaigns.

To achieve this objective, a rule-based approach that relies on the Dominance-Based Rough Approach (DRSA) is
introduced in this paper. The DRSA is a well-known multicriteria sorting (or ordinal classification) method proposed by
[48][49][104][105] to overcome the shortcomings of conventional Rough Sets Theory [84][85] in multicriteria sorting
by allowing preference-oriented attributes and decision classes. The input of DRSA is a decision table representing
the description of a set of objects with respect to a set of condition and decision attributes. The entries of the decision
table are attribute-value pairs. The main output of DRSA is a collection of decision rules. Each elementary condition
in decision rules is built upon a single condition attribute, while a consequence is defined based on a decision attribute.
Another important output of DRSA is a collection of reducts, which are subsets of condition attributes that characterise
the knowledge in the decision table. The set of condition attributes that are common to all reducts is called the core.

The condition and decision attributes in DRSA are assumed to be preference ordered. It is possible then to exploit
this monotonic property of condition and decision attributes in order to induce the relative importance of condition
attributes through the analysis of the characteristics of decision rules and reducts/core subsets. The basic assumption
is that attributes that are more important should appear more frequently in the condition parts of decision rules and in
the reducts/core subsets than less important attributes.

1Examples include: www.fundfind.co.za, www.thundafund.com, changa.co.ke, and www.startme.co.za.
2See https://www.careinternational.org.uk/.
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In this paper, new measures are proposed for calculating the relative importance of condition attributes using
the characteristics of decision rules and of attribute reducts. The decision rule-based measures are parameterised in
order to consider the characteristics of decision rules with respect to both learning and testing datasets. The proposed
measures can be aggregated into a comprehensive measure indicating the overall importance of each condition attribute.
Furthermore, the proposed measures are extended in order to compute the relative importance of a collection of condition
attributes taken together. In addition, decision rule-based measures are extended to evaluate the relative importance of
specific values of condition attributes.

The proposed analysis strategy and measures have been applied using a real-world case study that has been conduc-
ted in partnership with the pro-social lending-based crowdfunding platform LWC. The dataset contains information
on observed real-world patterns of pro-social behaviour taken over several years. In respect to the role of condition
attributes in the attractiveness of crowdfunding projects, we can establish the following facts: (i) the predominant
role of the condition attribute Activity Type, as confirmed by the analysis of both decision rules and reducts; (ii) the
condition attributes Loan Requested, Entrepreneur Gender and Average Loan Value are also significant, but less im-
portant than Activity Type; (iii) the condition attributes Country and Number of Dependents play a moderate role in the
attractiveness of projects; and (iv) the other condition attributes, namely Largest Loan Value, Number of Participants,
Entrepreneur Age and Project Type, play a marginal role in the attractiveness of crowdfunding projects. Results also
indicate that the relative importance of pairs of condition attributes is higher for pairs with higher individual relative
importance values. The analysis of specific values of Activity Type showed that the most attractive activities are:
farming, green loan, raising poultry, sewings/tailoring, food market stall and clothes shops. We also found that projects
initiated by females or by pairs and teams are more attractive than projects initiated by males or by individuals.

Although these findings are specific to LWC, they may be useful to other pro-social lending platforms. Furthermore,
the proposed measures are generic and can be applied with no modification to any other dataset.

The remainder of the paper is organized as follows. Section 2 discusses related work. Section 3 provides a brief
overview on the DRSA and enumerates the basic characteristics of decision rules. Section 4 details the proposed
approach. Section 5 applies the proposed approach to crowdfunding projects within LWC. Section 6 presents an
additional case study. Section 7 concludes the paper.

2. Related work

This section reviews research on the induction of relative importance of attributes in general (Section 2.1) and in
relation to crowdfunding projects in particular (Section 2.2). Then, the novelty of the proposed measures is highlighted
(Section 2.3).

2.1. Specification and extraction of relative importance of attributes

2.1.1. Relative importance of attributes within multicriteria analysis methods
Most existing multicriteria methods require the specification of a set of relative importance to the considered

attributes. The definition of relative importance of condition attributes is a critical task since it largely determines the final
output of the method. We distinguish two major approaches to specify relative importance of attributes [25][34][44]:
direct or indirect. Within the direct approach (e.g., [1]), which is most often used in practice, decision makers explicitly
specify the relative importance values. The indirect approach (e.g., [35]), sees the relative importance of attributes
implicitly derived from the input data. Indirect induction is particularly interesting in practice since it largely reduces
the cognitive effort required from the decision maker/expert. Most indirect approaches use mathematical programming
formulations [103].

The authors in [27] enumerated and discussed 13 different interpretations of the concept of relative importance of
attributes in multicriteria analysis. In particular, they note that most of the authors of relative importance estimation
methods misunderstood and/or neglected the interpretation and implications of using relative importance values. More
recently, the authors in [103] have enumerated several indirect methods. This paper extends the list given in [103] by
adding several relevant and recent methods:

• Simos’s card method [100][101] in which the decision maker is asked to rank attributes from the most important
to the least important. Relative importance of condition attributes are then induced based on the obtained ranking.
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There are several extensions to Simos’s method such as the one proposed in [38]. A review of applications of
the Simos’s method is given in [103].

• The centralized weights method [106] requests that the decision maker makes a number of ordinal comparisons
of condition attributes that are formulated as linear inequalities, in order to obtain the centroid of the vertices of
a polyhedron.

• In the TACTIC method [118] the relative importance of condition attributes is depicted and assessed as a system
of functional representations of relations.

• The DIVAPIME [75] approach, which has been adapted from ELECTRE methods, is implemented by making
pairwise comparisons of fictitious alternatives in order to support the elicitation of importance variation intervals.

• The Analytic Hierarchy Process (AHP) [93] is probably the most well-known method for calculating relative
importance values from the input data. In AHP, the decision maker is asked to provide pairwise comparisons
over the priority of condition attributes on a prespecified numerical scale.

• MACBETH [6] infers the weights as values of attractiveness from pairwise comparisons of the condition attributes
on a qualitative scale, thus measuring the magnitude of attractiveness.

• STAB1 and STAB2 methods proposed in [12] and [13], respectively, use a mixed integer linear programming
model to infer the relative importance of condition attributes from overall outranking statements, maximizing
the stability of the induced median-cut outranking digraph.

• The WAP [117] method assesses weights through prioritization. WAP is a specific integrated implementation
of the Robust Simos Method with enriched preferential information, and leads to the estimation of more robust
weighting vectors.

• In the FUCOM [81] approach, two groups of constraints that need to satisfy the optimal values of weight
coefficients are specified. These constraints involve two conditions: (i) the ratio of the weight coefficients is equal
to the comparative priority among the condition attributes; and (ii) weight coefficients should satisfy the condition
of mathematical transitivity. The optimal weight values are then obtained by mathematical programming.

The relative importance of decision attributes can also be specified using other methods (e.g., [61][77][78][82]).
A critical review of attribute weighting methods in multicriteria analysis is reported in [86].

2.1.2. Relative importance of attributes within rough approximation-based methods
Let us first mention that reducts and core, which are subsets of condition attributes, can be used to partially measure

the relative importance of condition attributes and deduce their role in the attractiveness of crowdfunding projects.
However, reducts and core subsets are not sufficient to fully and explicitly measure the relative importance of condition
attributes. A basic argument in this respect is that one cannot differentiate between the condition attributes in the same
reduct or those in the core because they are implicitly considered to have the same importance.

There is also a series of papers that use rough approximation to induce the relative importance of attributes, for
example, [44][57][59][67][69][124]. For instance, the authors in [44] used rough sets to prioritise travel attributes
based on their proportional impact on tourists’ overall satisfaction of their travel experience. The main output of [44] is
that improving tourism infrastructures of the country in addition to globally promoting the image of the country are of
the highest priority for the country’s tourism industry if it is to reach its full potential. These findings provide precious
information for tourism policy makers by prioritizing those travel attributes that have the greatest impact on foreign
tourists’ overall satisfaction with their travel experience.

The authors in [49] investigated the interaction relationships between condition attributes through Shapley value [98]
and Banzhaf [7] value. These measures originated in game theory, but can be interpreted, with respect to multicriteria
analysis, as specific kinds of weighted average contributions of a given criterion alone to all subsets of condition
attributes [49]. Within rough-based methods, the Shapley and Banzhaf values can be interpreted as measures of the
contribution of attributes to the quality of approximation of the considered classification [49].
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Furthermore, and as observed by [46], fuzzy measures constitute a useful tool for modeling the importance of
coalitions. Fuzzy measures have been used in [47] to assess the relative value of information supplied by each condition
attribute and to analyse the interactions among attributes, based on the quality of classification calculated from the
rough set approach.

In addition to the indices concerning particular condition attributes, other indices have been proposed to measure
the interaction between pairs of condition attributes. Interaction indices have been suggested by [76] and [92] with
respect to Shapley value and Banzhaf value, respectively. These interaction indices can be interpreted as specific kinds
of average-added values resulting from putting two condition attributes together in each possible coalition. Extensions
of interaction indices from non-ordered pairs to any subset have been proposed by [45] and [92] with respect to Shapley
index and Banzhaf index, respectively. Within rough-based methods, all these interaction indexes can be interpreted
as the average conjoint contribution of the non-ordered pair of condition attributes to the quality of the classification.

2.1.3. Relative importance of attributes within other analysis techniques
Induction of relative importance of attributes has also been considered in other analysis techniques such as regression

analysis and feature selection. In regression analysis, different authors (e.g., [22][58][62][64][115]) have been interested
in identifying the relative importance of considered variables. The authors in [22] applied dominance analysis [21] in
order to measure and interpret the relative importance of correlated predictors (variables) in regression models in the
context of organizational research.

Feature selection is a very active research domain in data mining, artificial intelligence and also in rough set theory
(see e.g., [59][69][107]). The objective of feature selection is to identify the most important attributes. In [59], for
example, the authors used filter feature selection algorithms to select subsets of attributes from medical data. The
medical relevance of the selected attributes have been checked with the help of domain experts. To eliminate irrelevant
or redundant data and improve the performance of a classification system, the author in [107] used a simple wrapper
model, based on a sequential backward search procedure, to establish a ranking of attributes and estimate their relevance
for the constructed classifier.

2.2. Attractiveness of crowdfunding projects

While previous studies, including [28][41][42][116], have investigated the question of motivation in crowdfunding,
others study the role of characteristics in crowdfunding projects and the characteristics of successful crowdfunding
campaigns (e.g [74][91]). The authors in [56] presented an interdisciplinary review of investor decision-making in
crowdfunding. In the work by [30], the authors studied the effect of profile photos on pro-social crowdfunding cam-
paigns. The authors concluded that profile photos positively affect pro-social behaviours among contributors to online
pro-social crowdfunding campaigns.

In the study by [74], the author advocated that personal networks and project quality are associated with the success
of crowdfunding efforts, and that geography is related to both the type of projects proposed and successful fundraising.
Furthermore, the author in [74] found that being featured on the front page is strongly associated with success. The au-
thors in [91] showed that both social identification with the crowdfunding community and innovativeness have a positive
effect on intention to participate. In addition, attitudes toward helping others and interpersonal connectivity indirectly
affect intention to participate in crowdfunding through social identification with the crowdfunding community.

An investigation of project duration on a crowdfunder’s investment choice is reported in [94] where the authors
proposed a dynamic programming approach for computing the value of a platform’s opportunity at a given time and
deriving the optimal funding decision. They observed in particular the existence of a key interval where the remaining
campaign duration can be set up for successful funding, and a corresponding dependence on the link between project
target and utility. The authors in [122] confirmed [94]’s results for long duration projects although this is found to be
uncertain for short and moderate project duration. Additionally, the author in [74] advocated that duration decreases
the chances of success, and explained this as longer durations are seen as a sign of a lack of confidence.

According to [2], all crowdfunding contributors, to some degree, may be thought of as investors, making decisions
about which projects to support based on their expectations for success and the underlying appeal of the project. The
authors in [3] studied the success of equity crowdfunding platforms. They concluded that: (i) intellectual capital has
no effect on the success of crowdfunding projects; (ii) social (alliance) capital has an insignificant effect; and (iii)
information about risks and internal governance positively affect the success of crowdfunding projects.
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In the study reported in [39], the authors concluded that projects with pairs and teams demonstrate much higher
success rates than projects with individuals. They also observed that projects created by females experienced a higher
success rate than males. The authors in [26] assessed the relative importance of project, product category, entrepreneur
and location effects on reward-based crowdfunding success. They found that agency factors, specifically project and
entrepreneur effects, explain the highest relative variance across three crowdfunding success outcomes, namely pledge
amount, number of backers and funding success. They also observed that structural factors, specifically product category
and location effects, have lower but still significant effects.

2.3. Novelty of proposed measures
A common characteristic of the papers discussed earlier is the fact that they relied on input data to indirectly

deduce the relative importance of attributes. In this paper, the relative importance of attributes are deduced from the
output data. The proposed measures rely on using existing decision rule-related and attribute reduct-related elementary
measures. However, to the best knowledge of the authors, these elementary measures have never been used to calculate
the relative importance of attributes.

From a practical point of view, calculating the relative importance of condition attributes using a posteriori inform-
ation is highly advocated when the decision maker needs to explain and justify the decision to stakeholders in terms
of considered relative importance values. Indeed, in several real-world decision problems, the decision maker may
appreciate differently the role of each criterion [66][121].

The relative importance of condition attributes may also be useful in the classification of objects using decision
rules in situations where it is covered by more than one rule (as discussed in [16]). In this case, it is possible to exploit
the relative importance of condition attributes in order to select the decision rule to apply.

In addition, the proposed measures go beyond the preferential information contained in the attribute reduct and
core. Indeed, one cannot differentiate between the condition attributes in the same reduct or those in the core because
they are implicitly considered to have the same importance; the proposed measures will better discriminate between
the condition attributes.

3. Background

3.1. Dominance-based Rough Set Approach
The Dominance-based Rough Set Approach (DRSA) [48][49][104][105] is an extension of conventional Rough

Set Theory to multicriteria analysis. A brief overview of the DRSA is presented in the rest of this section. More details
on this method are available in [23][24][49].

3.1.1. Basic definitions
In rough sets theory, information regarding the decision objects is often structured in a 4-tuple information table

S = 〈U,Q, V, f〉, where U is a non-empty finite set of objects and Q is a non-empty finite set of attributes such that
q : U → Vq for every q ∈ Q. The Vq is the domain of attribute q, V =

⋂
q∈Q Vq , and f : U×Q→ V is the information

function defined such that f(x, q) ∈ Vq for each attribute q and object x ∈ U . The set Q is often divided into a subset
C 6= ∅ of condition attributes and a subset D 6= ∅ of decision attributes, such that C ∪D = Q and C ∩D = ∅. In this
case, S is called a decision table.

In multicriteria decision making, the domains of the condition attributes are ordered according to a decreasing or
increasing preference. The proponents of DRSA assume that the preference is increasing with f(·, q) for every q ∈ C.
They also assume that the set of decision attributes D is a singleton. The unique decision attribute makes a partition
of U into a finite number of preference ordered decision classes Cl = {Clt, t ∈ T}, T = {1, . . . , |T |}, such that each
x ∈ U belongs to one and only one class.

3.1.2. Approximations
In DRSA the represented knowledge is a collection of upward unions Cl≥t and downward unions Cl≤t of classes

defined as follows:

Cl≥t =
⋃
s≥t

Cls, Cl
≤
t =

⋃
s≤t

Cls. (1)
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The assertion "x ∈ Cl≥t " means that "x belongs to at least class Clt" while assertion "x ∈ Cl≤t " means that "x
belongs to at most classClt". The basic idea of DRSA is to replace the indiscernibility relation used in the conventional
Rough Set Theory with a dominance relation. Let P ⊆ C be a subset of condition attributes. The dominance relation
∆P associated with P is defined for each pair of objects x and y as follows:

x∆P y ⇔ f(x, q) � f(y, q),∀q ∈ P. (2)

In the definition above, the symbol "�" should be replaced with "�" for condition attributes that are ordered
according to decreasing preferences. To each object x ∈ U , we associate two sets: (i) the P -dominating set ∆+

P (x) =
{y ∈ U : y∆Px} containing the objects that dominate x, and (ii) the P -dominated set ∆−P (x) = {y ∈ U : x∆P y}
containing the objects dominated by x.

Then, the P -lower and P -upper approximations of Cl≥t with respect to P are defined as follows:

• P (Cl≥t ) = {x ∈ U : ∆+
P (x) ⊆ Cl≥t },

• P̄ (Cl≥t ) = {x ∈ U : ∆−P (x) ∩ Cl≥t 6= ∅}.

Analogously, the P -lower and P -upper approximations of Cl≤t with respect to P are defined as follows:

• P (Cl≤t ) = {x ∈ U : ∆−P (x) ⊆ Cl≤t },

• P̄ (Cl≤t ) = {x ∈ U : ∆+
P (x) ∩ Cl≤t 6= ∅}.

The lower approximations group the objects which certainly belong to class unions Cl≥t (resp. Cl≤t ). The upper
approximations group the objects which could belong to Cl≥t (resp. Cl≤t ).

The P -boundaries of Cl≥t and Cl≤t are defined as follows:

• BnP (Cl≥t ) = P̄ (Cl≥t )− P (Cl≥t ),

• BnP (Cl≤t ) = P̄ (Cl≤t )− P (Cl≤t ).

The boundaries group objects that can neither be ruled in nor out as members of class Cl≥t (resp. Cl≤t ).

3.1.3. Quality and accuracy of approximation
The quality of approximation of a partition Cl by means of a set of condition attributes P is defined as the ratio of

all P-correctly classified objects to all objects in the system. Mathematically,

γ(Cl) =
|U − ((

⋃
t∈T BnP (Cl≥t ))

⋃
(
⋃
t∈T BnP (Cl≤t )))|

|U |
. (3)

The accuracy of the rough-set representation of classes is computed as the ratio between the number of objects in the
lower approximation and the number of objects in the upper approximation. Mathematically,

α(Cl≥t ) =
P (Cl≥t )

P (Cl≥t )
, and α(Cl≤t ) =

P (Cl≤t )

P (Cl≤t )
(4)

3.1.4. Reduct and core
The DRSA defines two concepts that indicate information about the importance of the condition attributes. These

concepts are the reduct and the core. A reduct is a subset of condition attributes that can, by itself, fully characterise
the knowledge in the decision table. The reduct of the decision table is not unique and there may be many subsets of
attributes that preserve the equivalence-class structure. The set of attributes that is common to all reducts is called the
core. Therefore, they are the condition attributes that cannot be removed from the decision table without causing a
collapse of the equivalence-class structure.

Finding all the reducts is an NP-hard problem [80]. Different algorithms for generating reducts have been proposed
in the literature, (e.g., [37][80]). For example reducts and core can be generated based on the discernibility matrix as
follows [80]: (i) the reduct is the minimal element in the discernibility matrix that intersects all the element of the
discernibility matrix; and (ii) the core is the set of all singleton entries in the discernibility matrix.
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3.1.5. Decision rules
The decision attribute induces a partition of U in a way that is independent of the condition attributes. Hence, a

decision table may be seen as a set of if-then decision rules. The condition part specifies the values assumed by one or
more condition attributes, and the decision part specifies an assignment to one or more decision classes. Three types
of decision rules may be considered: (i) certain rules generated from the lower approximations of unions of classes,
(ii) possible rules generated from the upper approximations of unions of classes, and (iii) approximate rules generated
from the boundary regions.

The general structures of certain decision rules are as follows:

If condition(s), then At Most Clt
If condition(s), then At Least Clt

The decision part of a certain rule takes the form of an assignment to at most class unions or at least class unions.
The general structures of possible decision rules are as follows:

If condition(s), then Possibly At Most Clt
If condition(s), then Possibly At Least Clt

In this case, the decision part specifies a possible assignment to class unions.
Finally, the general structure of approximate rules is as follows:

If condition(s), then Belongs to Cls ∪ Cls+1 ∪ . . . ∪ Clt

Here, the decision part is defined as the union of several decision classes.

3.2. Basic characteristics of decision rules
In this section, we provide a set of basic quantitative characteristics of decision rules. More details are available in

[53][63][71][87][109][113]. In the rest of the paper, a decision rule is represented as a consequence relation E → H
(i.e., read as If E, thenH) whereE is a condition premise (or evidence, antecedent) andH is a decision (or consequence,
conclusion, hypothesis). We also denote by [[E]] and [[H]] the set of objects from U , having the property E and H ,
respectively. Additionally, the cardinality of a given set, let us say X , will be denoted as card(X).

The following list provides the basic quality measures for decision rule ρ : E → H:

Matching. An object u ∈ U matches decision rule ρ in case u ∈ [[E]], in other words, the object u verifies the
premise of the rule.

Support. The support is the number of objects matching both the premise and the conclusion of the rule:

sup(ρ) = card([[E ∧H]]). (5)

Strength. The strength is defined as the number of positive objects covered by the rule, in other words, number
of objects correctly classified by the rule in the training phase divided by the total number of objects:

str(ρ) =
card([[E ∧H]])

card(U)
. (6)

Accuracy. The accuracy is the number of positive objects covered by the rule divided by the number of objects
covered by the rule:

acc(ρ) =
card([[E ∧H]])

card([[E]])
. (7)
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We note that some authors (as [10][63]) defined accuracy through other terms such as consistency level, certainty
factor, confidence factor, discrimination level or precision.

Coverage factor. The coverage factor is the number of positive objects covered by the rule divided by the
number of all positive objects in the class:

cov(ρ) =
card([[E ∧H]])

card([[H]])
. (8)

We note that some authors, for example, [87][109], defined the coverage factor by relative strength.

Specificity. The specificity of the rule ρ, spec(ρ), is the number of descriptors in the premise of the rule. The
term length is also often used (see e.g., [5][125]) to design the number of descriptors in the premise of the rule.
The authors in [109] used the term simplicity instead of specificity while those in [40] call it conciseness.

4. Measures for calculating the relative importance of condition attributes

4.1. General schema of the analysis strategy
As underlined previously, the analysis strategy relies on the DRSA. The basic idea consists in using the charac-

teristics of the outputs of dominance-based approximations in order to define a set of relative importance measures
associated with the different condition attributes. The main outputs of DRSA are (i) a collection of decision rules, and
(ii) a collection of reducts and a core. This will then lead to two different ways to induce the relative importance of
condition attributes: (1) relative importance based on the characteristics of decision rules, and (2) relative importance
based on the characteristics of reducts and core.

In this paper, new measures are proposed for determining the relative importance of condition attributes based on the
characteristics of decision rules and of attribute reducts. The decision rule-based measures are parameterised in order
to consider the characteristics of decision rules using both learning and testing datasets. The proposed measures can be
aggregated into a comprehensive measure indicating the overall importance of each condition attribute. Additionally,
measures based on the characteristics of decision rules are extended to evaluate the relative importance of specific
values of condition attributes.

The main input of the analysis strategy is obtained from the approximations of the decision table using the DRSA.
However, in the case study considered in this paper, only the information table is available. This is because the definition
of an appropriate decision table (by assigning the projects to different classes) by the decision maker will be time-
consuming due to the large dataset used in the case study. To overcome this issue, the assignment procedure that we
have proposed in [29][31] has been used to assign the crowdfunding projects into different attractiveness classes, which
are later used as decision classes for the application of the DRSA.

We should stress that the use of the assignment procedure is not necessary if the assignment of decision objects
into different classes can be obtained from the decision maker. Furthermore, any other approach to assign the decision
objects into classes can be used. In particular, multicriteria clustering methods (e.g., [19][32][33][72][89][90]) can be
easily applied to group crowdfunding projects into different attractiveness decision classes.

The whole analysis strategy is depicted graphically in Figure 1. First, the additional attributes introduced in Section
5.3 are used as inputs to the assignment procedure so as to produce the attractiveness classes of crowdfunding projects.
Then, the information table is transformed into a decision table by adding the specification of decision classes to which
the crowdfunding projects have been assigned. The DRSA is then applied on the obtained decision table. Next, the
relative importance of condition attributes are induced from the outputs of DRSA using the proposed measures. Finally,
the results of proposed measures are combined to give the overall relative of importance condition attributes.

4.2. Assignment procedure
The assignment procedure relies on the use of a posteriori information collected from the LWC database. This

information permits us to define three criteria: (i) the project advertising campaign duration, which is defined as the
number of days from the publication of the project on the LWC platform until the full funding of the project is obtained;
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Figure 1: Analysis strategy

(ii) the number of lenders who effectively supported the project; and (iii) the number of lender groups who effectively
supported the project. These criteria have different effects on the attractiveness of the crowdfunding projects. Indeed, an
increase in the number of supporting lenders or group of lenders indicates a higher attractiveness while a decrease in the
values of these criteria shows a lower attractiveness. The campaign duration varies inversely with project attractiveness,
since an increase in the value of the campaign duration indicates a lower attractiveness while a decrease shows a higher
attractiveness.

The rationale of the assignment procedure consists in using the three criteria defined above and then applying the
dominance relation in order to group the crowdfunding projects in the learning set into different classes based on their
description with respect to these criteria. Let U be the set of crowdfunding projects. Then, one can use the dominance
relation ∆P (where P is the set of the above-cited criteria) given in Equation (2) to assign the crowdfunding projects
in U into different preference ordered decision classes. Note that Equation (2) implements the weak version of the
dominance relation (since all the inequality in Equation (2) are large), which is reflexive (i.e., x∆Px, x ∈ U ), and
transitive (i.e., if x∆P y and y∆P z, then x∆P z, ∀x, y, z ∈ U ). The weak version of the dominance relation defines
a partial preorder on the set U of crowdfunding projects. Any preorder can be represented by a directed graph, with
elements of the set U corresponding to vertices, and the order relation between pairs of elements corresponding to the
directed edges between vertices. Therefore, the dominance relation can be represented as a directed graphG = (U,X)
with elements of the crowdfunding projects set U corresponding to vertices, and the dominance relation between pairs
of elements corresponding to the directed edges X between vertices, defined as X = {(x, y) ∈ U × U : x∆y}. The
graph G is constructed using a top-to-bottom order. This means that if a node x dominates a node y, x appears above
y in the graph.

The set of decision classes can be induced from the directed graph G = (U,X) using the following idea. First, we
identify a minimal subset N ⊆ U such that: (i) any crowdfunding project that is not in N is dominated by at least one
crowdfunding project fromN ; and (ii) the crowdfunding projects in setN are incomparable (i.e., they do not dominate
each other, excepting the self-dominance). The set N is called a kernel of graph G, the dominant subset or also the
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external stability. We note that if the graph G has no cycle, the kernel exists and is unique. We note also that each
cycle can be replaced by a unique element (considering the crowdfunding projects in the cycle as tied). The elements
of N are assigned to the most preferred decision class. Then, the same procedure is used to identify the kernel N ′

of the sub-graph G′ = (U \N,X ′). The elements of set N ′ are then assigned to the second most preferred decision
class. The same procedure is repeated until all the crowdfunding projects are assigned. An illustrative example of the
assignment procedure is provided in Appendix A.

4.3. Relative importance based on the characteristics of decision rules
The process for evaluating the role played by each condition attribute in the attractiveness of crowdfunding projects

based on the characteristics of decision rules is composed of two steps. First, the characteristics of decision rules are
used to deduce the attractiveness of decision rules. Second, the importance of condition attributes are computed using
the attractiveness of decision rules. The basic rules attractiveness (interestingness) measures have been introduced in
Section 3.2. However, measuring the attractiveness of decision rules has been addressed in a large number of papers
and other different measures have been proposed in the literature, see for example, [40][65][87][79][123]. The authors
in [60] allocated rule evaluation measures into two main categories: (i) the first involves assessing the structure of the
rule, based primarily on its length, and (ii) the second relates to rules performance such as rule coverage, certainty, and
confirmation, etc.

In most of the existing literature, rule attractiveness measures have been investigated from the perspective of rules
pruning, especially when there is a large number of decision rules, in order to eliminate irrelevant, weak or obvious
ones; see for example [108]. A second application of rules attractiveness measures is feature extraction, where the
characteristics of decision rules are used to identify the most important features; see for example, [70][95]. Another
current application of rules attractiveness measures concerns the selection of the rule to apply in case a test object is
covered by more than one decision rule; see for example, [16][111][112]. In this paper, rules attractiveness measures
are used to induce importance of condition attributes. At this level, it is important to note the existence of some works
that use attributes rankings as in [107][108], or the importance of elementary conditions as in [99] as basis for rule
selection or redefinition.

The literature shows that most rules attractiveness measures consider the qualitative evaluation of rules with
respect to the learning dataset. We however advocate that rules attractiveness measures should also take into account the
behaviour of decision rules with respect to testing datasets. In this paper, we propose a comprehensive and parameterised
measure that combines qualitative evaluation of decision rules with respect to both learning and testing datasets.

The attractiveness of decision rule ρ with respect to learning data relies on a cost-type consistency measure ε̂(ρ),
the accuracy acc(ρ) and coverage cov(ρ) of the decision rule. The cost-type consistency measure ε̂(ρ), introduced in
[17][18] (see also [111][112]), is defined as follows:

ε̂(ρ) =
card([[E]] ∩ ¬H)

card(¬H)
. (9)

This cost-type consistency measure has been used in [112] for defining the strength of rule ρ as τ(ρ) = (1 −
ε̂(ρ))cov(ρ) where cov(ρ) is the coverage factor of rule ρ defined in Equation (8). In this paper, we propose to enhance
the definition of τ(ρ) by replacing the coverage factor cov(ρ) by a combination of accuracy and coverage, proposed
by [73], and defined as follows:

µ(ρ) =
1

2
acc(ρ) +

1

4
acc(ρ)2 +

1

2
cov(ρ)− 1

4
acc(ρ)cov(ρ). (10)

We then define the attractiveness of decision rule ρ with respect to learning data as follows:

al(ρ) = (1− ε̂(ρ))µ(ρ). (11)

The main argument of this new definition is that µ(ρ) better expresses the trade-off between accuracy and coverage,
as advocated by [87]: one may have a high accuracy on a relatively small set of covered objects, or lesser accuracy on
a larger set of covered objects.
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Let us now define the attractiveness of a decision rule ρwith respect to the testing dataset. As remarked by [40], a set
of classification rules as a whole is often used for the prediction of an unseen dataset. The most common measure used
to evaluate the quality of a set of classification rules is predictive accuracy. The predictive accuracy of each decision
rule ρ can be defined as the number of testing objects correctly classified by the rule divided by the total number of
testing objects covered by the rule:

pacc(ρ) =

{
card([[E∧H]]t)
card([[E]]t)

, if [[E]]t 6= ∅,
0, otherwise.

(12)

where [[E ∧H]]t is the number of positive testing objects (i.e., satisfying the premise and conclusion of the rule ρ)
and [[E]]t is the number of testing objects covered by the rule ρ. This conditional definition of the predictive accuracy
precludes the division by zero when there are no testing objects covered by the rule.

Similarly, a rule predictive coverage for each decision rule ρ can be defined as the number of testing objects
correctly classified divided by the number of all positive testing objects:

pcov(ρ) =

{
card([[E∧H]]t)
card([[H]]t)

, if [[H]]t 6= ∅,
0, otherwise.

(13)

where [[E ∧ H]]t is as above and [[H]]t is the number of all positive testing objects. As previously mentioned,
this conditional definition of the predictive coverage avoids the division by zero when there are no positive testing
objects. We also need to point out that in the calculation of the predictive accuracy and coverage values, in particular
when looking for supporting testing objects (i.e., the set [[E ∧H]]t) and positive testing objects (i.e., the set [[H]]t),
we should consider decision attribute values as specified by the decision rules, not the initial values.

The attractiveness at(ρ) of decision rule ρwith respect to the testing dataset can then be defined by combining rule
predictive accuracy and rule predictive coverage in a similar way to Equation (10):

at(r) =
1

2
pacc(ρ) +

1

4
pacc(ρ)2 +

1

2
pcov(ρ)− 1

4
pacc(ρ)pcov(ρ). (14)

The overall attractiveness a(ρ) of decision rule ρ with respect to both learning and testing datasets can be defined
as a linear combination of al(ρ) and at(ρ) as follows:

a(ρ) = αal(ρ) + (1− α)at(ρ). (15)

where α ∈ [0, 1]. This comprehensive and parameterised measure offers a flexible way for evaluating the attract-
iveness of decision rules. It is easy to see that a value of α = 1 means that the overall attractiveness of the rule relies
solely on the attractiveness of the decision rule with respect to the learning dataset, while a value of α = 0 means that
the overall attractiveness of the rule relies solely on the attractiveness of the decision rule with respect to the testing
dataset. For other values of α such that 0 < α < 1, the overall attractiveness of rule ρ takes into account both learning
and testing datasets.

The rules attractiveness measure given in Equation (15) can be exploited to compute the importance of condi-
tion attributes. The contribution of a decision rule ρ in the importance of condition attribute q can be measured by
a(ρ)/spec(ρ), in other words, the ratio of the attractiveness a(ρ) of rule ρ and its specificity (i.e., the number of
descriptors in the premise of the rule ρ). This means that the importance of condition attributes vary positively with
respect to the attractiveness of decision rule ρ and negatively with the specificity of this rule. The arguments behind
the use of the ratio a(ρ)/spec(ρ) to measure the contribution of decision rules to the importance of condition attrib-
utes is that rules with less elementary conditions have a higher interestingness, as advocated by several authors, see
for example, [60][109][125], and are seen as more important. The authors in [5] justified the use of rule length as a
parameter through the Minimum Description Length principle, established by [88], in which shorter data descriptions
are preferred to longer data descriptions.
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Let R be the set of decision rules. Then, for each attribute q ∈ C, we define F (q) as the set of rules including an
elementary condition based on condition attribute q. The absolute i(q) and relative i′(q) versions of the importance of
condition attribute q are then respectively defined as follows:

i(q) =
∑

ρ∈F (q)

a(ρ)

spec(ρ)
. (16)

and

i′(q) =
1

card(R)

∑
ρ∈F (q)

a(ρ)

spec(ρ)
. (17)

Rule 1. Let q1 and q2 ∈ C be two condition attributes fromC. Based on the absolute (resp. relative) importance measure
of condition attributes with respect to decision rules, we can conclude that if i(q1) > i(q2) (resp. i′(q1) > i′(q2)) then
condition attribute q1 is more important than condition attribute q2.

The definitions of absolute and relative importance measures in Equations (16) and (17) can be extended to compute
the absolute and relative importance measures of a collection of condition attributes:

ie(q1, . . . , qp) =
∑

ρ∈Fe(q1,...,qp)

a(ρ)

spec(ρ)
. (18)

and

i′e(q1, . . . , qp) =
1

card(R)

∑
ρ∈Fe(q1,...,qp)

a(ρ)

spec(ρ)
. (19)

where Fe(q1, . . . , qp) is the set of rules including (jointly) elementary conditions based on condition attributes
q1, . . . , qp.

Rule 2. Let (qa1 , . . . , q
a
p) ⊆ C and (qb1, . . . , q

b
p) ⊆ C be two collections of condition attributes from C. Based on

the absolute (resp. relative) importance measures of condition attributes, we can conclude that if i(qa1 , . . . , q
a
p) >

i(qb1, . . . , q
b
p) (resp. i′(qa1 , . . . , q

a
p) > i′(qb1, . . . , q

b
p)) then the collection of condition attributes qa1 , . . . , q

a
p is more

important than the collection of condition attributes qb1, . . . , q
b
p.

4.4. Relative importance based on the characteristics of attribute reducts
In this section, we propose some attribute importance measures based on the characteristics of attribute reducts

associated with the learning dataset. A reduct was previously defined as a subset of condition attributes that fully
characterise the knowledge in the learning dataset. The set of condition attributes that is common to all reducts is called
the core. LetRED be the set of reducts obtained for a given learning set. Each reduct rd ∈ RED can be characterized
by (i) the list of condition attributes included in the reduct; and (ii) its specificity spec(rd) defined as the number of
condition attributes composing the reduct.

The importance of condition attribute q with respect to a given reduct rd can be defined as follows:

j(q|rd) =

{ 1
spec(rd) , if q ∈ rd,
0, otherwise.

(20)

In this definition, we assumed that the importance of condition attribute q varies negatively with the cardinality
of reduct rd. This relies on the fact that the discrimination level of a given condition attribute decreases with the
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number of the condition attributes in the reduct. This is also in concordance with the assumption that decision rules
with shorter elementary conditions are more attractive in practice, as advocated by different authors, for example,
[5][60][109][88][125].

The absolute and relative importance of a condition attribute q ∈ C with respect to a set RED of reducts can then
be computed as follows:

j(q) =
∑

rd∈K(q)

j(q|rd). (21)

j′(q) =

∑
rd∈K(q)

j(q|rd)

card(RED)
. (22)

where K(q) is the set of reducts including condition attribute q.

Rule 3. Let q1 and q2 ∈ C be two condition attributes from C. Based on the absolute (resp. relative) importance
measure of condition attributes with respect to reducts, we can conclude that if j(q1) > j(q2) (resp. j′(q1) > j′(q2))
then condition attribute q1 is more important than condition attribute q2.

As with decision rules, the absolute and relative importance of a condition attribute with respect to reducts can
be extended to several condition attributes. Let us first extend Equation (20) to more than one condition attribute as
follows:

je(q1, . . . , qp|rd) =

{ 1
spec(rd) , if ({q1, . . . , qp} ⊆ rd,
0, otherwise.

(23)

Then, the extended absolute and relative importance of a set of condition attributes with respect to reducts are
computed as follows:

je(q1, . . . , qp) =
∑

rd∈Ke(q1,...,qp)

je(q1, . . . , qp|rd). (24)

j′e(q1, . . . , qp) =

∑
rd∈Ke(q1,...,qp)

je(q1, . . . , qp|rd)

card(RED)
. (25)

where Ke(q1, . . . , qp) is the set of reducts containing the condition attributes q1, . . . , qp.

Rule 4. Let (qa1 , . . . , q
a
p) ⊆ C and (qb1, . . . , q

b
p) ⊆ C be two collections of condition attributes from C. Based on

the absolute (resp. relative) importance measure of condition attributes with respect to reducts, we can conclude that
if j(qa1 , . . . , q

a
p) > j(qb1, . . . , q

b
p) (resp. j′(qa1 , . . . , q

a
p) > j′(qb1, . . . , q

b
p)) then the collection of condition attributes

qa1 , . . . , q
a
p is more important than the collection of condition attributes qb1, . . . , q

b
p.

Finally, we observe that the relative importance of attributes can be deduced from the core, denoted COR in the
rest of this paper. However, this will not be considered in this paper since the relative importance information that can
be induced from the core is already included in the reduct-based measures. This is because for any pair of attributes
q1 ∈ COR and q2 /∈ COR, we have j(q1) > j(q2) (resp. j′(q1) > j′(q2)). This result holds also for any collection
of attributes qa1 , . . . , q

a
p ⊆ COR and qb1, . . . , q

b
p * COR. These properties are proved in Appendix B.3 (Property 4.2)

and Appendix B.4 (Property 6.2) , respectively.
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4.5. Overall importance of condition attributes
The decision rule-based and attribute reducts-based importance measures of condition attributes can be combined

to obtain an overall relative importance as follows:

o(q) = βi(q) + (1− β)j(q). (26)

o′(q) = βi′(q) + (1− β)j′(q). (27)

where β ∈ [0, 1]. The parameter β permits us to parameterise the computing of the overall importance of condition
attributes by giving more importance to decision rule-based importance measures than to attribute reducts-based
importance measures (when β > 0.5) or the opposite (when β < 0.5).

Rule 5. Let q1, q2 ∈ C be two condition attributes from C. Based on the absolute (resp. relative) overall importance
measure of condition attributes, we can conclude that if o(q1) > o(q2) (resp. o′(q1) > o′(q2)), then condition attribute
q1 is more important than condition attribute q2.

The overall absolute and relative importance above can be extended to more than one condition attribute as follows:

oe(q1, . . . , qp) = βie(q1, . . . , qp) + (1− β)je(q1, . . . , qp). (28)

o′e(q1, . . . , qp) = βi′e(q1, . . . , qp) + (1− β)j′e(q1, . . . , qp). (29)

where {q1, . . . , qp} ⊆ C is a subset of condition attributes and β ∈ [0, 1].

Rule 6. Let {qa1 , . . . , qap} ⊆ C and {qb1, . . . , qbp} ⊆ C be two collections of condition attributes from C. Based
on the absolute (resp. relative) extended overall importance measure of condition attributes, we can conclude that
if o(qa1 , . . . , q

a
p) > o(qb1, . . . , q

b
p) (resp. o′(qa1 , . . . , q

a
p) > o′(qb1, . . . , q

b
p)) then the collection of condition attributes

qa1 , . . . , q
a
p is more important than the collection of condition attributes qb1, . . . , q

b
p.

4.6. Importance of specific values of condition attributes
In this section, we further analyse the condition attributes based on their specific values. The importance of specific

values is first defined based on the characteristics of decision rules. The obtained measures can further be constrained
by using the characteristics of attractiveness decision classes.

4.6.1. Importance of specific values based on characteristics of decision rules
The decision rule-based importance of condition attributes given earlier can be extended to compute the importance

of specific values of these attributes by constraining Equations (16) and (17). First, focus on the case of condition
attributes with discrete domains, in other words, symbolic, nominal or ordinal attributes. Then, Equation (16) can be
constrained as follows

s(q|v) =
∑

ρ∈F (q)∧ρ.rq=v

a(ρ)

spec(ρ)
; (30)

where v ∈ Vq and ρ.rq is the right-hand side of the elementary condition relative to condition attribute q in decision
rule ρ. The quantity i(q, v) represents the absolute importance of specific value v of condition attributes q.

Similarly, the relative importance of condition attributes given in Equation (17) can be extended as follows:

s′(q|v) =
1

card(R)

∑
ρ∈F (q)∧ρ.rq=v

a(ρ)

spec(ρ)
. (31)
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Rule 7. Let q ∈ C be a condition attribute from C with discrete domain Vq . Let v1 and v2 be two attribute values from
Vq . Based on the absolute (resp. relative) importance measure of condition attributes’ specific values defined based on
characteristics of decision rules, we can conclude that if s(q|v1) > s(q|v2) (resp. s′(q|v1) > s′(q|v2)), then attribute
value v1 is more important than attribute value v2.

Equations (30) and (31) can be extended to a collection of condition attributes as follows:

se(q1, . . . , qp|v1, . . . , vp) =
∑

ρ∈Fe(q1,...,qp) and
∧p
k=1 ρ.rqk=vk

a(ρ)

spec(ρ)
, (32)

and

s′e(q1, . . . , qp|v1, . . . , vp) =
1

card(R)

∑
ρ∈Fe(q1,...,qp) and

∧p
k=1 ρ.rqk=vk

a(ρ)

spec(ρ)
; (33)

where, for k = 1, . . . , p, vk ∈ Vqk and ρ.rqk is the right-hand side of the elementary condition relative to condition
attribute qk in decision rule ρ.

Rule 8. Let {q1, . . . , qp} ⊆ C be a collection of condition attributes from C with discrete domains V1, . . . , Vp. Let
va1 , . . . , v

a
p and vb1, . . . , v

b
p be two collections of attribute values from V1, . . . , Vp. Based on the extended absolute (resp.

relative) importance measure of collections of condition attributes’ specific values defined based on characteristics of
decision rules, we can conclude that if s(q1, . . . , qp|va1 , . . . , vap) > s(q|vb1, . . . , vbp) (resp. s′(q1, . . . , qp|va1 , . . . , vap) >

s′(q|vb1, . . . , vbp)), then the collection of attributes’ values va1 , . . . , v
a
p is more important than the collection of attributes’

values vb1, . . . , v
b
p.

The relative importance measures developed above apply to condition attributes with discrete domains. For condition
attributes with non-discrete domains, we can use the following idea. It consists in discretizing the scales of numerical
condition attributes into several ordered intervals I1, . . . , Is that can be mapped into a set of ordered categories labeled,
for instance, v1, . . . , vs. Different discretizing techniques can be used for this purpose, see for example, [4][14][102].
Then, each of these category labels can be considered as a specific value to the considered condition attributes and the
importance measures given in Equations (30) to (33) can be applied with no modification.

4.6.2. Importance of specific values based on characteristics of decision rules and attractiveness of decision classes
First assume that there are |T | decision classes Cl1, Cl2, . . . , Cl|T | where Cl|T | is the most preferred one. Then,

we need to assign a numerical weight wt to every decision class Clt (t = 1, . . . , |T |). In this paper, we assume that
the weights are computed as follows:

w1 ≥ 0, (34)
wt = mwt−1 + 1, t = 2, . . . , |T |; (35)

where w > 1. This computation ensures that a single assignment to decision class Clt (t = 2, . . . , |T |) will be greater
than a set of m assignments to less preferred decision classes taken together. Indeed, the weights verify the following
condition:

wt > mwt′ , ∀t > t′. (36)

Similar weighing systems have been used in [9] and [43] to combine different similarity degrees associated with a
set of ordinal semantic preference relations into an overall score for web services ranking.

Equations (30) and (31) can then be further constrained as follows:

z(q|v) =
∑

ρ∈F (q)∧ρ.rq=v

a(ρ)

spec(ρ)
wcl(ρ), (37)
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and

z′(q|v) =
1

card(R)

∑
ρ∈F (q)∧rq(ρ)=v

a(ρ)

spec(ρ)
wcl(ρ); (38)

where v ∈ Vq , ρ.rq is the right-hand side of the elementary condition relative to condition attribute q in decision
rule ρ and cl(ρ) is the index of the decision class of decision rule ρ.

Rule 9. Let q ∈ C be a condition attribute from C with discrete domain Vq . Let v1 and v2 be two attribute values from
Vq . Based on the absolute (resp. relative) importance measure of condition attributes’ specific values defined based
on characteristics of decision rules and attractiveness of decision classes, we can conclude that if z(q|v1) > z(q|v2)
(resp. z′(q|v1) > z′(q|v2)), then attribute value v1 is more important than attribute value v2.

Equations (37) and (38) can be extended to a collection of condition attributes as follows:

ze(q1, . . . , qp|v1, . . . , vp) =
∑

ρ∈Fe(q1,...,qp) and
∧p
k=1 ρ.rqk=vk

a(ρ)

spec(ρ)
wcl(ρ), (39)

and

z′e(q1, . . . , qp|v1, . . . , vp) =
1

card(R)

∑
ρ∈Fe(q1,...,qp) and

∧p
k=1 ρ.rqk=vk

a(ρ)

spec(ρ)
wcl(ρ); (40)

where, for k = 1, . . . , p, vk ∈ Vqk , ρ.rqk is the right-hand side of the elementary condition relative to condition
attribute qk in decision rule ρ, and cl(ρ) is the index of the decision class of decision rule ρ.

Rule 10. Let {q1, . . . , qp} ⊆ C be a collection of condition attributes from C with discrete domains V1, . . . , Vp.
Let va1 , . . . , v

a
p and vb1, . . . , v

b
p be two collections of attribute values from V1, . . . , Vp. Based on the extended absolute

(resp. relative) importance measure of collections of condition attributes’ specific values defined based on charac-
teristics of decision rules and attractiveness of decision classes, we can conclude that if z(q1, . . . , qp|va1 , . . . , vap) >

z(q1, . . . , qp|vb1, . . . , vbp) (resp. z′(q1, . . . , qp|va1 , . . . , vap) > z′(q1, . . . , qp|vb1, . . . , vbp)), then collection of attributes’
values va1 , . . . , v

a
p is more important than collection of attributes’ values vb1, . . . , v

b
p.

4.7. Characterisation, generalisation and exploitation of importance measures
We first comment on the characterisation and generalisation of importance measures to more than one dataset

(Section 4.7.1). Then, we discuss the practical exploitation of these measures (Section 4.7.2).

4.7.1. Characterisation and generalisation
The importance measures introduced in Sections 4.3 to 4.6 have some mathematical properties, which are detailed

in Appendix B. Furthermore, the definitions of absolute and relative importance measures presented in Sections 4.3
to 4.6 have been designed for a single dataset. However, it is possible to use simple statistical operators (including
minimum, maximum, arithmetic mean (average), or mid-range) to combine importance measures values obtained from
different datasets. Let S1, . . . , Sn with n ≥ 1, be a collection of datasets. Let also φ(·) be any absolute, relative or
overall importance measures presented in Sections 4.3 to 4.5. Then, the absolute and relative importance measures
obtained from different datasets can be combined as follows:

• minimum value:
φ(q) = min

t
φt(q). (41)

• maximum value:
φ(q) = max

t
φt(q). (42)
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• arithmetic mean:
φ(q) =

1

n

∑
t

φt(q). (43)

• geometric mean:
φ(q) = n

√
φ1(q) · . . . · φn(q). (44)

• mid-range:

φ(q) =
mint φt(q) + maxt φt(q)

2
. (45)

where φt(q) is an absolute, relative or overall importance measure obtained based on dataset St (t = 1, . . . , n).
The proposed absolute and relative importance measures can also be combined through weighted-sum aggregation

rules as follows:

φ(q) =
∑
t

γtφt(q). (46)

where γt is the quality of approximation associated with dataset St (t = 1, . . . , n).
These generalisation operations can also be applied to the extended absolute and relative importance measures or

those relative to condition attributes’ specific values introduced in Section 4.6.

4.7.2. Exploitation of importance measures
The numbers i(q), j(q) and o(q) given by Equations (16), (21) and (26), respectively, represent the absolute scores

of condition attribute q based on the characteristics of decision rules, the characteristics of attribute reducts or on a
combination of both. Absolute scores can be used to evaluate the differences in the importance of condition attributes
or to rank them according to their scores. Absolute scores can also be converted, using an appropriate normalization
technique, into absolute weights of condition attributes for further analysis.

The numbers i′(q), j′(q) and o′(q) given by Equations (17), (22) and (27), respectively, represent the relative scores
of condition attribute q based on the characteristics of decision rules, the characteristics of attribute reducts or on a
combination of both. Relative scores are less informative than absolute scores but they can be directly used as weights
for condition attributes.

The numbers ie(q1, . . . , qp), je(q1, . . . , qp) and oe(q1, . . . , qp), given by Equations (18), (24) and (28), respectively,
and i′e(q1, . . . , qp), j′e(q1, . . . , qp) and o′e(q1, . . . , qp), given by Equations (19), (25) and (29), respectively, are the
extended versions of absolute and relative importance scores. They can be used to compare the role played by different
collections of attributes. They can also be used as a validation tool since, as indicated by [54], if a particular condition
attribute is highly important, then the other condition attributes, which are correlated with this attribute, are also likely
to be highly important.

5. Case study

5.1. LWC crowdfunding platform

LWC is part of CARE International, an international development organisation (IDO) with a global turnover of
610 million euros in 2011/2012, which runs 927 poverty-fighting and humanitarian aid programmes benefitting 97
million people across 87 countries. The organisation has a long involvement in microfinance, developing a village
saving and loan association (VSLA) methodology in 1991, which has subsequently been applied to set up over 54,000
VSLAs serving more than one million members in 21 African countries. In 2008, CARE launched an Access Africa
programme offering savings-led microfinance to support "permanent, beneficial social change" which is expected to
improve the lives of 30 million people (70% of them women) across 38 countries within 10 years [114]. According to
the CARE USA office, in 2017 CARE worked in 93 countries, reaching 63 million people through 950 poverty-fighting
development and humanitarian aid programmes. LWC is an innovative form of microfinance donations launched by the
British wing of CARE International in 2008. Presently, LWC has 53,871 lenders, 95% from the UK, and total lending
since the initiative begun is just over £23 million.
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The LWC programme involves four steps. First, the LWC core team identifies new countries in which it wishes
to establish a presence.3 Second, a LWC microfinance expert visits microfinance institutions (MFI) in the country,
generally those that are already working with CARE International on an ongoing development project, to review its
policies and processes and assess its suitability as a LWC MFI partner. Regular visits to established MFI partners
take place to ensure their continued compliance with LWC criteria. Third, approved MFI partners continue with their
in-country lending activities, but are now able to forward a cross-selection of their funded entrepreneurs (with an
accompanying photograph, business plan and biographic details) to LWC for approval. Fourth, the LWC core team
review the proposed entrepreneurs and, if they approve, edit the materials supplied and then post the profiles to the LWC
platform. Existing LWC funders or new visitors to the platform can then select the entrepreneur they wish to support
and pledge funds using a simple online process. Most loans are pre-disbursed, that is they are given by LWC’s local
partners and then uploaded onto LWC platform to be "re-financed". However, on occasion, loans are post-disbursed.
Here funding is sought from Lendwithcare first—all loans in Vietnam for example are post-disbursed. The funds
pledged are transferred to the MFI promoting the entrepreneur at regular intervals, thus allowing the MFI to more
rapidly recycle funds to prospective entrepreneurs. Although direct contact between the LWC funder and the funded
is not possible, LWC encourage, through their MFI partners, LWC-funded entrepreneurs to provide regular updates on
their progress. Capital repayment, without interest or LWC administration charges, occurs generally anywhere between
6 to 48 months, most typically 12 to 18 months, with many LWC funders using the repaid capital to invest in further
LWC projects. As funders bear the downside exchange-rate risk, in some instances the capital repaid can be less than
the originally invested sum. Following the same argument, the amount of capital repaid can also be larger than the
originally invested sum.

5.2. LWC objectives

Crowdfunding is generally defined as the practice of funding a project or venture by raising monetary contributions
from a large number of people, typically via the Internet. Hence, computer-human interaction and social technologies
are crucial to online crowdfunding. A typical online project description within the LWC platform contains the project,
a profile photo of the entrepreneur and other pieces of information related to the entrepreneur as well as the loan
requested. The aim of LWC is to extend its activity to new developing countries and increase its effectiveness in
reducing poverty across these countries. More specifically, to improve efficiency, LWC aims at:

(1) understanding the motivations of lenders who use online crowdfunding to support entrepreneurs, specifically
in developing countries,

(2) analysing the attractiveness of crowdfunding projects,

(3) identifying the relative importance of key factors that investors/potential investors employ when taking their
investment decision.

The responses to these aims represent useful operational intelligence to LWC, particularly in supporting the design
of marketing advertisements.

While a selection of studies (e.g., [28][41][42][116]) have already provided some general insights into the motiva-
tions of contributors to crowdfunding and to the study of the attractiveness of crowdfunding projects, only a few papers
(e.g., [29][56]) have addressed the third objective. In a previous study [30], we find empirical evidence that profile
photos positively affect pro-social behaviours among contributors to online pro-social crowdfunding campaigns. This
paper extends the work in [30] by examining the role played by other characteristics of crowdfunding projects in online
pro-social crowdfunding campaigns.

5.3. Considered attributes

The considered condition attributes represent the characteristics of crowdfunding projects. These condition attrib-
utes are organized into three groups:

3LWC currently has a presence in Cambodia, Ecuador, Malawi, Palestinian Territories, Pakistan, Peru, the Philippines, Rwanda, Vietnam, Zambia
and Zimbabwe, and they have two partners in both Ecuador and Zimbabwe, and is currently contemplating expanding its activities to other countries.
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• Entrepreneur-related condition attributes:

– Entrepreneur Gender (female or male).

– Entrepreneur Age.4

– Number of Dependents.

• Project-related condition attributes:

– Project Type (individual or group).

– Number of Participants (number of individuals participating in the project).

– Activity Type (nature of the activity to be funded such as farming, clothes shop and green loan).

– Country (Country where the project has been launched).

• Loan-related condition attributes:

– Loan Requested.

– Largest Loan Value.

– Average Loan Value.

We note that the Largest Loan Value and Average Loan Value condition attributes relate to the funds actually raised
by the crowdfunding campaign at any given time. The description of condition attributes is straightforward. Values of
nominal attributes Activity Type and Country are given in Appendix C. Furthermore, some of the attributes (namely
Entrepreneur Type, Entrepreneur Gender, Number of Dependents, Activity Type and all the attributes relative to the
loan) are directly and easily accessible on the profile description of the project on the LWC platform. The remaining
attributes are not directly available and need to be extracted from the textual description of the project.

In terms of the condition attribute Average Loan Value, funders can derive this information using the proportion
of funding achieved towards the target, as well as the number of funders that have contributed to the campaign up to
that point. The condition attribute Largest Loan Value is included for control purposes.

In addition to condition attributes, we also collected some additional attributes:

• Number of Lenders: Number of lenders that supported the project.

• Number of Supporting Groups: Number of groups of lenders that supported the project.

• Added Date: Date when the project was advertised on the platform.

• Completion Date: Date when the project was completely funded.

• Campaign Duration: Number of days from the starting of the advertising campaign until full funding of the
project.

The attribute "Added Date" is visible on the campaign page. The attributes Number of Lenders and Number
of Supporting Groups are also visible on the LWC platform but these are running totals rather than a final tally.
The attributes Completion Date and Campaign Duration are not visible on the LWC platform. The values of these
attributes have been collected after the full funding of the project. These additional attributes are used to construct the
attractiveness classes of crowdfunding projects.

4In the case of group-type projects, the attribute Entrepreneur Age corresponds to the age of the principal entrepreneur (responsible for the
project).
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5.4. Specification of condition attributes

The proposed analysis method requires the identification of a set of condition attributes that will be used to evaluate
and compare the different projects. The characteristics of the condition attributes used in this case study are summarized
in Table 1. These condition attributes can be organized into three groups: personal, project and loan. In addition to the
description of each attribute, Table 1 provides also some additional parameters, specifically the preference direction
and the scale type. The preference direction indicates the effect of the condition attributes on the assignment of projects
to different ordered attractiveness classes. Three cases are possible: (i) gain: an increase on this attribute, will lead to
a higher attractiveness; (ii) cost: an increase on this attribute, will lead to a lower attractiveness; or (iii) none: this is
for nominal or symbolic condition attributes with no preference structure. The scale type may be nominal, symbolic,
ordinal, integer or continuous. For nominal and symbolic condition attributes, we need to also indicate the set of
possible values.

Table 1: List of condition attributes
Attribute Preference Scale type Possible values
Entrepreneur Gender none nominal f (female), m (male)
Entrepreneur Age none continuous
Number of Dependents gain integer
Project Type none nominal i (individual), g (group)
Number of Participants none integer
Activity Type none nominal See Appendix C
Country none nominal See Appendix C
Loan Requested cost continuous
Largest Loan Value gain continuous
Average Loan Value gain continuous

It is worth noting that the preference direction of condition attribute Number of Participants has been set to "none".
The general assumption is that a high number of individuals can increase the attractiveness of the project. However, one
can also see that a larger group may be seen by lenders as more vulnerable than a smaller group, and might therefore
be less attractive to lenders.

5.5. Datasets specification

The dataset used in this study relies on the pro-social lending-based crowdfunding platform LWC. The original
dataset contains 18,688 entries; each corresponds to a funded project. The original dataset has been randomly divided
into exclusive datasets. The assignment procedure is then applied to each dataset, leading to the construction of decision
tables. Each of these decision tables is then split into a learning set and a testing set.

5.6. Application and results

For the purpose of illustration, we assume in the rest of this section that α = 0.75 and β = 0.5. The values of these
parameters have been set by the authors with the help of a Lendwithcare expert and based on some preliminary analysis.
The first step of our approach is to approximate the different learning datasets by using the DRSA. The characteristics
of rules and obtained attribute reducts are shown in Table 2. Results from different learning/testing datasets will be
aggregated using the arithmetic mean (average). The software jMAF [15] has been used for rough approximation and
for computing most of the decision rules basic evaluation measures.

Table 2: Characteristics of rules and reducts generated
Rules Reducts

Quality Minimal All Number Number of
of cover rules of attributes

Approx.(%) Certain Possible Certain Possible reducts per reduct
Minimum 50 121 215 204 363 2 2
Maximum 99 223 424 618 849 22 10
Average 62 396 713 542 576 13.05 5.56
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5.6.1. Relative importance based on the characteristics of decision rules
Equations (16) and (17) have been used to compute the absolute and relative importance measures for all considered

condition attributes. These measures have been computed using certain decision rules in the minimal cover and in the
set of all decision rules. The results concerning the relative importance measures are summarized in Table 3 and
represented graphically in Figure 2. In Figure 2(a), the relative importance measures rely on the decision rules in the
minimal cover, while those in Figure 2(b) are computed based on the description of all decision rules. Table 3 and Figure
2 show that Activity Type is the most important attribute, followed by the attributes Loan Requested, Entrepreneur
Gender and Average Loan Value with moderate to high relative importance. The attributes Country and Number of
Dependents are found to be of low importance. The remaining attributes, namely Largest Loan Value, Number of
Participants, Entrepreneur Age and Project Type, show a very low relative importance.

Table 3: Relative importance measures based on certain decision rules
Condition Minimal cover All rules
Attribute Minimum Maximum Average Minimum Maximum Average
Entrepreneur Gender 0.256 0.315 0.271 0.123 0.249 0.141
Entrepreneur Age 0.045 0.055 0.048 0.022 0.044 0.025
Number of Dependents 0.110 0.135 0.117 0.053 0.107 0.061
Project Type 0.037 0.046 0.039 0.018 0.036 0.020
Number of Participants 0.063 0.077 0.067 0.030 0.061 0.035
Activity Type 0.540 0.664 0.572 0.259 0.525 0.298
Country 0.120 0.148 0.127 0.058 0.117 0.066
Loan Requested 0.302 0.371 0.320 0.145 0.293 0.166
Largest Loan Value 0.078 0.096 0.083 0.037 0.076 0.043
Average Loan Value 0.217 0.267 0.230 0.104 0.211 0.120

(a) (b)

Figure 2: Relative importance measures based on certain decision rules

We also used Equations (18) and (19) to compute the relative importance for pairs of condition attributes based on
the characteristics of decision rules. The results are given in Tables 4 and 5 for certain decision rules in the minimal
cover and in the set of all decision rules. A careful examination of these tables shows the relative importance of pairs
of condition attributes is higher for pairs with higher individual relative importance.

Table 4: Average values of extended relative importance measures for pairs of condition attributes based on certain decision rules in the minimal
cover

Entrepreneur Number of Project Number of Activity Loan Largest Average
Age Dependents Type Participants Type Country Requested Loan Value Loan Value

Entrepreneur Gender 0.034 0.084 0.028 0.048 0.166 0.092 0.166 0.060 0.166
Entrepreneur Age - 0.020 0.005 0.011 0.046 0.026 0.040 0.228 0.038
Number of Dependents - 0.261 0.221 0.122 0.112 0.079 0.064 0.033
Project Type - 0.193 0.107 0.098 0.069 0.056 0.028
Number of Participants - 0.092 0.084 0.060 0.048 0.024
Activity Type - 0.071 0.050 0.041 0.022
Country - 0.045 0.037 0.016
Loan Requested - 0.027 0.014
Largest Loan Value - 0.009
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Table 5: Average values of extended relative importance measures for pairs of condition attributes based on all certain decision rules
Entrepreneur Number of Project Number of Activity Loan Largest Average

Age Dependents Type Participants Type Country Requested Loan Value Loan Value
Entrepreneur Gender 0.025 0.060 0.020 0.034 0.118 0.065 0.118 0.043 0.118
Entrepreneur Age - 0.014 0.003 0.008 0.033 0.019 0.029 0.163 0.027
Number of Dependents - 0.186 0.158 0.087 0.080 0.057 0.046 0.024
Project Type - 0.138 0.076 0.070 0.050 0.040 0.020
Number of Participants - 0.065 0.060 0.043 0.034 0.017
Activity Type - 0.051 0.036 0.029 0.015
Country - 0.033 0.026 0.011
Loan Requested - 0.020 0.010
Largest Loan Value - 0.006

5.6.2. Relative importance based on the characteristics of the reducts and core
Equations (21) and (22) have been used to compute the absolute and relative importance measures for all considered

condition attributes based on the characteristics of the reducts. The results concerning the relative importance measures
are summarized in Table 6 and illustrated graphically in Figure 3. This result is similar to the one obtained using the
rules except for the attribute Largest Loan Value, which is relatively better ranked than in the previous case.

Table 6: Relative importance measures based on attribute reducts
Attribute Minimum Maximum Average
Entrepreneur Gender 0.371 0.472 0.399
Entrepreneur Age 0.065 0.083 0.070
Number of Dependents 0.160 0.203 0.171
Project Type 0.054 0.068 0.058
Number of Participants 0.091 0.116 0.098
Activity Type 0.783 0.996 0.841
Country 0.174 0.221 0.187
Loan Requested 0.438 0.557 0.471
Largest Loan Value 0.113 0.144 0.122
Average Loan Value 0.315 0.400 0.338

Figure 3: Relative importance measures based on attribute reducts

We also used Equations (24) and (25) to compute the relative importance for pairs of condition attributes based
on the characteristics of reducts. The results are given in Table 7. The figures in this table confirm that the relative
importance of pairs of condition attributes is higher for pairs with higher individual relative importance values.

Table 7: Average values of extended relative importance measures for pairs of condition attributes based on reducts
Entrepreneur Number of Project Number of Activity Loan Largest Average

Age Dependents Type Participants Type Country Requested Loan Value Loan Value
Entrepreneur Gender 0.012 0.022 0.005 0.012 0.051 0.029 0.045 0.255 0.042
Entrepreneur Age - 0.249 0.292 0.247 0.137 0.125 0.089 0.072 0.037
Number of Dependents - 0.012 0.216 0.12 0.11 0.078 0.063 0.032
Project Type - 0.027 0.103 0.094 0.067 0.054 0.027
Number of Participants - 0.072 0.08 0.056 0.046 0.024
Activity Type - 0.051 0.051 0.041 0.018
Country - 0.137 0.031 0.015
Loan Requested - 0.089 0.01
Largest Loan Value - 0.038
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5.6.3. Overall relative importance of condition attributes
Equations (26) and (27) have been used to compute the absolute and relative overall importance measures for all

considered condition attributes. The results concerning the relative importance measures are summarized in Table 8
and presented as histograms in Figure 4. This result is the same as the one obtained using the characteristics of decision
rules.

Table 8: Overall relative importance measures
Condition Minimal cover All rules
Attribute Minimum Maximum Average Minimum Maximum Average
Entrepreneur Gender 0.314 0.394 0.335 0.247 0.361 0.270
Entrepreneur Age 0.055 0.069 0.059 0.044 0.064 0.048
Number of Dependents 0.135 0.169 0.144 0.107 0.155 0.116
Project Type 0.046 0.057 0.049 0.036 0.052 0.039
Number of Participants 0.077 0.097 0.083 0.061 0.089 0.067
Activity Type 0.662 0.830 0.707 0.521 0.761 0.570
Country 0.147 0.185 0.157 0.116 0.169 0.127
Loan Requested 0.370 0.464 0.396 0.292 0.425 0.319
Largest Loan Value 0.096 0.120 0.103 0.05 0.110 0.083
Average Loan Value 0.266 0.334 0.284 0.210 0.306 0.229

(a) (b)

Figure 4: Overall relative importance measures

We also used Equations (28) and (29) to compute the overall relative importance for pairs of condition attributes.
The results are given in Tables 9 and 10. The figures in Table 9 rely on the characteristics of decision rules in the
minimal cover for the computation of decision rule-based relative importance measures while those in Table 10 are
based on all certain decision rules.

Table 9: Average values of extended overall relative importance measures using the characteristics of decision rules in the minimal cover
Entrepreneur Number of Project Number of Activity Loan Largest Average

Age Dependents Type Participants Type Country Requested Loan Value Loan Value
Entrepreneur Gender 0.023 0.053 0.017 0.030 0.109 0.061 0.106 0.158 0.104
Entrepreneur Age - 0.135 0.149 0.129 0.092 0.076 0.065 0.150 0.038
Number of Dependents - 0.137 0.219 0.121 0.111 0.079 0.064 0.033
Project Type - 0.110 0.105 0.096 0.068 0.055 0.028
Number of Participants - 0.082 0.082 0.058 0.047 0.024
Activity Type - 0.061 0.051 0.041 0.020
Country - 0.091 0.034 0.016
Loan Requested - 0.058 0.012
Largest Loan Value - 0.024

5.6.4. Importance of specific values of condition attributes
We used the measures introduced in Section 4.6 to evaluate the importance of condition attributes values. First,

consider the condition attribute Activity Type, which can take 53 different values (See Appendix C). Table 11 provides
the top 6 activity types obtained using (i) characteristics of decision rules only; and (ii) the characteristics of decision
rules and attractiveness decision classes. In the first case, the ranking of activity types is very close to their rank based
on their respective frequencies in the database (while they are slightly different in the second case).
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Table 10: Average values of extended overall relative importance measures using the characteristics of all decision rules
Entrepreneur Number of Project Number of Activity Loan Largest Average

Age Dependents Type Participants Type Country Requested Loan Value Loan Value
Entrepreneur Gender 0.019 0.041 0.013 0.023 0.085 0.047 0.082 0.149 0.080
Entrepreneur Age - 0.132 0.148 0.128 0.085 0.072 0.059 0.118 0.032
Number of Dependents - 0.099 0.187 0.104 0.095 0.068 0.055 0.028
Project Type - 0.083 0.090 0.082 0.059 0.047 0.024
Number of Participants - 0.069 0.070 0.050 0.040 0.021
Activity Type - 0.051 0.044 0.035 0.017
Country - 0.085 0.029 0.013
Loan Requested - 0.055 0.010
Largest Loan Value - 0.022

Table 11: Analysis of Activity Type
Rank Case 1 Case 2

1 farming farming
2 food market stall green loan
3 sewings/tailoring raising poultry
4 green loan sewings/tailoring
5 raising poultry food market stall
6 clothes shops clothes shops

We applied the same analysis above to the other three ordinal and symbolic condition attributes, namely, Entrepren-
eur Gender, Entrepreneur Type and Country. Concerning Entrepreneur Gender, the obtained results show that projects
initiated by females experienced a relatively higher attractiveness level than projects initiated by males. For Entrepren-
eur Type, we observed that projects with pairs and teams are more attractive than projects with individuals. Concerning
condition attribute Country, the analysis shows that some countries (namely Pakistan, Cambodia, Philippines, Ecuador
and Vietnam) are more attractive than others, but this seems to be more related to their frequency in the database rather
than to a clear preference for a given country.

The investigation of specific values of condition attributes with continuous or integer domains showed that: (i)
higher values are preferred to lower or moderate values for the condition attributes Number of Dependents, Number of
Participants, Average Loan Value and Largest Loan Value; (ii) lower values are preferred to higher values for condition
attribute Loan Requested; and (iii) no possible values for condition attribute Entrepreneur Age are clearly ranked first.

5.7. Summary and discussion
Based on these results, we can state the following facts concerning the role of condition attributes on the attract-

iveness of crowdfunding projects:

• the predominant role of the condition attribute Activity Type;

• the condition attributes Loan Requested, Entrepreneur Gender and Average Loan Value are also important, but
no so important as Activity Type;

• the condition attributes Country and Number of Dependents play a moderate role in the attractiveness of projects;
and

• the other condition attributes, namely Largest Loan Value, Number of Participants, Entrepreneur Age and Project
Type are unimportant with regards to the attractiveness of crowdfunding projects.

The analysis of activity types showed that farming, green loan, food market stall, sewing/tailoring, raising poultry
and clothes shops are the most attractive. We also found that projects initiated by females or by pairs and teams are
more attractive than projects initiated by males or by individuals. These results confirm the findings of [39]. We also
found that projects located in some countries are more attractive than others. Although this result is concordant with
the findings reported in [74][26], the obtained ranking seems to be related to the frequency of the considered countries
in the database.

6. Additional case study

The objective of this additional case study is to apply the proposed measures so as to identify the role played by
different condition attributes that are based on the creditworthiness of a set of European countries. The data used in
this case study are extracted from [23].



[Post print version, please cite as] Salem Chakhar, Alessio Ishizaka, Andy Thorpe, Joe Cox, Thang Nguyen, Liz Ford (2020).
Calculating the Relative Importance of Condition Attributes Based on the Characteristics of Decision Rules and Attribute
Reducts: Application to Crowdfunding. European Journal of Operational Research. (accepted)

6.1. Condition attributes and datasets

In this case study and as described in Table 12, a set of seven condition attributes are considered. Table 12 also
shows the decision attribute corresponding to rating of the considered countries given by the rating agency Moody.

Table 12: List of condition and decision attributes
Code Description Scale type Preference Attribute type
GDP Gross Domestic Product Continuous Gain Condition
InflRate Inflation Rate Continuous Cost Condition
PublicDebt Public Debt Continuous Cost Condition
ExternDebt External Debt Continuous Cost Condition
FDI Foreign Direct Investment (as % of GDP) Continuous Gain Condition
CA Current Account Balance (as % of GDP) Continuous Gain Condition
UnempRate Unemployment Rate Continuous Cost Condition
Rank Ranking by Moody Ordinal Gain Decision

The learning and testing sets used in this case study are given in Tables 13 and 14, respectively. These tables provide
the assessment of the considered 28 European countries with respect to the seven condition attributes given in Table
12 and to the ranking of these countries as established by Moody.

Table 13: Learning set
# Country GDP InfRate PublicDebt ExternDebt FDI CA UnempRate Rank
1 Austria 13067 3 74.6 200 3.2 2.63 4.9 Aaa
2 Belgium 382692 0.34 99.6 266 -0.6 -1.84 8.5 Aa3
3 Bulgaria 39940 -0.8 17.9 90 3.5 1.77 13 Baa2
4 Croatia 43128 -0.1 52.1 99 1 1.24 16 Baa3
5 Cyprus 16504 -0.58 80.9 129 2.8 -1.93 16.9 B3
6 Denmark 248975 0.8 45.3 180 0.5 7.12 6.6 Aaa
7 Estonia 18613 -0.4 6 87 3.9 -1.21 7.7 A1
8 Finland 193443 0.8 53.5 155 -2 -0.92 8.4 Aaa
9 Germany 2737600 0.85 79.9 142 1.4 6.86 5.2 Aaa
10 Greece 182054 -0.7 161.3 174 1.2 0.58 26.8 Caa
11 Italy 1560024 0.09 126.1 108 0.6 0.97 12.6 Baa2
12 Lithuania 34631 0.3 40.2 80 1.6 1.47 11.9 Baa1
13 Luxembourg 45478 1 18.4 3443 50 5.26 6.1 Aaa
14 Malta 7263 0.6 77 72 -19.4 0.88 6.9 A3
15 Poland 38965 2.2 53.8 72.6 0.5 11.2 9.8 Aaa
16 Portugal 165690 -0.2 129 223 -0.9 -1.35 14.8 A2
17 Romania 142245 -0.9 37.2 67 3.5 0.51 7.2 Ba2
18 Slovenia 35275 0 53.2 47.6 -0.9 6.14 9.6 Ba1
19 Spain 1022988 -0.85 85.3 167 3.2 0.77 25.2 Baa2
20 UK 1899098 1.2 90 406 1.8 -4.26 6.6 Aa1

Table 14: Testing set
# Country GDP InfRate PublicDebt ExternDebt FDI CA UnempRate Rank
21 Netherlands 602658 0.89 68.7 73 3.8 10.2 7.2 Aaa
22 France 2059852 0.5 89.9 182 0.2 -1.43 10.4 Aa1
23 Hungary 97948 0.1 78.6 115 -3.2 4.12 7.8 Ba1
24 Sweden 420849 0 38.6 47 -0.9 5.96 8 Aaa
25 Czech Republic 149491 0.5 43.9 45 2.4 -1.37 6.6 A1
26 Latvia 23372 0.6 39.2 146 2.8 -0.81 11.5 Baa1
27 Ireland 164050 0.3 118 1008.2 21.5 6.22 12 Baa1
28 Slovakia 72134 1 48.6 68 2.2 -0.94 14 Baa3

6.2. Rough approximation and induction of decision rules

We applied the DRSA method to the learning set using the software jMAF [15]. The result of approximation is
given in Table 15. The quality of the approximations and the accuracy of classes are all equal to 1. The obtained
attributes and core are shown in Table 16.

We then applied the VC-DomLEM algorithm [18] to infer the decision rules. The obtained rules are given in Table
17. The applied rules have then been used to classify the countries in the testing set. Only 37% of the countries have
been correctly classified.
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Table 15: Approximation results
Class Lower approximations
Cl At most Cl At least Cl

Caab 10 -
B3 5, 10 1, 2, 3, 4, 5, 6, 7, 8, 9, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20
B2 5, 10 1, 2, 3, 4, 6, 7, 8, 9, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20
B1 5, 10 1, 2, 3, 4, 6, 7, 8, 9, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20
Ba3 5, 10 1, 2, 3, 4, 6, 7, 8, 9, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20
Ba2 5, 10, 17 1, 2, 3, 4, 6, 7, 8, 9, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20
Ba1 5, 10, 17, 18 1, 2, 3, 4, 6, 7, 8, 9, 11, 12, 13, 14, 15, 16, 18, 19, 20
Baa3 4, 5, 10, 17, 18 1, 2, 3, 4, 6, 7, 8, 9, 11, 12, 13, 14, 15, 16, 19, 20
Baa2 3, 4, 5, 10, 11, 17, 18, 19 1, 2, 3, 6, 7, 8, 9, 11, 12, 13, 14, 15, 16, 19, 20
Baa1 3, 4, 5, 10, 11, 12, 17, 18, 19 1, 2, 6, 7, 8, 9, 12, 13, 14, 15, 16, 20
A3 3, 4, 5, 10, 11, 12, 14, 17, 18, 19 1, 2, 6, 7, 8, 9, 13, 14, 15, 16, 20
A2 3, 4, 5, 10, 11, 12, 14, 16, 17, 18, 19 1, 2, 6, 7, 8, 9, 13, 15, 16, 20
A1 3, 4, 5, 7, 10, 11, 12, 14, 16, 17, 18, 19 1, 2, 6, 7, 8, 9, 13, 15, 20
Aa3 2, 3, 4, 5, 7, 10, 11, 12, 14, 16, 17, 18, 19 1, 2, 6, 8, 9, 13, 15, 20
Aa2 2, 3, 4, 5, 7, 10, 11, 12, 14, 16, 17, 18, 19 1, 6, 8, 9, 13, 15, 20
Aa1 2, 3, 4, 5, 7, 10, 11, 12, 14, 16, 17, 18, 19, 20 1, 6, 8, 9, 13, 15, 20
Aaa - 1, 6, 8, 9, 13, 15

Table 16: Reducts and core
Reducts 1. {GDP,InfRate,FDI,CA,UnempRate}

2. {GDP,InfRate,PublicDebt,CA,UnempRate}
Core 1. {GDP,InfRate,CA,UnempRate}

Table 17: Decision rules
# Rule description
1 If (CA≥ 6.86) then (Rank≥ Aaa)
2 If (UnempRate≤ 6.1) then (Rank≥ Aaa)
3 If (GDP≥ 193443.0) & (CA≥ -0.92) & (UnempRate≤ 8.4) then (Rank≥ Aaa)
4 If (UnempRate≤ 6.6) then (Rank≥ Aa1)
5 If (GDP≥ 193443.0) & (UnempRate≤ 8.4) then (Rank≥ Aa1)
6 If (GDP≥ 193443.0) & (UnempRate≤ 8.5) then (Rank≥ Aa3)
7 If (FDI≥ 3.9) then (Rank≥ A1)
8 If (GDP≥ 165690.0) & (InfRate≤ -0.2) & (UnempRate≤ 14.8) then (Rank≥ A2)
9 If (UnempRate≤ 6.9) then (Rank≥ A3)
10 If (FDI≥ 1.6) & (CA≥ 1.47) & (UnempRate≤ 11.9) then (Rank≥ Baa1)
11 If (PublicDebt≤ 17.9) then (Rank≥ Baa2)
12 If (GDP≥ 165690.0) & (PublicDebt≤ 129.0) then (Rank≥ Baa2)
13 If (FDI≥ 1.6) & (CA≥ 1.47) then (Rank≥ Baa2)
14 If (FDI≥ 1.0) & (CA≥ 1.24) then (Rank≥ Baa3)
15 If (CA≥ 0.77) then (Rank≥ Ba1)
16 If (GDP≥ 165690.0) & (UnempRate≤ 14.8) then (Rank≥ Ba1)
17 If (UnempRate≤ 16.0) then (Rank≥ Ba2)
18 If (PublicDebt≤ 129.0) then (Rank≥ B3)
19 If (PublicDebt≥ 161.3) then (Rank≤ Caa)
20 If (FDI≤ 2.8) & (UnempRate≥ 16.9) then (Rank≤ B3)
21 If (GDP≤ 142245.0) & (PublicDebt≥ 37.2) & (CA≤ 0.51) then (Rank≤ Ba2)
22 If (GDP≤ 35275.0) & (FDI≤ -0.9) & (UnempRate≥ 9.6) then (Rank≤ Ba1)
23 If (FDI≤ 2.8) & (UnempRate≥ 16.0) then (Rank≤ Baa3)
24 If (UnempRate≥ 16.0) then (Rank≤ Baa2)
25 If (GDP≤ 39940.0) & (UnempRate≥ 12.6) then (Rank≤ Baa2)
26 If (InfRate≥ 0.09) & (UnempRate≥ 12.6) then (Rank≤ Baa2)
27 If (GDP≤ 35275.0) & (PublicDebt≥ 53.2) & (UnempRate≥ 9.6) then (Rank≤ Baa2)
28 If (GDP≤ 39940.0) & (UnempRate≥ 11.9) then (Rank≤ Baa1)
29 If (GDP≤ 35275.0) & (UnempRate≥ 9.6) then (Rank≤ Baa1)
30 If (GDP≤ 142245.0) & (FDI≤ 3.5) & (CA≤ 0.51) then (Rank≤ Baa1)
31 If (GDP≤ 7263.0) then (Rank≤ A3)
32 If (CA≤ 6.14) & (UnempRate≥ 9.6) then (Rank≤ A2)
33 If (GDP≤ 142245.0) & (CA≤ 0.51) then (Rank≤ A1)
34 If (CA≤ -1.21) & (UnempRate≥ 7.7) then (Rank≤ Aa3)
35 If (CA≤ -1.21) then (Rank≤ Aa1)

6.3. Application of proposed measures
6.3.1. Relative importance with respect to decision rules

To calculate the relative importance of condition attributes with respect to decision rules, we need first to compute
the attractiveness of decision rules by using learning and testing datasets. The calculation details of the attractiveness
of the decision rules are summarized in Table 18. The attractiveness values for the decision rules are given in the last
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column of Table 18. We note that these values are obtained using α = 0.8. The value of this parameter procures more
power to the accuracy and coverage of decision rules with respect to the learning set than those relative to the testing
set. This is due to the low accuracy obtained through the testing set.

Table 18: Calculation of the attractiveness of the decision rules
Rule Learning Testing
(ρ) acc(ρ) cov(ρ) µ(ρ) ε̂(ρ) al(ρ) pacc(ρ) pcov(ρ) at(ρ) a(ρ)

1 1 0.500 0.875 0 0.875 1 1 1 0.900
2 1 0.500 0.875 0 0.875 0 0 0 0.700
3 1 0.500 0.875 0 0.875 1 1 1 0.900
4 1 0.714 0.929 0 0.929 1 0.333 0.833 0.910
5 1 0.571 0.893 0 0.893 1 0.667 0.917 0.898
6 1 0.625 0.906 0 0.906 1 0.667 0.917 0.908
7 1 0.222 0.806 0 0.806 1 0.250 0.813 0.807
8 1 0.100 0.775 0 0.775 0 0 0 0.620
9 1 0.545 0.886 0 0.886 1 0.200 0.800 0.869
10 1 0.250 0.813 0 0.813 0 0 0 0.650
11 1 0.133 0.783 0 0.783 0 0 0 0.627
12 1 0.533 0.883 0 0.883 1 0.600 0.900 0.887
13 1 0.267 0.817 0 0.817 1 0.400 0.850 0.823
14 1 0.375 0.844 0 0.844 1 0.400 0.850 0.845
15 1 0.706 0.926 0 0.926 1 0.667 0.917 0.925
16 1 0.412 0.853 0 0.853 1 0.500 0.875 0.857
17 1 0.944 0.986 0 0.986 1 1 1 0.989
18 1 1 1 0 1 1 1 1 1
19 1 1 1 0 1 0 0 0 0.800
20 1 1 1 0 1 0 0 0 0.800
21 1 0.667 0.917 0 0.917 1 1 1 0.933
22 1 0.250 0.813 0 0.813 0 0 0 0.650
23 1 0.600 0.900 0 0.900 0.167 1 0.549 0.830
24 1 0.500 0.875 0 0.875 0 0 0 0.700
25 1 0.250 0.813 0 0.813 0 0 0 0.650
26 1 0.125 0.781 0 0.781 0.500 0.250 0.406 0.706
27 1 0.250 0.813 0 0.813 0 0 0 0.650
28 1 0.333 0.833 0 0.833 0 0 0 0.667
29 1 0.333 0.833 0 0.833 1 0.250 0.813 0.829
30 1 0.222 0.806 0 0.806 1 0.500 0.875 0.819
31 1 0.100 0.775 0 0.775 0 0 0 0.620
32 1 0.818 0.955 0 0.955 1 0.750 0.938 0.951
33 1 0.250 0.813 0 0.813 1 0.400 0.850 0.820
34 1 0.308 0.827 0 0.827 1 0.200 0.800 0.822
35 1 0.357 0.839 0 0.839 1 0.333 0.833 0.838

The calculation details of the relative importance values of condition attributes based on certain decision rules are
summarized in Table 19. Set F (q) in this table indicates the collection of decision rules that have condition attribute
q in its premise. A value of 1 in this table means that decision rule ρ belongs to F (q) while a value of 0 indicates that
ρ /∈ F (q). The number i(q|ρ) in Table 19 refers to the value of i(q) with respect to decision rule ρ. The importance
values are then computed as i(q) =

∑
ρ i(q|ρ) and i(q) = 1

|R|
∑
ρ i(q|ρ). On the basis of the figures in this table,

we can conclude that the most important condition attribute is UnempRate, followed by attributes CA and then GDP.
The condition attribute PublicDebt comes next, followed by condition attribute FDI. The attribute InfRate is slightly
important while attribute ExternalDebt is not important at all.

6.3.2. Relative importance with respect to attribute reducts
Table 20 provides the calculation details of the relative importance values of condition attributes with respect to

attribute reducts. On the basis of the figures in Table 20, we can conclude that the condition attributes GDP, InfRate, CA
and UnempRate have the same relative importance value. The condition attributes PublicDebt and FDI are moderately
important. Finally, the condition ExternalDebt is not important at all.

6.3.3. Overall relative importance
The overall relative importance values of all condition attributes for β = 0.6 are given in Table 21. According to this

table, the most important condition attribute is UnempRate, followed by relatively less important condition attributes
CA and then GDP right after. The condition attribute PublicDebt follows. Condition attributes FDI and InfRate have
very low relative importance values. ExternalDebt is not important at all.

6.3.4. Relative importance values using extended measures
We also used the extended measures to compute the relative importance for pairs of condition attributes based on the

characteristics of decision rules and attribute reducts. The results are given in Tables 22 and 23, respectively. The figures
in Table 22 indicate that (GDP,UnempRate) is the most important pair of condition attributes, followed by the pairs
(GDP,CA), (FDI,CA) and (CA,UnempRate). The next important pairs of condition attributes are (InfRate,UnempRate)
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Table 19: Relative importance values based on certain decision rules
F(q) i(q|ρ)

Rule q q
ρ a(ρ) spec(ρ) GDP InfRate PublicDebt ExternalDebt FDI CA UnempRate GDP InfRate PublicDebt ExternalDebt FDI CA UnempRate
1 0.9 1 0 0 0 0 0 1 0 0 0 0 0 0 0.9 0
2 0.7 1 1 0 0 0 0 1 1 0.7 0 0 0 0 0.7 0.7
3 0.9 3 0 0 0 0 0 0 1 0 0 0 0 0 0 0.3
4 0.910 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0.910
5 0.898 2 1 0 0 0 0 0 1 0.449 0 0 0 0 0 0.449
6 0.908 2 1 0 0 0 0 0 1 0.454 0 0 0 0 0 0.454
7 0.807 1 0 0 0 0 1 0 0 0 0 0 0 0.807 0 0
8 0.620 3 1 1 0 0 0 0 1 0.207 0.207 0 0 0 0 0.207
9 0.869 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0.869
10 0.650 3 0 0 0 0 1 1 1 0 0 0 0 0.217 0.217 0.217
11 0.627 1 0 0 1 0 0 0 0 0 0 0.627 0 0 0 0
12 0.887 2 1 0 1 0 0 0 0 0.443 0 0.443 0 0 0 0
13 0.823 2 0 0 0 0 1 1 0 0 0 0 0 0.412 0.412 0
14 0.845 2 0 0 0 0 1 1 0 0 0 0 0 0.423 0.423 0
15 0.925 1 0 0 0 0 0 1 0 0 0 0 0 0 0.925 0
16 0.857 2 1 0 0 0 0 0 1 0.429 0 0 0 0 0 0.429
17 0.989 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0.989
18 1 1 0 0 1 0 0 0 0 0 0 1 0 0 0 0
19 0.8 1 0 0 1 0 0 0 0 0 0 0.8 0 0 0 0
20 0.8 2 0 0 0 0 1 0 1 0 0 0 0 0.4 0 0.4
21 0.933 3 1 0 1 0 0 1 0 0.311 0 0.311 0 0 0.311 0
22 0.650 3 1 0 0 0 1 0 1 0.217 0 0 0 0.217 0 0.217
23 0.830 2 0 0 0 0 1 0 1 0 0 0 0 0.415 0 0.415
24 0.7 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0.7
25 0.650 2 1 0 0 0 0 0 1 0.325 0 0 0 0 0 0.325
26 0.706 2 0 1 0 0 0 0 1 0 0.353 0 0 0 0 0.353
27 0.650 3 1 0 1 0 0 0 1 0.217 0 0.217 0 0 0 0.217
28 0.667 2 1 0 0 0 0 0 1 0.333 0 0 0 0 0 0.333
29 0.829 2 1 0 0 0 0 0 1 0.415 0 0 0 0 0 0.415
30 0.819 3 1 0 0 0 0 1 0 0.273 0 0 0 0 0.273 0
31 0.620 1 1 0 0 0 0 0 0 0.620 0 0 0 0 0 0
32 0.951 2 0 0 0 0 0 1 1 0 0 0 0 0 0.476 0.476
33 0.820 2 1 0 0 0 0 1 0 0.410 0 0 0 0 0.410 0
34 0.822 2 0 0 0 0 0 1 1 0 0 0 0 0 0.411 0.411
35 0.838 1 0 0 0 0 0 1 0 0 0 0 0 0 0.838 0

i(q) 5.802 0.560 3.398 0 2.889 6.294 9.783
i′(q) 0.166 0.016 0.097 0 0.083 0.180 0.280

Table 20: Relative importance values based on attribute reducts
j(q|rd)

Reduct q
rd spec(rd) GDP InfRate PublicDebt ExternalDebt FDI CA UnempRate
1 5 0.2 0.2 0 0 0.2 0.2 0.2
2 5 0.2 0.2 0.2 0 0 0.2 0.2

j(q) 0.2 0.2 0.1 0 0.1 0.2 0.2
j′(q) 0.2 0.2 0.1 0 0.1 0.2 0.2

Table 21: Overall relative importance values
Attribute

q i(q) i′(q) j(q) j′(q) o(q) o′(q)
GDP 5.802 0.166 0.4 0.2 3.641 0.179

InfRate 0.56 0.016 0.4 0.2 0.496 0.09
PublicDebt 3.398 0.097 0.2 0.1 2.119 0.098

ExternalDebt 0 0 0 0 0 0
FDI 2.889 0.083 0.2 0.1 1.814 0.09
CA 6.294 0.180 0.4 0.2 3.936 0.188

UnempRate 9.783 0.28 0.4 0.2 6.03 0.248

and (GDP,CA). The other pairs of condition attributes have very low relative importance. Table 23 is less informative
about the relative importance of condition attributes since we have a reduced number of attribute reducts.

Table 22: Extended overall relative importance measures by using the characteristics of decision rules
InfRate PublicDebt ExternalDebt FDI CA UnempRate

GDP 0.006 0.028 0 0.014 0.037 0.284
InfRate - 0 0 0 0 0.016
PublicDebt - 0 0 0 0.006
ExternalDebt - 0 0 0
FDI - 0.038 0.029
CA - 0.034
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Table 23: Extended overall relative importance measures by using the characteristics of attribute reducts
InfRate PublicDebt ExternalDebt FDI CA UnempRate

GDP 0.2 0.1 0 0.1 0.2 0.2
InfRate - 0.1 0 0.1 0.2 0.2
PublicDebt - 0 0 0.1 0.1
ExternalDebt - 0 0 0
FDI - 0.1 0.1
CA 0.2

7. Conclusion and future work

In this paper, we proposed an analysis strategy and a collection of measures for calculating the relative importance
of attributes based on a posteriori information of DRSA [48][49][104][105], namely a collection of if-then decision
rules and a collection of reducts and a core. The condition and decision attributes in DRSA are assumed to be preference
ordered. It is possible then to exploit this monotonic property of condition and decision attributes in order to induce the
relative importance of condition attributes through the analysis of the characteristics of decision rules and reducts/core
subsets. The basic assumption beyond this is that attributes that are more important should appear more frequently in the
condition parts of decision rules and also in the reducts/core subsets than do less important attributes. Relying on this
assumption, several measures have been proposed for calculating the relative importance of condition attributes using
the characteristics of decision rules and of attribute reducts. These measures are parameterised in order to consider the
characteristics of decision rules and attribute reducts using both learning and testing datasets. The proposed measures can
be aggregated into a comprehensive measure indicating the overall importance of each condition attribute. Furthermore,
the proposed measures are extended in order to compute the relative importance of a collection of condition attributes
taken together.

The proposed analysis strategy and measures have been applied using a real-world case study that has been conduc-
ted in partnership with the pro-social lending-based crowdfunding platform LWC. The dataset contains information
on observed real-world patterns of pro-social behaviour taken over several years. Data have been collected through the
online crowdfunding platform of LWC, where a description of projects can be published and then accessed by different
investors. A project description generally consists of a profile photo of the entrepreneur and additional pieces of inform-
ation concerning the entrepreneur, the project and the loan requested. The main objective of the study was to help LWC
identify the relative importance of the factors contained in the descriptions of projects that investors/potential investors
employ when taking their investment decision. Based on the induced importance values, it has been shown that the
condition attribute Activity Type plays a predominant role in the attractiveness of crowdfunding projets. The condition
attributes Loan Requested, Entrepreneur Gender and Average Loan Value are also important but substantially less
important than Activity Type. It has also been shown that the condition attributes Country and Number of Dependents
play a moderate role in the attractiveness of projects while condition attributes Largest Loan Value, Number of Parti-
cipants, Entrepreneur Age and Project Type play a marginal role. Finally, it has been shown that relative importance of
pairs of condition attributes is higher for pairs with higher individual relative importance values. This information is
particularly useful to LWC in the sense that it can support the development objectives of LWC, enhancing the design
of its online crowdfunding platform, and so may increase the contributions derived from crowdfunding campaigns.

Although the proposed measures have been validated using a dataset from LWC, the findings of the case study may
be useful to other pro-social lending platforms operating in developing counties and covering similar project types.
In particular, in this case study we found that projects initiated by females or by pairs and teams are more attractive
than projects initiated by males or by individuals. These findings, which confirm the findings of previous studies
about crowdfunding projects, as in [39], might suggest priorities for pro-social funders and the way they choose to
allocate scarce loan capital. Furthermore, the proposed measures are generic and can be applied with no modification
to any other dataset. In particular, we have also applied these measures using the creditworthiness of a set of European
countries dataset.

Several topics need to be investigated in the future. The first topic concerns both the application and validation of
the proposed measures to other case studies. In particular, applications that require the consideration of a larger set
of condition attributes are particularly worth exploring. More importantly, it would be very interesting to use learning
datasets where the decision classes are explicitly defined by experts. The second avenue for future research concerns
the use of multicriteria clustering techniques to deduce the decision classes. Although the assignment procedure is
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based on the most elementary preference information, it may lead to a high number of decision classes. Some simple
solutions have been proposed at the end of Section 4.2 in order to reduce the number of classes. However, a more
advanced solution is to replace the assignment procedure by multicriteria clustering techniques like those proposed
in [19][32][33][72][89][90]. The third research area concerns the use of some recent measures of rule interestingness
[55][96], especially those based on Bayesian confirmation properties as proposed in [50][52][110]. The last topic
concerns the study of the properties of proposed measures such as monotonicity. At this level, one can build on existing
work, including [51][68][97][110][113][120], which employ the properties of rule interestingness measures to design
new properties more appropriate to relative importance measures as we have proposed in this paper.

Acknowledgements

The authors would like to acknowledge the extensive cooperation and assistance provided by the Lendwithcare
team, without whom this study would not have been possible. This work was partially supported by funding from
the EPSRC and New Economic Models in the Digital Economy (NEMODE) network as part of the Volunteer and
Crowdsourcing Economics project (EP/K039784/1). Special thanks go also to Ajaz Ahmed Khan, Senior Microfinance
Advisor at CARE International UK, for his constructive comments on initial versions of this paper. Finally, the authors
would like to thank the reviewers for their thoughtful comments and efforts towards improving the manuscript.

References

[1] Abalo, J., Varela, J., Manzano, V., 2007. Importance values for importance—performance analysis: A formula for spreading out values
derived from preference rankings. Journal of Business Research 60, 115 – 121.

[2] Agrawal, A., Catalini, C., Goldfarb, A., 2015. Crowdfunding: Geography, social networks, and the timing of investment decisions. Journal
of Economics & Management Strategy 24, 253–274.

[3] Ahlers, G., Cumming, D., G unther, C., Schweizer, D., 2015. Signaling in equity crowdfunding. Entrepreneurship Theory and Practice 39,
955–980.

[4] Ali, R., Siddiqi, M., Lee, S., 2015. Rough set-based approaches for discretization: a compact review. Artificial Intelligence Review 44,
235–263.

[5] Amin, T., Chikalov, I., Moshkov, M., Zielosko, B., 2014. Relationships between length and coverage of decision rules. Fundamenta
Informaticae 129, 1–13.

[6] Bana e Costa, C., De Corte, J.M., Vansnick, J.C., 2012. MACBETH. International Journal of Information Technology & Decision Making
11, 359–387.

[7] Banzhaf, J., 1965. Weighted Voting Doesn’t Work: A Mathematical Analysis. Rutgers Law Review 19, 317–343.
[8] Beaulieu, T., Sarker, S., Sarker, S., 2015. A conceptual framework for understanding crowdfunding. Communications of the Association for

Information Systems 37, 1–31.
[9] Bellur, U., Kulkarni, R., 2007. Improved matchmaking algorithm for semantic web services based on bipartite graph matching, in: IEEE

International Conference on Web Services (ICWS 2007), pp. 86–93.
[10] Berzal, F., Blanco, I., Sánchez, D., Vila, M., 2002. Measuring the accuracy and interest of association rules: A new framework. Intelligent

Data Analysis 6, 221–235.
[11] Bi, G., Geng, B., Liu, L., 2019. On the fixed and flexible funding mechanisms in reward-based crowdfunding. European Journal of Operational

Research 279, 168–183.
[12] Bisdorff, R., Meyer, P., Veneziano, T., 2009. Inverse analysis from a condorcet robustness denotation of valued outranking relations, in:

Rossi, R., Tsoukias, A. (Eds.), Algorithmic Decision Theory, Springer Berlin Heidelberg, Berlin, Heidelberg. pp. 180–191.
[13] Bisdorff, R., Meyer, P., Veneziano, T., 2014. Elicitation of criteria weights maximising the stability of pairwise outranking statements. Journal

of Multi-Criteria Decision Analysis 21, 113–124.
[14] Blajdo, P., Grzymala-Busse, J., Zdzislaw, H., Knap, M., Mroczek, T., Piatek, L., 2008. A comparison of six approaches to discretization—a

rough set perspective, in: Wang, G., Li, T., Grzymala-Busse, J., Miao, D., Skowron, A., Yao, Y. (Eds.), Rough Sets and Knowledge Technology,
Springer Berlin Heidelberg, Berlin, Heidelberg. pp. 31–38.
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Appendix A. Illustrative example of attractiveness classes construction

This appendix illustrates, through a reduced dataset, the assignment procedure introduced in Section 4.2.

Appendix A.1. An extract from the database

The values for the considered condition attributes have been assessed by LWC and automatically saved in their
database. An extract from the database is given Table A.24. This provides the description of 25 randomly selected
crowdfunding projects.

Table A.24: Information table
Project Entrepreneur Entrepreneur Number of Project Number of Activity Country Loan Largest Average

Gender Age Dependents Type Participants Type Requested Loan Value Loan Value
1 m 31 2 g 15 Farming Cambo 755.333 200 22.22
2 f 32 5 i 1 Farming Vietn 503.268 73 25.16
3 f 45 1 i 1 Raising livestock Phili 562.857 75 23.45
4 m 40 2 i 1 Trader Phili 1758.483 150 26.25
5 m 43 11 i 1 Market Stall (Food) Pakis 142.566 45 17.82
6 m 28 3 g 7 Market Stall Benin 796.053 300 46.83
7 m 30 4 i 1 Market Stall Rwand 246.601 75 30.83
8 f 70 3 g 22 Food Production Benin 714.286 99 28.57
9 m 32 8 i 1 Market Stall Benin 509.934 90 34.00

10 f 49 5 i 1 Farming Cambo 631.274 141 25.25

The values of the additional attributes corresponding to the crowdfunding projects in Table A.24 are given in Table
A.25.

Table A.25: Values of additional attributes
Project Added Completion Campaign Number of Number of

Date Date Duration Lenders Supporting Groups
1 26/06/2013 29/06/2013 3 34 0
2 15/11/2014 19/11/2014 4 20 0
3 24/01/2013 31/01/2013 7 24 3
4 24/12/2015 02/01/2016 9 67 0
5 06/08/2015 11/08/2015 5 8 0
6 02/08/2012 13/08/2012 11 17 0
7 21/08/2015 24/08/2015 3 8 0
8 27/03/2012 02/04/2012 6 25 4
9 24/07/2012 01/08/2012 8 15 0

10 01/10/2014 04/10/2014 3 25 2

Appendix A.2. Illustration of assignment procedure

As underlined in Section 4.2, decision classes representing the attractiveness of crowdfunding projects have been
computed based on the additional attributes (namely, project advertising campaign duration, number of supporting
individuals, and number of supporting groups) using an iterative assignment procedure. For each learning dataset,
we first used the assignment procedure introduced in Section 4.2 to assign the different crowdfunding projects into
different decision classes. For illustration purposes, let us consider the data given in Section Appendix A.1. The data

http://www.mdpi.com/1660-4601/16/2/187
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in Table A.25, which shows the dates when the project is added to LWC platform, the date when the project is fully
funded and the total number of supporting lenders, has been used to compute the decision classes of the crowdfunding
projects shown in Table A.24. First, the data in Table A.25 has been used to compute the dominance relation between
the different crowdfunding projects. The result is summarized in the dominance matrix given in Table A.26 and the
corresponding dominance graph is shown in Figure A.5.

Table A.26: The P -dominance relation
1 2 3 4 5 6 7 8 9 10

1 1 0 1 0 0 1 1 1 0 1
2 1 0 0 0 0 0 0 0 0 0
3 0 0 1 0 0 1 1 0 0 1
4 0 0 0 1 0 0 1 0 0 1
5 0 1 0 0 1 0 1 0 0 0
6 0 0 0 0 0 1 0 0 0 0
7 0 0 0 0 0 0 1 0 0 0
8 0 0 0 0 1 0 0 0 0 0
9 0 0 0 1 0 0 1 0 0 1
10 0 0 1 0 0 1 1 1 0 1

Figure A.5: Dominance graph

The application of the assignment procedure using the data in Table A.25 leads to the dominance graph shown in
Figure A.5. The application of the assignment procedure using the obtained graph is illustrated in Figure A.6. In each
iteration, a directed graph is constructed by exploiting the dominance relation between the crowdfunding projects.
Then, the projects in the kernel of the graph are assigned to the current attractiveness class. The procedure is repeated
until the assignment of all crowdfunding projects. The application of the assignment procedure leads to the following
decision classes: Cl3 = {1, 4, 8, 10}, Cl2 = {2, 3, 7} Cl1 = {5, 6, 9}, where Cl3 is the most preferred decision class
and Cl1 the least preferred decision class.

Appendix B. Characterisation of relative importance measures

Appendix B.1. Properties of Equation (16) and Equation (17)
Properties (1.1—1.5). Let q, q1, q2 ∈ C and m is the total number of condition attributes. Then, the following
properties hold for the absolute and relative importance measures of condition attributes:

(1.1) 0 ≤ i(q) ≤ card(R) and 0 ≤ i′(q) ≤ 1, ∀q ∈ C.

(1.2) F (q) = ∅ ⇒ i(q) = 0 ∧ i′(q) = 0, ∀q ∈ C.

(1.3) F (q) 6= ∅ ⇒ i(q) > 0 ∧ i′(q) > 0, ∀q ∈ C.

(1.4) F (q1) ⊆ F (q2)⇒ i(q1) ≤ i(q2) ∧ i′(q1) ≤ i′(q2), ∀q1, q2 ∈ C.

(1.5) i(q1) ≥ i(q2)⇒ i′(q1) ≥ i′(q2), ∀q1, q2 ∈ C.

Proof. Properties (1.2), (1.3) and (1.5) are trivial. We prove properties (1.1) and (1.4) for absolute importance measure
i(q). Similar proofs apply for the relative importance measure i′(q).
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Figure A.6: Graphical illustration of the assignment procedure

(1.1) By definition, we have a(ρ) ≥ 0 and spec(ρ) > 0, which leads to i(q) ≥ 0. Based on Equation (15),
we can establish that 0 ≤ at(ρ) ≤ 1. Since we have 1 ≤ spec(ρ) ≤ m, we get then: 0 ≤ at(ρ)

spec(ρ) ≤
1
m . The

rule attractiveness measure a(ρ) is maximum when F (q) = card(R) and spec(ρ) = 1, ∀ρ ∈ R. This leads to
0 ≤

∑
ρ∈F (q)

a(ρ)
spec(ρ) ≤ card(R) and consequently 0 ≤ i(q) ≤ card(R).

(1.4) We have: F (q1) ⊆ F (q2). This leads to:
∑
ρ∈F (q1)

a(ρ)
spec(ρ) ≤

∑
ρ∈F (q2)

a(ρ)
spec(ρ) . Consequently, we get

i(q1) ≤ i(q2).

Appendix B.2. Properties of Equation (18) and Equation (19)
Properties (2.1—2.5). Let qi, qai , q

b
i ∈ C, 1 ≤ i ≤ p with p ≤ m and m is the total number of condition attributes.

Then, the following properties hold for the extended absolute i(q1, · · · , qp) and relative i′(q1, · · · , qp) importance
measures of condition attributes:

(2.1) 0 ≤ i(q1, · · · , qp) ≤ card(R)| and 0 ≤ i′(q1, · · · , qp) ≤ 1, ∀{q1, · · · , qp} ⊆ C.

(2.2) Fe(q1, · · · , qp) = ∅ ⇒ i(q1, · · · , qp) = 0 ∧ i′(q1, · · · , qp) = 0, ∀{q1, · · · , qp} ⊆ C.

(2.3) Fe(q1, · · · , qp) 6= ∅ ⇒ i(q1, · · · , qp) > 0 ∧ i′(q1, · · · , qp) > 0, ∀{q1, · · · , qp} ⊆ C.

(2.4) Fe(qa1 , · · · , qap) ⊆ F (qb1, · · · , qbp) ⇒ i(qa1 , · · · , qap) ≤ i(qb1, · · · , qbp) ∧ i′(qa1 , · · · , qap) ≤ i′(qb1, · · · , qbp),
∀{qa1 , · · · , qap} ⊆ C, {qb1, · · · , qbp} ⊆ C.

(2.5) i(qa1 , · · · , qap) ≥ i(b1, · · · , qbp)⇒ i′(qa1 , · · · , qap) ≥ i′(b1, · · · , qbp), ∀{qa1 , · · · , qap} ⊆ C, {qb1, · · · , qbp} ⊆ C.

Proof. Properties (2.2), (2.3) and (2.5) are trivial. We prove properties (2.1) and (2.4) for extended absolute importance
measure i(q). Similar proofs apply for the extended relative importance measure i′(q).

(2.1) Similar to the proof of property (1.1) where q is replaced by q1, · · · , qp.

(2.4) Similar to the proof of property (1.4), where q1 and q2 are replaced by qa1 , · · · , qap and qb1, · · · , qbp, respect-
ively.
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Appendix B.3. Properties of Equation (21) and Equation (22)

Properties (3.1—3.5). Let q, q1, q2 ∈ C. Then, the following properties hold for the extended absolute j(q) and
relative j′(q) importance measures of condition attributes:

(3.1) 0 ≤ j(q) ≤ card(RED) and 0 ≤ j′(q) ≤ 1, ∀q ∈ C.

(3.2) K(q) = ∅ ⇒ j(q) = 0 ∧ j′(q) = 0, ∀q ∈ C.

(3.3) K(q) 6= ∅ ⇒ j(q) > 0 ∧ j′(q) > 0, ∀q ∈ C.

(3.4) K(q1) ⊆ K(q2)⇒ j(q1) ≤ j(q2) ∧ j′(q1) ≤ j′(q2), ∀q1, q2 ∈ C.

(3.5) j(q1) ≥ j(q2)⇒ j′(q1) ≥ j′(q2), ∀q1, q2 ∈ C.

Proof. Properties (3.2), (3.3) and (3.5) are trivial. We prove properties (3.1) and (3.4) for absolute importance measure
j(q). Similar proofs apply for the relative importance measure j′(q).

(3.1) By definition, we have j(q, rd) ≥ 0, ∀q ∈ C, rd ∈ RED, which leads to j(q) ≥ 0. Based on Equation
(21), we can establish that j(q) is maximum when j(q, rd) is maximum for all rd ∈ RED. The number j(q, rd)

is maximal when spec(rd) = 1. This leads to 0 ≤
∑

rd∈K(q)

j(q, rd) ≤ card(RED).

(3.4) We have: K(q1) ⊆ K(q2). Hence,
∑

rd∈K(q1)

j(q1, rd) ≤
∑

rd∈K(q2)

j(q2, rd), which means j(q1) ≤ j(q2).

Properties (4.1—4.3). Let q, q′ ∈ C. Then, the following properties hold:

(4.1) q, q′ ∈ COR 6= ∅ ⇒ j(q) = j(q′) ∧ j′(q) = j′(q′), ∀q, q′ ∈ C.

(4.2) q ∈ COR 6= ∅ ⇒ j(q) > j(q′) ∧ j′(q) > j′(q′), ∀q, q′ ∈ C and q′ /∈ COR.

(4.3) COR = ∅ ⇒ j(q) < card(RED) ∧ j′(q) < 1, ∀q, q′ ∈ C.

Proof. We provide the proof for j(·). The proof for j′(·) is equivalent.

(4.1) Since both q and q′ are COR, then they appear in all the reducts, which mean that j(q) and j(q′) are equal.

(4.2) If q ∈ COR and q′ /∈ COR, then
∑

rd∈K(q)

j(q, rd) >
∑

rd∈K(q′)

j(q′, rd) since card(K(q)) > card(K(q)).

Consequently, j(q) > j(q′).

(4.3) If COR = ∅, then K(q) < card(RED). And since j(q, rd) ≤ 1, ∀q ∈ C, rd ∈ RED. Then, we get∑
rd∈K(q)

j(q, rd) < card(RED). Consequently, j(q) < card(RED).
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Appendix B.4. Properties of Equation (24) and Equation (25)

Properties (5.1—5.5). Let qi, qai , q
b
i ∈ C, 1 ≤ i ≤ p with p ≤ m and m is the total number of condition attributes.

Then, the following properties hold for the extended absolute j(q1, · · · , qp) and relative j′(q1, · · · , qp) importance
measures of condition attributes:

(5.1) 0 ≤ j(q1, · · · , qp) ≤ card(RED) and 0 ≤ j′(q1, · · · , qp) ≤ 1, ∀{q1, · · · , qp} ⊆ C.

(5.2) Ke(q1, · · · , qp) = ∅ ⇒ j(q1, · · · , qp) = 0 ∧ j′(q1, · · · , qp) = 0, ∀{q1, · · · , qp} ⊆ C.

(5.3) Ke(q1, · · · , qp) 6= ∅ ⇒ j(q1, · · · , qp) > 0 ∧ j′(q1, · · · , qp) > 0, ∀{q1, · · · , qp} ⊆ C.

(5.4) Ke(q
a
1 , · · · , qap) ⊆ K(qb1, · · · , qbp) ⇒ j(qa1 , · · · , qap) ≤ j(qb1, · · · , qbp) ∧ j′(qa1 , · · · , qap) ≤ j′(qb1, · · · , qbp),

∀{qa1 , · · · , qap} ⊆ C, {qb1, · · · , qbp} ⊆ C.

(5.5) j(qa1 , · · · , qap) ≥ j(b1, · · · , qbp)⇒ j′(qa1 , · · · , qap) ≥ j′(b1, · · · , qbp),∀{qa1 , · · · , qap} ⊆ C, {qb1, · · · , qbp} ⊆ C.

Proof. Properties (5.2), (5.3) and (5.5) are trivial. We prove properties (5.1) and (5.4) for extended absolute importance
measure i(q). Similar proofs apply for the extended relative importance measure i′(q).

(5.1) Similar to the proof of property (3.1) where q is replaced by q1, · · · , qp.

(5.4) Similar to the proof of property (3.4), where q1 and q2 are replaced by qa1 , · · · , qap and qb1, · · · , qbp, respect-
ively.

Properties (6.1—6.5). Let qai , q
b
i ∈ C, 1 ≤ i ≤ p with p ≤ m andm is the total number of condition attributes. Then,

the following properties hold:

(6.1) {qa1 , · · · , qap , q′}, {qb1, · · · , qbp} ⊆ COR 6= ∅ ⇒ j(qa1 , · · · , qap) = j(qb1, · · · , qbp)∧j′(qa1 , · · · , qap) = j′(q′),
∀{qa1 , · · · , qap} ⊆ C, {qb1, · · · , qbp} ⊆ C.

(6.2) q ∈ COR 6= ∅ ⇒ j(qa1 , · · · , qap) > j(qb1, · · · , qbp) ∧ j′(a1 , · · · , qap) > j′(qb1, · · · , qbp), ∀{qa1 , · · · , qap} ⊆
C, {qb1, · · · , qbp} ⊆ C and q′ /∈ COR.

(6.3) COR = ∅ ⇒ j(qa1 , · · · , qap) < card(RED) ∧ j′(qa1 , · · · , qap) < 1, ∀{qa1 , · · · , qap} ⊆ C.

Proof. We provide the proof for j(· · · ). The proof for j′(· · · ) is equivalent.

(6.1) Similar to the proof of property (5.1) where q is replaced by (qa1 , · · · , qap and q′ by qb1, · · · , qbp.

(6.2) Similar to the proof of property (5.2), where q1 and q2 are replaced by qa1 , · · · , qap and qb1, · · · , qbp, respect-
ively.

(6.3) Similar to the proof of property (5.3) where q and q′ are replaced by qa1 , · · · , qap and qb1, · · · , qbp, respectively.

Appendix B.5. Properties of Equation (26) and Equation (27)

Properties (7.1—7.2). Let q ∈ C. Then, the following properties hold:

(7.1) 0 ≤ o(q) ≤ 1.

(7.2) 0 ≤ o′(q) ≤ 1.

Proof. Properties (7.1) and (7.2) are trivial since β ∈ [0, 1].
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Appendix B.6. Properties of Equation (27) and Equation (28)

Properties (8.1—8.2). Let qai , q
b
i ∈ C, 1 ≤ i ≤ p with p ≤ m andm is the total number of condition attributes. Then,

the following properties hold:

(8.1) 0 ≤ o(q1, · · · , qp) ≤ 1.

(8.2) 0 ≤ o′(q1, · · · , qp) ≤ 1.

Proof. Properties (8.1) and (8.2) are trivial since β ∈ [0, 1].

Appendix B.7. Properties of Equation (30) and Equation (31)

Properties and the corresponding proofs of Equation (30) and Equation (31) are similar to those of Equation (16)
and Equation (17).

Appendix B.8. Properties of Equation (32) and Equation (33)

Properties and the corresponding proofs of Equation (32) and Equation (33) are similar to those of Equation (18)
and Equation (19).

Appendix B.9. Properties of Equation (37) and Equation (38)

Properties and the corresponding proofs of Equation (30) and Equation (31) are similar to those of Equation (16)
and Equation (17).

Appendix B.10. Properties of Equation (39) and Equation (40)

Properties and the corresponding proofs of Equation (32) and Equation (33) are similar to those of Equation (18)
and Equation (19).

Appendix C. Characteristics of symbolic and nominal condition attributes

Table C.27: Values of condition attribute Gender
Gender Code Number %

f 11824 63.27
m 6864 36.73

Total 18688 100

Table C.28: Values of condition attribute EntreType
Type Code Number %

i 17699 94.71
g 989 5.29

Total 18688 100



[Post print version, please cite as] Salem Chakhar, Alessio Ishizaka, Andy Thorpe, Joe Cox, Thang Nguyen, Liz Ford (2020).
Calculating the Relative Importance of Condition Attributes Based on the Characteristics of Decision Rules and Attribute
Reducts: Application to Crowdfunding. European Journal of Operational Research. (accepted)

Table C.29: Values of condition attribute ActivityType
Activity Code Activity Type Number in db %

1 Animal Rearing 473 2.53
2 Artist 15 0.08
3 Arts and Crafts 178 0.95
4 Baker 89 0.48
5 Beauticians 121 0.65
6 Butcher 82 0.44
7 Carpentry 136 0.73
8 Clothes Shop 565 3.02
9 Computing Classes 17 0.09

10 Construction 227 1.21
11 Cosmetics 83 0.44
12 Education 33 0.18
13 Electrician 145 0.78
14 Farming 3054 16.34
15 Fishing 103 0.55
16 Fishmonger 159 0.85
17 Food Production 409 2.19
18 Food Shop 304 1.63
19 Furniture Making 22 0.12
20 General Store 1642 8.79
21 Green LoanGreen Loans 123 0.66
22 Greengrocer 346 1.85
23 HairdressersSalo 207 1.11
24 Hardware Shop 68 0.36
25 Health Shop 16 0.09
26 Home Improvements 135 0.72
27 Improving Sanitatio 179 0.96

Activity Code Activity Type Number in db %
28 Internet Cafe 58 0.31
29 Itinerant Trader 415 2.22
30 Jeweller 84 0.45
31 Laundry 24 0.13
32 Market (Clothing) 264 1.41
33 Market Stall 918 4.91
34 Market Stall (Food) 1158 6.20
35 Mobile Phones 140 0.75
36 Pharmacy 59 0.32
37 Photographer 24 0.13
38 Plumbing 21 0.11
39 Production 860 4.60
40 Raising livestock 424 2.27
41 Raising poultry 354 1.89
42 Recycling 286 1.53
43 Repaying MoneyLende 44 0.24
44 Restaurant/Cafe 362 1.94
45 Sewing/Tailoring 1960 10.49
46 Shop 823 4.40
47 Solar Energy 5 0.03
48 Trader 177 0.95
49 Transport 794 4.25
50 Vehicle Repairs 169 0.90
51 Vehicle Spares 106 0.57
52 Welder 82 0.44
53 Workshop 146 0.78
- Total 18688 100

Table C.30: Values of condition attribute Country
Country Code Country Name Number %

1 Benin 1091 5.84
2 Bosni 228 1.22
3 Cambo 2310 12.36
4 Ecuad 1951 10.44
5 Indon 16 0.09
6 Malaw 851 4.55
7 Pakis 6801 36.39
8 Phili 1845 9.87
9 Rwand 58 0.31

10 Togo 931 4.98
11 Vietn 1501 8.03
12 Zambi 1010 5.40
13 Zimba 95 0.51
- Total 18688 100
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